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Preface 

This is a handbook for students and practicing engineers in the elec­
tronic field and is intended to provide adequate technical discussions, 
design data, and basic design procedures for the solution of many design 
problems. It has been the authors' opinion that handbooks often have 
limited value since the presentation is frequently so concise that the 
material presented has little value unless the reader has had previous 
experience with the subject. Consequently, an attempt has been made 
to overcome this limitation by making the text as lucid as possible and by 
including design examples which illustrate the application of the material 
to specific design problems. 

The "Electronic Designers' Handbook" contains over 1,100 figures, 
1,400 equations, and 140 examples. In many cases it is believed that 
significant contribl:ltions have been made in the form of new design data 
and/or design techniques. Also, the degree to which frequently used 
circuits and practices have been integrated into the material should con­
tribute appreciably to the value of the handbook. Specific examples 
of material which are of spooial interest include fundamentals of statistical 
and probability theory (Sec. 23), graphical methods as an aid in the deter­
mination of inverse Laplace transforms (Sec. 23), a comparatively com­
plete treatment of the design of low-power iron-core transformers and 
chokes (Sec. 14), design data for the optimum number of RC and LC 
ladder types of filter sections (Sec. 15), graphical presentation of the 
amplitude and phase characteristics of RC parallel-T and RC bridged-T 
circuits (Sec.16), graphical performance data for constant-k and m-derived 
filter sections having dissipation (Sec. 16), extensive coverage and analysis 
of both voltage and power amplifier fundamentals (Secs. 3 and 4), a 
detailed discussion of receivers and associated subjects such as noise 
figure and characteristics of different mixer types (Sec. 7), an extensive 
presentation of feedback fundamentals and the principal methods of 
stability analysis (Secs. 18 and 19), the analysis of complex waveforms 
(Sec. 22), etc. 

As is the case with all handbooks of this type, it has been necessary to 
omit a large amount of valuable design material. The electronic field 
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vi PREFACE 

has become so vast and is growing at such a rate that the authors of such 
publications can only include the material which they believe has the 
broadest application and then, with the publisher, attempt to attain a 
publication date before the material becomes either obsolescent or 
seriously limited in scope. For example, in the case of the "Electronic 
Designers' Handbook," we regret that we did not have sufficient time to 
include certain digital computer techniques, magnetic memory circuits, 
and a much broader treatment of transistor applications. 

It is believed that the "Electronic Designers' Handbook" should find 
extensive use as a text even though the equation derivations are not 
always given. Before publication, this material was used as a text for 
undergraduate students, graduate students, and practicing engineers with 
very gratifying results. With reference to these classes, the assignments 
which included the derivation of equations often proved to be especially 
educational. In general, the material is intended to be self-explanatory 
and, considering the practical design examples, should be of value in 
teaching the student to take a practical approach to design problems. 

To those who have contributed in the preparation of this handbook we 
are especially grateful. Specifically, we wish to single out the names of 
Messrs. Nathan Patrusky, Ray W. Sanders, Robert T. Johnson, Robert 
E. Hull, and Warren E. Wilke who enthusiastically participated in all 
aspects of this effort and who generously donated much of their time and 
made many significant contributions, suggestions, and constructive 
criticisms. We are equally appreciative of the many valuable suggestions 
and criticisms made by D. C. Arnold, S. Benson, Miss G. R. Brown, 
P. M. Brown, C. W. Chandler, D. J. Green, M. L. Ingalsbe, T. J. Johnson, 
E. S. Klotz, J. J. Nesler, G. M. Salamonovich, and A. G. Woolfries. 

We also wish to express thanks to Mrs. Lois Van Allen, Miss Liana 
Pucelli, and Miss Barbara McArdell for their aid in typing and preparing 
many of the original figures. In addition, we shall be forever grateful 
for the indirect but real contribution made by our families and friends 
who patiently awaited the completion of this handbook. 

It is our sincere hope that we have successfully prepared a combination 
handbook and text which will be of value to our fellow engineers. 

ROBERT w. LANDEE 

DONOVAN C. DAVIS 

ALBERT P. ALBRECHT 
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TABLE 1.1. DECIBEL TABLE 

Gain Loss Gain Loss 

Db Db 
Volt- Power 

Volt- Power 
Volt- Power Volt-

Power 
age 

ratio 
age 

ratio 
age 

ratio 
age 

ratio 
ratio ratio ratio ratio 

------
0 1.00 1.00 1.00 1.00 6.0 2.00 3.98 0.501 0.251 
0.1 1.01 1.02 0.989 0.977 6.5 2.11 4.47 0.473 0.224 
0.2 1.02 1.05 0.977 0.955 7.0 2.24 5.01 0.447 0.200 
0.3 1.04 1.07 0.966 0.933 7.5 2.37 5.62 0.422 0.178 
0.4 1.05 1.10 0.955 0.912 8.0 2.51 6.31 0.398 0.158 
0.5 1.06 1.12 0.944 0.891 8.5 2.66 7.08 0.376 0.141 
0.6 1.07 1.15 0.933 0.871 9.0 2.82 7.94 0.355 0.126 
0.7 1.08 1.17 0.923 0.851 9.5 2.99 8.91 0.335 0.112 
0.8 1.10 1.20 0.912 0.832 10.0 3.16 10.00 0.316 0.100 
0.9 1.11 1.23 0.902 0.813 12.0 3.98 15.8 0.251 0.063 
1.0 1.12 1.26 0.891 0.794 14.0 5.01 25.1 0.200 0.040 
1.1 1.14 1.29 0.881 0.776 16.0 6.31 39.8 0.158 0.025 
1.2 1.15 1.32 0.871 0.759 18.0 7.94 63.1 0.126 0.016 
1.3 1.16 1.35 0.861 0.741 20.0 10.00 100.0 0.100 0.010 
1.4 1.17 1.38 0.851 0.724 25.0 17.8 3.16 X 102 0.056 3.16 X 10-a 
1.5 1.19 1.41 0.841 0.708 30.0 31.6 103 0.032 10-a 
1.6 1.20 1.45 0.832 0.692 35.0 56.2 3.16 X 10a 0.018 3.16 X 10-, 
1. 7 1.22 1.48 0.822 0.676 40.0 100.0 10, 0.010 10-, 
1.8 1.23 1.51 0.813 0.661 45.0 178.0 3 .16 X 10' 0.006 3.16 X 10-1 
1.9 1.24 1.55 0.804 0.646 50.0 316 106 0.003 10-11 

2.0 1.26 1.58 0.794 0.631 55.0 562 3.16 X 10 11 0.002 3.16 X 10-1 
2.2 1.29 1.66 0.776 0.603 60.0 1,000 101 0.001 10-1 

2.4 1.32 1.74 0.759 0.575 65.0 1,780 3.16 X 101 0.0006 3.16 X 10-1 
2.6 1.35 1.82 0.741 0.550 70.0 3,160 107 0.0003 10-7 
2.8 1.38 1.91 0.724 0.525 75.0 5,620 3.16 X 107 0.0002 3.16 X 10-1 

3.0 1.41 2.00 0.708 0.501 80.0 10,000 10• 0.0001 10-• 
3.2 1.45 2.09 0.692 0.479 85.0 17,800 3.16 X 101 0.00006 3.16 X 10-• 
3.4 1.48 2.19 0.676 0.457 90.0 31,600 109 0.00003 10-• 
3.6 1.51 2.29 0.661 0.436 95.0 56,200 3.16 X 109 0.00002 3.16 X 10-10 
3.8 1.55 2.40 0.646 0.417 100.0 100,000 1010 0.00001 10-10 
4.0 1.58 2.51 0.631 0.398 105.O 178,000 3.16 X 1010 0.000006 3.16 X 10-11 
4.2 1.62 2.63 0.617 0.380 110.0 316,000 1011 0.000003 10-11 
4.4 1.66 2.75 0.603 0.363 115.0 562,000 3.16 X 1011 0.000002 3.16 X 10-12 
4.6 1. 70 2.88 0.589 0.347 120.0 1,000,000 1012 0.000001 10-12 
4.8 l.74 3.02 0.575 0.331 130.0 3.16 X 101 1011 3.16 X 10-1 10-11 
5.0 l. 78 3.16 0.562 0.316 140.0 107 1ou 10-7 10-u 
5.5 1.88 3.55 0.531 0.282 150.0 3.16 X 101 1011 3.16 X 10-1 10-u 

,-2 



GENERAL DESIGN DATA 

TABLE 1.2. RELATIONS BETWEEN UNITS 

Quantity Relation 
Capacitance. . . . . . . . . . 1 farad = 10-9 abfarad 

= 9 X 1011 statfarads 
Inductance. . . . . . . . . . . 1 henry = 109 abhenrys 

= 1.11 X 10-12 stathenry 
Resistance. . . . . . . . . . . . 1 ohm = 109 abohms 

= 1.11 X 10-12 statohm 
Emf. . . . . . . . . . . . . . . . . 1 volt = 108 abvolts 

= 3.33 X 10-3 statvolt 
Current. . . . . . . . . . . . . . 1 ampere = 10-1 abampere 

= 3 X 109 statamperes 
Charge. . . . . . . . . . . . . . . 1 coulomb = 10-1 abcoulomb 

Energy. . . . . . . . . . . . . . . 1 joule 
Power. . . . . . . . . . . . . . . . 1 watt 

= 3 X 109 statcoulombs 
= 107 ergs 
= 107 ergs/second 
= ½46 horsepower 

L12 
Energy stored in an inductor - 2 joules 

E d
. . cvs. 1 

nergy store 1n a capamtor - -
2
- Jou es 

where L is in henrys, C is in farads, I is in amperes, and V is in volts. 

TABLE 1.3. WINDING DATA FOR RANDOM-WOUND COILS 

Turns per square inch Turns per square inch 

B. & S. 
Single 

B. & S. 
Single gauge 

enamel or Double 
Single Double gauge 

enamel or Double 
Single 

single formvar 
cotton- cotton- single formvar cotton-

formvar 
covered covered 

formvar covered 

--- ---

8 56 25 2,580 2,380 1,890 
9 70 26 3,250 2,970 2,280 

10 88 85 82 75 27 4,060 3,670 2,720 
11 111 107 104 95 28 5,140 4,520 3,250 
12 139 134 129 117 29 6,380 5,540 3,810 
13 173 168 160 143 
14 217 210 199 175 30 8,150 7,060 4,520 

31 10,100 8,780 5,290 
15 272 262 246 214 32 12,600 10,800 6,080 
16 341 328 305 261 33 16,000 13,500 7,060 
17 428 409 375 316 34 20,000 16,900 8,150 
18 536 511 463 383 
19 669 638 568 461 35 24,700 21,200 9,310 

36 31,400 26,400 11,700 
20 832 794 694 552 37 39,600 32,600 13,150 
21 1,040 989 847 658 38 49,100 41,200 14,800 
22 1,300 1,240 1,030 808 39 62,500 53,900 16,900 
23 1,640 1,530 1,250 951 40 77,600 65,800 18,800 
24 2,100 1,910 1,510 1,120 

1-3 

Double 
cotton-
covered 

---
1,360 
1,600 
1,840 
2,130 
2,420 

2,780 
3,140 
3,490 
3,900 
4,340 

4,780 
5,620 
6,080 
6,600 
7,180 
7,711 
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c1 C2 C3 #J~II-( !·, : 

TABLE 1.4. RC TRANSFER FUNCTIONS 

8 
--1 
8 +:r 

Transfer function 

where T = RC 
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B = + R1R2C2Cs + R1R2C1C3 

R1R2RaC1C2Ca 
D = R1C1 + R2C2 + RaCa + R1C2 + R2Ca 

R1R2RaC1C2Ca 
E - I 

- R1R2Ra(\C2Ca 

Approx. amp. response (won log scale) 
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1 

s + T,, 

Ra 
where B = Ri + Ra 

Ta= R2C 
R2(R1 + Ra)C 

Tb = R1 + R2 + Ra 
Ra 

A'(db) = 20 log10 Ri + R,. + Ra 

0 

L 
To 

I 
l'-608/0CT 
I 
I 
I 

I 
TIJ 

Ot----------
A'.-------

7 
08 608/0CT 

f r 

"' 

"' 

Or--------
6 oe/ocr, ----,----

A'I ,-

08 

, 
;; 

, 
TIJ "' 

0 
trJ z 
trJ 
~ 
> 
t'-4 

t::, 
trJ 
Yl 
>--1 
0 z 
t::, 
> 
1--3 
> 

i 



Network 

C 

R, 
R2 

#7 

RJ 

R #:----r-
0 I o 

Rt R2 

#: r ro 

TABLE 1.4. RC TRANSFER FUNCTIONS (Continued) 

B (s + fJ 
1 s+­

Tb 

Transfer function 

h B R1Ra + R2Ra 
w ere = R1R2 + R1Ra + R2Ra 

Ta = (R1 + R2)C 
Tb = (R1R2 + R1Ra + R2R 3)C 

R1 + R3 

A'(db) = 20 log10 - Ra -

1 
--1 
s+r 
where T = RC 

1 
s2 + Bs + D (s + ;J (s + :J 
where B = RiCi + R2C2 + R1C2 

R1R2C1C2 

D=--1 
R1R2C1C2 

Approx. amp. response (c., on log 
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B (· + i.) (·+A)(· + DI 608/0CT 

R1 Rz RJ where 

~:Fff B = R1R2RaC1C2Ca 0 

R1R2C1C2 + R1R2C1Ca + R1RaC1Ca + R2RaC2Ca 

D= + R1RaC2Ca I 08 
R1R2RaC1C2Ca 

E= R1C1 + R2C2 + R1C2 + R1Ca + R2Ca + RaCa 
R1R2RaC1C2Ca 

I 

(J/ 1 1 ' 
F = 1 

Ta Tii Tc 
0 

R1R2RaC1C2Cs t::.l z 
t::.l 
~ 
> 
t"' 

Rt 1 
t::! 

•11= : 
R1C (s + ~) 

c! !R2 

A' t::.l 
'(J). 
1-t 

. R1R2C 08 0 

where T = Ri + R2 
z 
t::! 

R2 > A'(db) = 20 log10 Ri + R2 1 "' 
t-3 

T > 

R1 

R2 (s + ;J 0 
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TABLE 1.4. RC TRANSFER FUNCTIONS (Continued) 

B(s2 + Ds + E) 
(s2 + Fs + G) 

where 

Transfer function 

B ( s + ~) ( s + i) 
(s + ;J (s + ;) 

B = R2R• 
R1R2 + R1Ra + R1R4 + R2Ra + R2R4 

D = R2C1 + R4C2 E = __ 1 
R2R.C1C2 R2R.C1C2 

F _ R1C1 + R1C2 + R2C1 + RaC2 + R.C2 
- C1C2(R1R2 + R1Ra + R1R4 + R2Ra + R2R,) 

G = 1 
C1C2(R1R2 + R1Ra + R1R4 + R2Ra + R2R,) 

R2Ra (s + A) 
(R2Ra + R1R2 + R1R3) ( s + ~ J 

h T _ (R1R2 + R1Ra + R2R3)C 
w ere a - Ri + Ra 

T1, = R2C 

A'(db) = 20 log10 - Ra -

Approx. amp. response (won log scale) 
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A'(db) = 20 log10 Ri + R

2 
+ R
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8 = 1)( 1) B(s2 + Ds + E) B ( s + To s + Tb 

where B = R1C1 C 
R1C1 + R2C2 + Ri 2 

D = R1R2C1C2 
1 

E = R1R2C1C2 

8 - 1)( 1) B(s2 + Ds + E) B ( 8 + To 8 + Tb 

where B = R1C2 C 
R1C1 + R2C2 + R2 i 

D = R1R2C1C2 
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E = R1R2C1C2 
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TABLE 1.4. RC TRANSFER FUNCTIONS (Continued) 

Transfer function 

8 8 

B(s2 + Ds + E) 
B ( s + ~J ( s + ~) 

where B = R2C2 
D = R1C1 + R2C2 + R1C2 

R1R2C1C2 

E=--1 
R1R2C1C2 

s2 + Bs + D 
s2 +Es+ F 

(s+i)(s+i) 
(s+~J(s+~J 

where B = R1R2C1 + R2RaC2 + R1R 3C1 
R1R2RaC1C2 

D = R2 + Ra 
R1R2RaC1C2 

E = R1R2C1 + R1RaC2 + R2RaC2 + R1RaC1 
R1R2RaC1C2 

F = R1 + R2 + R3 
R1R2RaC1C2 

A'(db) = 20 log10 - R2 + Ra 

Approx. amp. response (won log scale) 

Same as for #16 
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I ol 
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iRz 
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Rt h B _ R1C1 + R2C2 
w ere - R1R2C1C2 I 08 
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D=--1 TC2 R1R2C1C2 

0 0 E = R1C1 + R2C2 + R1C2 I I I I "' 
R1R2C1C2 Ta TE Tc Tri 

I s2 + Bs + D = ( s + iJ ( s + iJ 0 
~ 

c, z 
8

2 
+Es+ D (s + iJ (8 + iJ ~ 

~ 
> 

R1C1 + R2C1 t"4 
where B = 

R1R2C1C2 Same as for #20 t:l 
#21 I I 

D = 1 
~ 
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1-4 

R1R2C1C2 0 
I R1C1 + R1C2 + R2C1 

z 
E= 

R1R2C1C2 t:l 
> 
1-:3 

I 8 2 + B8 + D = ( 
8 + A) ( 8 + ;J I > 

R, 

s
2 + Es + D ( s + ; J ( 8 + i) 

where B = R2C1 + R2C1 I Same as for #20 
R1R2C1C2 

#22 ~ I 
D=--1 

R1R2C1C2 

E= R1C2 + R2C1 + R2C2 
I R1R2C1C2 1 .-.-



1-12 ELECTRONIC DESIGNERS' HANDBOOK 

TABLE 1.5. RC TRANSFER IMPEDANCES FOR UsE AS INPUT AND FEEDBACK 

IMPEDANCES IN OPERATIONAL AMPLIFIERS* 

(See Fig. 3.81) 
See explanatory note at end of table on page 1-16. 

Transfer impedance function Network Relations Inverse relations 

A ~ A=R R=A 

R A=R R=A A -0--1 + BT T=RC C='! 
C A 

R -~- A =2R R=~ ..y-, 
!c • V+= 

A(l +aT) 2 

T=RC C=g 
2 A 

A2 A =R1+R2 Ri=A9 

~ T..,R2C R2 = A(l - 9) 

9=~-
T 

A (1 +s9T) R1+R2 C = A(l - 9) 
1+,T 

A -Ri R,=A 
9<1 

¢ R2=~ T= (R1+R2)C l-9 

8=~ C = T(l - 8) 
R,+R2 A 

A== 2R1R2 A 
A~ 2R1+R2 Ri = 2(1- 8) 

ew.r~J T=R1C R2=~ 
R, le i:t, 2 9 

-=- 8=~ C = 4T(1 - 9) 
2R1+R2 A 

At A =2R1 
A 

Rt R1= 2 
A c+sT) 

->N 1 .... ,. 

I~ T= ( R2+~) C 
AB l+sBT R2 = 4(1- 8) 

B<l 
8=~ C- 4T(1 - 8) 

2R2+R1 - A 

A =2R R=~ 
R R 2 .£ 1 ~ R Ci_ 2T(2 - 8) 'lih, c,I Ct 

T = 2 (C1 + C2) - A 

":' 8=~ C
2 
= 2TB 

C1+C2 A 

B== C1 R,= 
T1+ Ta-T2 

R1 
B 

1CJ- T2 = (Ri + R2)C2 R
2 

= T1T1(T1 + Ta - T2) 
B(Ta - T2)(T2 - Ti) 

T1T1 = R1R2CiC2 Ci=B Rz ~ B(Ta - T2)(T2 - T1) 
.!._ [ (1 + aTi)(l + sTa)] Ti+ Ta ""' R1Ci + R2C2 + R1C2 C2= (T1 + Ta - T2) 2 

aB 1 + sT2 
R,= T,Ta 

T1< T2< Ta B""C1+C2 BT2 
Ci ( C1C2 ) Rz = (T1T2 + T2T1 - TiTa)2 

~J- T2 = R2 C1+C2 BT2(Ta - T2)(T2 - T1) 

T1T1 = R1R2C1C2 
BT22 

Ci= Rz ~ T1T2 + T2Ta - T1T1 

T1 + Ta = R1C1 + R2C2 + R1C2 
Cz = B(Ta - T2)(T2 - T1) 

T1T2 + T2Ta - T1T1 

• Reprinted from F. R. Bradley and R. McCoy, Driftless D-C Amplifier, Electroni.c,, pp. 144-148, April, 1952. 



GENERAL DESIGN DATA 1-13 
TABLE 1.5. RC TRANSFER IMPEDANCES FOR UsE AS INPUT AND FEEDBACK 

IMPEDANCES IN OPERATIONAL AMPLIFIERS (Continued) 

Transfer impedance function Network Relations Inverse relations 

B=C1 R,= T1T1 

~io-
BT1 

T2=R2C2 R _ (T, - T2)(Tt - T1) 
t- BT2 

T1T1 = R1R2C1C2 C1=B 
__!_ [ (1 + aT1)(l + aT,)] 

Cz C BT22 
T1 + T, = R1C1 + R2C2 + R2C1 2= 

aB 1 + aT2 (Ta - T2)(T2 - T1) 

T1< Ts< Ta B= C1 Ri = T1T1 
Rt C?- BT2 

.,AU 1 I 
T2 == R1C2 R T1T2Ta • 'iV 

F 
2 = B(Ta - T2)(T2 - T1) 

T1T1 = Ri&CiC2 Ci=B 

T1 + Ta = R1Ci + R2C2 + R1C2 
c

2 
= B(Ta - T2)(T2 - Ti) 

T1T1 

B= C2 Ri = < vri - y'r;)I 
B 

1 ~I ~'!~ ~ 
R2 = ~ aB (1 + aT,)(1 + 8T2) '"I .,~.-1 T1T2 = R1R2C1C1 

T1¢.T2 t' 
B 

Ti + T2 ... R1C1 + R2C2 + R1C2 Ci= B'VM 
(Vfi - y"f;)I 

C2=B 

B-C2 R == ( vTi - y'r;)• 
B 

__!_ [ (1 + aT1)(l + aT2)] c, (;~ 
R2='VM a B 8 ~ ~t T1T2 = R1R2C1C2 B 

T1¢ T2 
T1 + T2 = R1C1 + R2C2 + R1C2 C B'VM 

i = (Vfi - y'r;)I 
C2=B 

B=~ R 
T1(T2-T1) 

__!_ [ (1 + 1T1)(l + 1T2)] t}' C1+2C2 2BT2 -{ . .,_ 
aB s2T1T2 II II T1=RC1 Ci== 2BT,_ 

T2-T1 
T1< T2 

02 = BT2 T2 = R(C1 + 2C2) 
T1 

~ 
A =2R1 Ri=~ 

2 

A ( 1 + aT1 ) 
Ti = RiC, = 2R2C1 R2=AT1 

er 2 4T2 
1 + 3IT1T2 2 Ci= 4T1 T2=RiC1 

A 
.... 

C,= 2T2 R1CI•4RzC2 
A 

1 -tr B=C C=B -
BB 

1 B=C T 
aB (1 + 1T) ~ B=B 

T=RC C=B 

-it C T 

__!_ (1 + ,T) 
B=2 R=w 

•B BT T=2RC C = 2B 
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TABLE 1.5. RC TRANSFER IMPEDANCES FOR UsE As INPUT AND FEEDBACK 

IMPEDANCES IN OPERATIONAL AMPLIFIERS (Continued) 

Transfer impedance function Network Relations Inverse relations 

B=C1 R = T(l - 8) 
A B 

br0- T= R(C1+C2) Ci=B 

1 (1 +aT) C2 8 = __!!:_ C2 = _!!!_ 
BB 1 + sOT 

C1+C2 1- 8 

8<1 T 

Q 
B = C1+C2 R = B(l - 8) 

T=RC2 Ci= BO 

O= _C_1_ C2 = B(l - 8) 
C1+C2 

B = C1+C2 
Ri = Ti(Ta - Ti) 

B(T2-T1) 

.!_ cl+ aTi)(l + aTa)) CJ- Ti =RiCi R2 = Ta(Ta - Ti) 

,B 1 +aT2 B(Ta-T2) 
( CiC2 ) B(T2- T1) 

Ti< T2< Ta R2 Cz T2 = (R1 + R2) Ci+ C2 Ci= 
T1-T1 

Ta=R2C2 C2= 
B(Ta-T2) 

Ta-Ti 

6 A =R2 Ri=AT1 

A ( l+aTi ) 
4T2 cf,c T1 = 2RiC R2=A 

1 + 1T1 + a2TiT2 Ro 
T2=~~ C= 2T2 

2 A 

A= 2R 
A 

$ 
R=2 

A ( 1 + aT2 ) 
Ti= 2RC2 Ci= 4T2 1 + aT1 + a1TiT2 

A 

T2 = RC1 C2=..!_i 
2 A 

A= 2R1R2 ATa2 
Ri= 

2Ri+R2 2[Ta2 - 1Ti(Ta - T2)] 

e Ti= 
R1(R1Ci + 2R2C2) ATa2 

R2= 
2R1+R2 T1(Ta-T2) 

T2 = R1R2C1C2 Ci= 
4[Ta2 - T1(Ta - T2)] 

*c, RiCi+2R2C2 ATa 

Ta= RiCi 
2 

C2 = TiT2 
ATa 

A= 2R1 
A 

9 
Ri=

2 

A ( 1 + aTa ) Ti = R2C1 + 2R1C2 
R

2 
= AT1(T1 - T2) 

1 + aT1 + a2TiT2 4[Ta2 - T1(Ta - T2)) 

T !! (Complex) 2 T2= 
R1(Ri + 2R2)CiC2 

C1= 
4[Ta2 - Ti(Ta - T2)] 

2 > 4 roots t· R2Ci+2RiC2 ATa 
Ta> T2 

T1=(R2+~)ci 
C2 = TiT2 

ATa 

A =2R 
A 

C, 
R=2 

~ 
T1 = R(C2 + 2Ca) C1 = 

2[2Ta2 - T1(T1 - T2)] 
ATa 

T2= 
RCa(Ci +C2) 

C2 = 
2T1(T1 -T2) 

Gt Cz C2+2C1 ATa 
R Ca= TiT2 Ta = 2 (Ci + C2) 

ATa 
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TABLE 1.5. RC TRANSFER IMPEDANCES FOR USE AS INPUT AND FEEDBACK 

IMPEDANCES IN OPERATIONAL AMPLIFIERS (Continued) 

Transfer impedance function Network Relations Inverse relations 

A=R2 
ATa2 

R1= Rz 4[T1T2 - Ta(T1 - Ta)] 

-0 Ti = 2R1C1 + R2C2 R2=A 

T2= 
R1&C1(C1 + 2C2) C _ 2[T1T2 - Ta(T1 - Ta)] 

c~~ 2R1C1 +R2C2 i- ATa 
"• ... Ta= 2R1C1 C2 = (T1-T1) 

A 

A =R2 
ATa1 

R1= 

A( t+aTa ) y 4[T1T2 - Ta(T1 - Ta)] 

1 + sT1 + s2T1T2 Ti 
C1(2R1C2 + R2C1) 

R2 =A 
2C1+C2 

T2 >~(Complex) T
2 

= R1R2C1C2 Ci= 2T1T2 
4 roots I 2R1C2 +R2C1 ATa 

Ta< Ti 
.,.. 

Ta= 2R1C1C2 4T1T2[T1T2 - Ta(T1 - Ta)) 
2C1 + C2 

C2 
ATa2(T1 - Ta) 

A= Ra 
ATa2 

R1= -

1;p 
2[2T1T2 - Ta(T1 - Ta)] 

T1= 
R1(2R2 + Ra)C &=~ 

R1+R2 2(T1-Ta) 

T2 = R2RaC Ra=A 
2R2+Ra 

T _ 2R1R2C C = 2T1T2 
a-R1+& ATa 

A= 2R1+R2 Ri = A ( T2 - Ti) 
2T2 

A(l + 1T1)(l + sT2) Ill llz Ill 
( R1R2 ) R2=A~ 

T1<T2 eye T1 = 2R1 + & C T2 

T2 = R1C 2T22 
C=---

A(T2-T1) 

~!;i 
B = C2 TB2 

T = RC1 cc21 C1) 

R = 4B(1- 8) 

~1~ 
Ci= 2B(l- 8) 

8=~ 
8 

2C2+C1 
C2=B 

C12 T82 
B=-- R = 4B(l - 8) 

_!_ (1 + s8T) tl-rf' 2C1+ C2 
-i t-

C1=~ ,B 1 + sT 1:a· T=RC2 8 

B<l 8=~ 02 
= 4B(l - 8) 

2C1+C2 92 

B = (R1 !1
R2) C 

T82 

~ 
Ri = 2B(2- 8) 

T = R2C R2=~ 
2B 

8=~ C=~ 
R1+R2 8 

A= R1+R2 Ri = A(T2 - T1) 
Ta-T1 

A [ 1 + 1T2 ] ¢¢ T1=R1C1 R
2 

= A(Ta - T2) 

(1 + sT1)(l + sT1) Ta-T1 

( R1&) Ci = T1(T1 - T1) 
Ti< T2< Ta T2= Ri+R

2 
(C1+C2) A(T2 - Ti) 

T1=R2C2 C2 
Ta(Ta-T1) 
A(T1 - T2) 
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TABLE 1.5. RC TRANSFER IMPEDANCES FOR UsE AS INPUT AND FEEDBACK 

IMPEDANCES IN OPERATIONAL AMPLIFIERS (Continued) 

Transfer impedance function Network Relations Inverse relations 

A =R2 
AT22 

Ri = (Ta - T2)(T2 - T,) m T2=R1C1 R2 =A 

T1T1 = R1R2CiC2 C1= 
(Ta - T2)(T2 - T1) 

AT2 
Cr C

2 
= T1T1 T1 + Ta = R,Ci + R2C2 + R2Ci AT2 

A= R1+R2 
AT22 

Ri= 
TiT2 + T2T1 - T1T1 

A [ 1 +•T2 ] 

~ 
( R1R2) R

2 
= A(Ta - T2)(T2 - Ti) 

(1 + aT1)(l + aT1) 
T2= R1+R2 C2 T1T2 + T2T1 - T1Ta 

Ti< T2< T, 
T1T1 = R1R2C1C2 Ci= T1T1 

I AT2 
Cz C (T1T2 + T2T1 - T1T,)2 

T1 + Ta = R1Ci + R2C2 + R2C1 2 
= AT2(Ta - T2)(T2 - T1) 

A =R1 R1=A 
Ra T2 = R2(Ci + C2) R2= 

A(Ta - T2)(T2 - T1) 

~ 
(Ti+ Ta - T2)2 

T1Ta = R1R2CiC2 Ci = Ti+ Ta - T2 
A 

I 
C T1T1(T1 + Ta - T~) C2 T1 + T, = RiCi + R2C2 + R2C1 2= A(Ta - T2)(T2 - T1) 

R12 

A =2R1+R
2 

AT2 
Ri = Ti+Ta 

A [ 1 + BT2 ] 

~ 
R2 = AT22 

(1 + 1T1)(l + sTa) T1=R1C1 
(T1 + Ta)(T1 + Ta - 2T2) 

T2< Ti< Ta 2 ( R1R2 ) C1= 
T1(T1+Ta) 

T2 = R1 + 2R2 (C1 + C2) AT2 

T,=R1C2 C2= 
Ta(T1+T1) 

AT2 

A =Ri+R2 
AT1 

Ri= T1+ Ta 

A [ 1 + aT2 ] 

¢I$- T1=R1C1 ATa 
(1 + aT1)(l + aTa) R2= Ti+Ta 

T1< Ta< T2 R1R2 Ci= T1+Ta 

ra T2 = Ri + Rz (2Ci + C2) A 

T1=R2Ci Cz = (Ti + Ta) ( ~ + ~ _ 2) 
A Ta Ti 

NoTE: In order that the operational amplifier generate a specific /(s), make z, /Zi equal to /(s) where 
Zt and Zi are each in a form corresponding to a function in the left-hand column. Relationships 
between the network values, gain and time constants can be established from the adjacent columns. 
In the case of either an input or a feedback impedance, the right-hand terminal of the network must be 
connected to the junction between z, and z,. 
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F10. 1. 1. Inductance of a single-layer air-core coil. 
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Fm. 1.2. Design data for delay-line sections. 
1-17 



1-18 

~ 
a:: e 
u 
~ 
z 
0 
;:: 
<t 
> 
ii: 
w 
0 

ELECTRONIC DESIGNERS' HANDBOOK 

2.2 

t = LENGTH OF COil = NUMBER OF TURNS 
2.0 ----- MULTIPLIED 8,Y THE CENTER-TO-CENTER WIRE SPACING 

_ d=OIAMETE/r Of' COil TO WIRE CENTER 
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Frn. 1.3. Form factor d/l for inductors to be used in delay-line sections having a derivation 
factor m greater than unity. 
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F10. 1.4. Coefficient of coupling between sections of a tapped single-layer coil. 
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FIG. 1.5. Coefficient of coupling between two-layer wound coaxial coils having a ratio. k 
of winding lengths equal to 0.1. 
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FIG. 1.6. Coefficient of coupling between two-layer wound coaxial coils having a ratio A 
of winding lengths equal to 0.15. 
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Fro. 1.7. Coefficient of coupling between two-layer wound coaxial coils having a ratio A 
of winding lengths equal to 0.2. 
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FIG. I.8. Coefficient of coupling between two-layer wound coaxial coils having a ratio A 
of winding lengths equal to 0.3. 
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Frn. 1.9. Coefficient of coupling between two-layer wound coaxial coils having a ratio .A 
of winding lengths equal to 0.5. 
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Frn. 1.10. Coefficient of coupling between two-layer wound coaxial coils having a ratio .A 
of winding lengths equal to 0. 7. 
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FIG. 1.11. Coefficient of coupling between two-layer wound coaxial coils having a ratio A 
of winding lengths equal to 1.0. 
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2.1. Electron Motion. The motion of an electron in a vacuum is determined by the 
forces acting upon the electron and its mass. These forces are the resultant of electric 
and/or magnetic fields surrounding the electron and the electrostatic charge of the 
electron. The physical characteristics of the electron are: 

Mass of electron = Me = 9.11 X 10-31 kg 
Charge of electron = e = -1.60 X 10-19 coulomb 
Apparent 'diameter = D = 3.8 X 10-15 m 

2.1a. Motion of Electrons in a Uniform Electric Field. An electron is accelerated 
in accordance with the relation 

F = Mea (2.1) 

where F = force acting upon electron, newtons (1 newton 105 dynes) 
Me = mass of electron, kg 

a = acceleration of electron, m/sec 2 

The force acting upon the electron in an electric field is 

F = ee (2.2) 
where F = force, newtons 

e = electric field = negative electric gradient, volts/m 

e = charge of electron, coulombs 
AV = change in potential in distance As 

AV 
As 

The electric field e is positive in the direction from a positive potential to a negative 
potential. The acceleration of the electron in an electric field is given by 

ee 
a=­

Me m/sec 2 (2.3) 

In a uniform field, i.e., a region where e is constant, the velocity v of the electron at 
any time t after starting from rest at t = 0 is 

v = (t adt = eet m/sec 
)o Mc 
-1.76 X 1011st m/sec 

The distance traveled by the electron at time t starting from rest at t = 0 is 

8 = V dt = -- t2 !c
t Be 

o 2Me 
-0.88 X 10118t2 

meters 

meters 

(2.4) 

(2.5) 

When the electron has an initial velocity Vo parallel to the electric field, Eqs. (2.4) 
2-2. 
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and (2.5) are modified to include the effect of initial velocity as follows: 

or 

eet 
v = Vo + M. m/sec 

= Vo - 1.76 X 10118t 

v = ✓-2Ve +vo2 
M. 

m/sec 

m/sec 

eet2 

8 = Vol + 2M = Vot - 0.88 X 1011 8t 2 meters 

where V = -es = total potential through which electron is accelerated 

2-3 

(2.6) 

(2.7) 

(2.8) 

The total kinetic energy KE of an electron accelerated through a change in potential 
of V volts regardless of the uniformity of the field is 

-Ve+ HM.vo2 

-Ve+ (KE)o 

where v0 = initial velocity of electron 
(KE)o = initial kinetic energy 

joules 
joules 

(2.9) 
(2.9a) 

The energy of an electron is commonly expressed in electron-volts. An electron 
which has accelerated through a potential of one volt has increased its kinetic energy 
by one electron-volt. One electron-volt is equal to 1.60 X 10-19 joule. Thus, for 
an electron Eq. (2.9) can be written as 

KE= V + (KE)o electron-volts (2.9b) 

When the electron has an initial velocity Vo which is not parallel to the electric 
field e, the velocity can be resolved into a component of velocity Vp parallel to the 
field and a component of velocity Vn normal to the field. The parallel component of 
velocity Vp is changed by the field e and the initial value is substituted for v0 in Eqs. 
(2.6), (2.7), and (2.8). The normal component of velocity Vn is unaffected by the 
field e. Electron motion in this type of field is further discussed in Sec. 2. 7 d. 

The above equations for electron motion are accurate for electron velocities suffi­
ciently less than the velocity of light so that relativity effects can be neglected. These 
effects must be considered for electrons accelerated through more than about 30,000 
volts. 1 

Application of the fundamental laws of electron motion is illustrated by the follow­
ing example. 

Example 2.1 

An electron is emitted from a cathode with 10 electron-volts of energy and a velocity 
normal to the cathode surface. Another electrode parallel to the cathode and spaced 10 cm 
away has a potential of +1,000 volts with respect to the cathode. Find the kinetic energy 
of the electron as it strikes the anode. Determine the time required for the electron to 
reach the anode, assuming the field between the cathode and anode is uniform. 

Solution 

1. Determine the kinetic energy of the electron as it strikes the anode. 
From Eq. (2.9b) 

KE= V + (KE)o 
= 1,000 + 10 = 1,010 electron-volts 
= 1.616 X 10-16 joule 

1 For a discussion of electron velocity and relativity effects, see Karl A. Spangenberg, 
"Vacuum Tubes," pp. 103-107, McGraw-Hill Book Company, Inc., New York, 1948. 
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2. Determine the initial velocity Vo, 

From Eq. (2.9) 

= ✓2(KE)o 
vo M, 

= ✓-2-X_l_O_X_l ___ 6_X_1_0 ___ 19 

9.11 X 10-31 

= 1.87 X 10 6 m/sec 

3. Determine the final velocity v. 
From Eq. (2.9) 

_ ✓2 X 1,010 X 1.6 X 10-19 

V - 9.11 X 10-ai 

= 1.88 X 107 m/sec 

4. Determine the time required for the electron to reach the anode. 
From Eq. (2.6) 

M,(v - vo) 

Be 
9.11 X 10-31 (1.88 X 107 - 1.87 X 106) 

( -104) ( -1.6 X 10-19) 

= 9.64 X 10-9 sec 

2.1b. Motion of Electrons in a Uniform Magnetic Field. The force exerted upon an 
electron in motion in a uniform magnetic field is given by 

F = IBev sin OI (2.10) 

where F = force, newtons 
B = magnetic flux density, webers/m2 (1 weber/m2 = 104 gauss) 
e = charge of electron, coulombs 
v = velocity of electron, m/sec 
8 = angle between direction of magnetic flux and direction of electron velocity 

The magnetic field exerts a force upon the electron only if the electron has a com­
ponent of velocity normal to the direction 
of the magnetic field. The force F upon 

F 

V SIN ,9 

V 

the electron has a direction which is nor-
mal to the directions of both the magnetic 
field and the electron velocity. This is 

/ illustrated in Fig. 2.1. Since the force 
/ exerted upon the electron by the magnetic 

1
1 field is normal to the velocity of the elec-

/ v cos.9 tron, the magnitude of the electron velocity 

1
1 is unchanged by the magnetic field. How-

/ ever, the force F causes the direction of the 
- - - - - - - - - - - - - electron velocity to change, the force F 

Fm. 2.1. Force exerted upon an electron always remaining normal to the magnetic 
of velocity v in a uniform magnetic field. 

field and to the electron velocity. 
For the case where the electron velocity is entirely normal to a uniform magnetic 

field, the force exerted upon the electron by the magnetic field causes the electron to 
move in a circular path as shown in Fig. 2.2a. The radius R of the electron path is 

R = l~v/ meters (2.11) 
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where R = radius, m 
Me = mass of electron, kg 

v = velocity of electron normal to magnetic field, m/sec 
e = charge of electron, coulombs 

B = magnetic flux density, webers/m2 

2-5 

At this radius of curvature the centripetal force Bev is equal to the centrifugal force 
Mev 2/R. 

The period of one revolution of the electron in its circular path is 

sec (2.12) 

If an electron also has a component of velocity parallel to the magnetic field, the 
electron will traverse a spiral path of constant radius Rand pitch P where 

R = I M e:;in 01 meters 

p = 211" I M eVe~os 01 meters 

where 8 = angle between velocity vector v and magnetic field vector B 
This is illustrated in Fig. 2.2b. 

(0) THE PATH OF AN ELECTRON HAVING AN 
INITIAL VELOCITY v NORMAL TO THE 
MAGNETIC FIELD. DIRECTION OF 8 OUT 
OF PAGE 

(bl THE PATH OF AN ELECTRON HAVING A COMPONENT 
OF INITIAL VELOCITY PARALLEL TO THE MAGNETIC 
FIELD. DIRECTION OF 8 OUT OF PAGE 

Frn. 2.2. Paths of electrons in a uniform magnetic field. 

(2.13) 

(2.14) 

The use of the equations for the motion of an electron in a uniform magnetic field 
is illustrated by the following example. 

Example 2.2 

An electron is injected into a uniform magnetic field of 0.1 weber/m2 with an initial 
velocity of 104 m/sec. The initial direction of the electron is 30° from the direction of the 
magnetic field. Find the radius and the pitch of the spiral electron path. 

Solution 

1. Determine the radius of the electron path from Eq. (2.13). 

R = I Meve;n 81 
9.11 X 10-31 X 104 X 0.5 

1.60 X 10- 19 X 0.1 
= 2.85 X 10-7 meter 
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2. Determine the pitch of the electron path from Eq. (2.14). 

p = 121rM:~cos 81 
21r X 9.11 X 10-31 X 104 X 0.866 

1.60 X 10- 19 X 0.1 
= 3.1 X 10-e meter 

2.1c. Motion of Electrons in Combined Uniform Electric and Magnetic Fields. Th& 
motion of an electron in combined electric and magnetic fields can be determined 
by the solution of Eq. (2.1) for the combined electrostatic and magnetic forces. 
Several special cases yield comparatively simple results which are of interest. 

CASE I. 8 PARALLEL TO B, Vo PARALLEL TO 8 AND B. For this case the electron 
motion is unaffected by the presence of the magnetic field. The electron velocity 
is given by Eq. (2.6) for an initial velocity of Vo and by Eq. (2.4) if Vo is zero. 

CASE II. 8 NORMAL TO B, v0 = 0. For this condition the electron will travel a 
cycloidal path as described in~Fig. 2.3. 

CASE III. 8 NORMAL TO B, Vo NORMAL TO 8 AND B. For the direction of the 8, B, 
and Vo vectors as indicated in Fig. 2.4, the magnetic field will exert a downward force 

Frn. 2.3. Path of an electron having zero 
initial velocity in perpendicular magnetic 
and electric fields. 

FIG. 2.4. Direction and magnitude of initial 
electron velocity necessary for the electric 
and magnetic field forces to cancel. 

on the electron while the electric field will exert an upward force on the electron. If 
these forces are equal, the path of the electron and its velocity will remain unchanged. 
This condition is satisfied when the electron has an initial velocity given by 

Vo= -8/B m/sec (2.15) 

where 8 = - potential gradient, volts/m 
B = magnetic-flux density, webers/m 2 

2.2. Electron Emission. In a conductor, certain of the valence electrons of each 
atom are displaced from their normal position by the molecular arrangement of the 
atoms. The forces restraining these displaced electrons are relatively small, and, 
as a consequence, these electrons can move freely throughout the conductor. These 
electrons are known as free electrons, and current flow in a conductor consists of the 
movement of these free electrons within the conductor. The thermal energy of the 
conductor causes the free electrons as well as the atoms and molecules of the material 
to be in constant motion in the conductor. As the absolute temperature of the con­
ductor is increased, the velocity, and hence the kinetic energy, of the electrons is 
increased. 

2.2a. Work Function. When a free electron in a conductor, as a result of thermal 
agitation, acquires a velocity of such a direction and magnitude as to cause it to pass 
through the surface of the conductor, the conductor is left with a net positive charge 
on its surface. The attractive force between the positive conductor and the negative 
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electron will return the electron to the conductor unless it possesses sufficient initial 
velocity to overcome this attractive force. The kinetic energy which the electron 
must possess in ,order to escape from the surface of a conductor is called the work 
function W. The work function is normally given in electron volts. Table 2.1 
contains the values of the work function W of several conductors. 

At room temperatures the kinetic energy of the free electrons in a conductQr due to 
thermal agitation is insufficient to allow any appreciable number of electrons to 
escape from the surface of the conductor. However, electrons will be emitted in 
larger numbers from the surface of the conductor if the energy level of the free elec­
trons is raised by additional energy from another source such as incident light, X rays, 
high-velocity particles striking the surface, or by increased temperature of the 
conductor. 

TABLE 2.1. APPROXIMATE WORK FUNCTION OF SEVERAL CONDUCTORS 

Metal 

Barium ................... . 
Carbon ................... . 
Calcium ................... . 
Copper .................... . 
Molybdenum .............. . 
Nickel ...... ., ............. . 
Oxide-coated nickel ......... . 
Platinum .................. . 
Tantalum ................. . 
Thorium .................. . 
Tungsten .................. . 
Thorium on tungsten ....... . 

w 
electron volts 

2.52 
4.7 
3.2 
4.1 
4.4 
5.03 

1.0-2.0 
6.0 
4.06 
3.35 
4.52 
2.63 

A 
amp/cm2 deg2 

60 
60.2 
60.2 
65 
60.2 
26.8 
0.01 

32 
37.2 
37 
60.2 
60.2 

2.2b. Thermionic Emission. Thermionic emission is the emission of electrons from 
the surface of a conductor because of the increased energy level of the free electrons 
in the conductor caused by increasing the temperature of the conductor. The rate 
of emission of electrons from the surface of any material is related to the absolute 
temperature and the work function of the material by Eq. (2.16). 

where J = electron current, ma/cm2 of emitter surface 
A = constant dependent upon type of emitter (see Table 2.1) 
W = work function of emitter, electron-volts 
T = absolute temperature, °K 
k = Boltzman's universal gas constant = 1.380 X 10-23 joules/°K 
e = electron charge = 1.60 X 10-19 coulomb 
E = 2.718 

(2.16) 

Equation (2.16) is valid provided that the emitter is in a vacuum and that another 
electrode is present in the vacuum which has a potential sufficiently positive with 
respect to the emitting surface to collect all of the emitted electrons. 

A measure of the efficiency of a thermionic emitter is given by 

J ,,,. = p (2.17) 
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where T/e = emission efficiency, ma/watt 
J = emission current, ma/cm2 

P = heating power applied to emitter, watts/cm 2 

2.2c. Types of Emitters. Thermionic emission of electrons is quite small in any 
material at temperatures below about 1000°K. A satisfactory emitter must provide 
high emission efficiency together with long life. The requirements of high operating 
temperature, high emission efficiency and/or life limit the number of practical emitters 
to a few substances. They are tungsten, thoriated tungsten, and oxide-coated nickel 
or nickel alloy. 

Tungsten. Although the work function of tungsten is quite high compared to 
other metallic emitters (see Table 2.1), tungsten has a higher melting point than any 
other metal (3643°K) and can be operated at sufficiently high temperatures to obtain 
a very large emission per square centimeter of emitter before evaporation of the metal 
becomes a serious factor in limiting the life of the emitter. Tungsten emitters are 
normally operated at temperatures between 2400 and 2600°K. Tungsten is com­
monly used as an emitter only in high-power tubes where the anode voltage is above 
3,500 volts. In tubes of this type, the emitter is subject to bombardment by positive 
ions resulting from the ionization of any residual gas molecules in the tube. These 
positive ions have extremely high energy because of the high anode voltage. This 
bombardment has no appreciable effect on the life of a pure tungsten emitter, but 
greatly reduces the life of other emitters. 

Thoriated Tungsten. A monatomic layer of thorium deposited on the surface of 
tungsten produces a thermionic emitter which has a work function considerably 
less than that of either pure thorium or pure tungsten alone (see Table 2.1). This 
occurs because thorium is electropositive with respect to tungsten and an intense 
electric field is present at the boundary between the two metals. Therefore a tho­
riated-tungsten emitter will emit several thousand times as many electrons per unit 
surface area as pure tungsten operating at the same temperature. In order to form 
the monatomic layer of thorium on the surface of the tungsten, the emitter containing 
thorium oxide is carbonized and then heated to 2600 to 2800°K for 1 or 2 min to cause 
the carbon to reduce some of the thorium oxide to thorium. It is then operated at 
about 2100°K for 15 to 30 min to allow some of the thorium to diffuse through the 
tungsten to the surface. The thorium which is evaporated from the surface of the 
emitter is continually replaced by diffusion of thorium from the interior of the tungsten 
to the surface. 

In order to minimize evaporation of thorium from the surface of the emitter and to 
reduce the effects of positive-ion bombardment, a surface layer of tungsten carbide is 
placed over the thin thorium layer. This is accomplished by heating the emitter 
in an atmosphere of hydrocarbon vapor. This outer carbonized surface allows the 
emitter to be operated at considerably higher temperature than could otherwise be 
done without excessive thorium evaporation. The normal operating temperature for 
such an emitter is about 1900°K. 

Oxide-coated Emitters. In the oxide-coated emitter, a core of nickel or nickel alloy 
is covered with a combination of barium and strontium carbonates. When this 
emitter is activated, it has a work function of only 0.5 to 1.5, which provides very 
high emission currents at temperatures of 1000 to 1150°K. The activation process 
consists of heating the emitter to about 1500°K under vacuum, which reduces the 
carbonates to oxides and liberates carbon dioxide which must be removed. The 
carbon dioxide can be removed by vacuum pumping, but more often a metal "getter" 
is vaporized within the tube to combine chemically with the carbon dioxide. The 
emitter is then heated to about 1150°K, and a positive potential of about 100 volts 
is applied to the anode through a high resistance. Under this condition, particles 
of pure barium and strontium are produced which diffuse to the surface, and the 
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electron emission builds up to a steady value. Although the exact mechanism of 
emission is not completely understood, it is generally believed that the emission 
current is supplied directly by the free metal which has diffused to the surface or by 
semiconductor action made possible by the presence of the free metal at the cathode 
surface. Oxide-coated emitters are normally operated at 1000 to 1100°K. 

Because oxide-coated emitters provide a higher emission current per watt of heating 
power, they are used whenever possible. However, positive-ion bombardment 
severely damages the emitter surface, and for this reason oxide-coated emitters are 
only used in tubes having anode voltages less than about 1,000 volts except in special 
cases. 

Oxide-coated cathodes are capable of emitting very large quantities of electrons 
for periods of several microseconds. For this reason, they are used exclusively in 
high-power pulse magnetrons where the average current may be only 10 ma while 
the peak current may be as high as 10 to 20 amp. Table 2.2 gives a comparison of 
the three types of thermionic emitters. 

) , 
) ' 

(O) TYPICAL FILAMENT CATHODES (bl TYPICAL INDIRECTLY HEATED CATHODES 

Fro. 2.5. Examples of cathode construction. 

The foregoing discussion on emission is valid only if all the emitted electrons are 
collected by another electrode of sufficiently high positive voltage to prevent the 
formation of any space charge within the tube (see Secs. 2.3a and 2.3b). 

2.2d. Vacuum-tube Cathode. The emitter in a vacuum tube is known as the cathode. 
The cathodes used in vacuum tubes are of two types: filament cathodes and indirectly 
heated cathodes. Typical configurations of filament cathodes are shown in Fig. 2.5a. 
The filament is heated by passing a current through it. Tungsten and thoriated­
tungsten cathodes are always of the filament type, as are some oxide-coated cathodes. 
Most oxide-coated cathodes, however, are of the indirectly heated type. Several 
types of indirectly heated cathode construction are shown in Fig. 2.5b. The cathode 

TABLE 2.2. COMPARISON OF THE PROPERTIES OF COMMONLY USED EMITTERS 

Normal 
Emission Emission 

Emitters 
operating 

efficiency, current, 
temperature, 

ma/watt ma/cm2 
OK 

Tungsten filament ................... 2400-2600 2-10 100-1000 
Thoriated tungsten filament ........... 1900 50-100 700-3000 
Oxide-coated filaments ................ 1000-1100 200-1000 400-3000 
Oxide-coated indirectly heated cathodes 1000-1100 10-200 1000-3000 
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consists of a metal cylinder, usually nickel, which is coated with oxides as described 
in Sec. 2.2c. Inside the cylinder is placed a heating filament which is electrically 
insulated from the cathode cylinder. 

The filament cathode has the disadvantage that if it is heated with alternating 
current, the resultant electric field and alternating voltage drop across the filament 
produce variations in the tube plate current. Also, in a circuit using several tubes, 
the tubes must all be operated at the same cathode potential or separate filament 
sources must be employed. In the indirectly heated cathode tubes, the cathode has a 
unipotential surface and the fields produced by the heater are shielded by the metal 
cylinder. Most indirectly heated cathodes have adequate electrical insulation 
between the cathode cylinder and the heater to allow 100 volts or more difference in 
potential between the cathode cylinder and the heater. This is sufficient in most 
applications to allow all tubes in a circuit to be operated from a common heater source. 

The filament-type cathode has the advantages of fast warmup time (for small 
receiving tubes approximately 1 to 2 sec compared to about 10 sec for indirectly 
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FIG. 2.6. Secondary-emission characteristics of various metals. (Electronics.) 

heated cathodes) and higher emission efficiency because of the lower heat loss in the 
filament cathode due to its small mass. 

2.2e. Secondary Emission. Secondary emission is the release of electrons from 
the surface of a material which is bombarded by electrons. Both metals and insulators 
exhibit secondary emission. The ratio of the average number of secondary elec­
trons to the number of primary electrons striking the surface of a material is dependent 
upon the velocity of the primary electrons and the type of material. This ratio is 
given in Fig. 2.6 for a number of common materials as a function of the energy of the 
primary electrons expressed in electron volts. The average velocities of the secondary 
electrons will always be less than the average velocity of the primary electrons. A 
typical velocity distribution of secondary electrons is shown in Fig. 2.7. The small 
percentage of secondary electrons which have nearly the same velocity as the primary 
electrons are not really secondary electrons but primary electrons which have been 
elastically reflected from atoms near the surface of the plate. The ratio of secondary 
to primary electrons increases appreciably as the angle of incidence of the primary 
electrons is increased from the normal. 

Certain compounds, notably alkali halides on a base of the alkali metal and alkali 
oxides on various metal bases, are capable of emitting a high ratio of secondary to 
primary electrons. The secondary-emission characteristics of several of the alkali 
oxides are shown in Fig. 2.8. 
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A -SECONDARY ELECTRONS HAVING ENERGY LEVE.LS OF 20 ELECTRON VOLTS OR LESS. 

APPROXIMATELY 90 PERCENT OF THE SECONDARY ELECTRONS FALL _J IN THIS REGION 

8-SECONOARY ELECTRONS HAVING ENERGY LEVELS BETWEEN 20 ELECTRON VOLT. 
ANO 98 PERCENT OF THE PRIMARY tLECTRON ENERGY LEVEL. 

(\ APPROXIMATF.LY 7 PERCENT OF THE SECONOARY ELECTRONS FALL 
IN THIS REGION -

\ C-SECONDARY ELECTRONS HAVING ENERGY LEVELS 98 TO 100 PERCENT 
OF THE PRIMARY ELECTRON ENERGY L-EVEL. APPROXIMATELY J 
PERCENT OF THE EMITTED ELECTRONS FALL IN THIS REGION 
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FIG. 2.7. Typical velocity distribution of secondary electrons when the primary electron 
energy exceeds 50 electron volts. (K. R. Spangenberg, "Vacuum Tube8," McGraw-Hill 
Book Company, Inc., New York, 1948.) 
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2.3. Diodes. A diode consists of an evacuated envelope containing an emitter 
called the cathode and one other electrode called the anode or plate which is separated 
a short distance from the emitter. 

2.3a. Space Charge. When the plate of a diode is connected to a voltage source 
which is positive with respect to the cathode, the electrons emitted by the cathode wii:✓ 
travel to the plate because of the force exerted on the electrons by the electric field 
existing between the cathode and plate (see Sec. 2.la). However, because of their 
negative charge, the electrons in the space between the cathode and plate exert an 
opposing force on the electrons on the surface of the cathode. For a given cathode­
plate potential, the space current flowing from cathode to plate will increase until the 
electric-field force at the cathode surface due to the plate potential is slightly exceeded 
by the opposing force created by the electrons already in transit between the cathode 
and plate. In this equilibrium condition the space current is constant because, on 
the time average, only enough electrons leave the cathode to compensate for those 
that strike the plate. The charge of all the electrons in transit between cathode 

V PLATE 

s 
FIG. 2.9. Potential and potential gradient in 
a parallel-plane diode whose current is 
space-charge-limited. 

and plate is known as the space charge, 
and under the above condition the diode 
current is said to be space-charge-limited. 

The resultant potential gradient at the 
cathode surface is slightly negative when 
the diode current is space-charge-limited 
because of the initial velocities of the 
emitted electrons. Since the average 
velocity of emitted electrons is greater 
than zero, electrons will be emitted even 
when the resultant field at the cathode 
surface is zero, thus increasing the space 
current and producing a negative poten­
tial gradient at the cathode surface. 
Equilibrium is reached when the result­
ant force of the negative potential gradi­
ent is sufficient to return to the cathode 
all emitted electrons which have an ini­
tial velocity below the value which just 
allows the space charge creating the force 
to sustain itself, i.e., the number of 

emitted electrons having an initial velocity sufficient to overcome the negative force 
adjacent to the cathode is just enough to maintain the space current at a constant 
value. The potential distribution and potential gradient of a parallel-plane diode are 
shown in Fig. 2.9. 

2.3b. Child's Law. When the current in a diode is space-charge-limited, the 
current is independent of the temperature of the emitter provided that the tempera­
ture is high enough to supply more than the necessary space current. The excess 
electrons emitted because of any higher emitter temperature are all returned to the 
cathode by the negative potential gradient near the cathode surface. However, if the 
plate voltage is increased, the space current will also increase until a new equilibrium 
condition is reached. The relation between the plate voltage and space current in a 
diode was first established by Child and is known as Child's law. 1 If the following 
assumptions are made, the relation is given by Eq. (2.18). 

1. The thermionic emission from the cathode is great enough so that the space 
current is limited by space charge only. 

2. The cathode and plate are parallel plane surfaces whose areas are large compared 
to their spacing. 

1 C. B. Child, Phys. Rev., vol. 32, p. 492, May, 1911. 
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3. The cathode and anode are equipotential surfaces. 
4. The electrons emitted from the cathode have zero emission velocity. 
5. The electrons emitted from the cathode have no collisions with gas molecules 

between electrodes. 
Under these conditions, 

Eb¾ 
Jb = 2.33 X 10-s d2 

where Jb = space current density, amp/cm2 

Eb = plate voltage, volts 
d = spacing between cathode and plate, cm 

(2.18) 

2.3c. Temperature-limited and Space-charge-limited Diode Current. From the 
previous sections it is evident that two conditions of operation can exist in a diode: 
one, when the diode plate voltage is sufficiently high and the cathode temperature 
sufficiently low so that the current between cathode and anode is determined pri­
marily by the cathode temperature; and the other, when the cathode temperature 
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Frn. 2.10. Diode plate current as a function 
of plate voltage for various cathode temper­
atures. 

Frn. 2.11. Diode plate current as a function 
of cathode temperature for vari.ous plate 
voltages. 

is sufficiently high and the plate voltage sufficiently low so that the current between 
cathode and anode is determined primarily by the plate voltage. The first condition 
is known as temperature saturation and is shown in Fig. 2.10. When the emitting 
surface is subject to an appreciable positive-voltage gradient, the space current con­
tinues to rise with plate voltage beyond the point where temperature saturation 
occurs because the work function of the emitter is effectively reduced by the electro­
static field present at the cathode surface. This is known as the Schottky effect. 
The decrease in work function as the field is increased can be taken into account by 
modifying Eq. (2.16) by the appropriate factor. Thus, 

4.4'\,'-6 
JE = JbE--T- (2.19) 

where J E = emission current density taking potential gradient at cathode into 
account 

Jb = emission current density given by Eq. (2.16) 
8 = -potential gradient at emitter surface, volts/cm 
T = absolute temperature, °K 

The second condition is known as voltage saturation and is shown in Fig. 2.11. The 
diode current is limited by space-charge effects as described in Secs. 2.3a and 2.3b. 
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In normal use, a diode is operated under conditions of voltage saturation, where 
Child's law is applicable. 

2.3d. Plate Heating. Each electron upon striking the plate of a diode transfers 
all of its kinetic energy to thermal energy unless it causes the release of a secondary 
electron. The plate of a diode or other vacuum tube must be capable of dissipating 
the heat released by the impact of all the electrons forming the tube plate current. 
Neglecting the small energy transferred to secondary electrons, the total energy 
transformed to heat at the plate in a given time interval assuming a constant plate 
voltage is given by 

Mev 2 
KE= n 2 = -nVe (2.20) 

where V = plate-cathode potential of the diode 
n = total number of electrons received in specified time interval 

Power is the rate of expenditure of energy. Therefore the power transferred to the 
plate in the form of heat is given by 

P = VI 

where V = plate-cathode voltage, volts 

watts 

dn 
I = plate current, amp = rate of change of charge = e dt 

(2.21) 

When the plate voltage and plate current vary as a function of time, the average 
power dissipated at the plate in the period T is given by 

l f T . 
P .. v = T lo ei dt (2.22) 

where e = instantaneous plate voltage 
i = instantaneous plate current 

The maximum power which can be dissipated by the plate of a tube is determined 
by the rate at which heat can be removed from the plate and the maximum allowable 
plate temperature. The maximum plate temperature is limited by three factors: 
amount of gas released from the plate material at high temperatures, allowable maxi­
mum temperature of the glass envelope, and the melting point of the plate material. 
Heat is removed from the plate by conduction through the plate supporting structure 
and by radiation from the plate. 

2.3e. Edison Effect. If the plate terminal of a diode is connected to the cathode 
terminal through an ammeter without any potential applied to the plate, but with the 
cathode at its operating temperature, a small current will flow through the ammeter. 
This phenomenon was first observed by Edison and is of ten referred to as Edison 
effect. The current exists because the initial velocity of the electrons emitted from 
the cathode surface causes a small percentage of the electrons to arrive at the plate. 
In order completely to cut off the current between cathode and plate, a negative 
voltage of approximately 1 or 2 volts must be applied to the plate. 

2.3f. Diode Characteristics. The characteristics of a diode are completely described 
by a plot of plate current as a function of plate voltage. This plot is called the 
Eb-lb characteristic. A typical receiving-type diode Eb-lb characteristic curve is shown 
in Fig. 2.12. 

The static plate resistance RP of the diode is defined as 

where Eb = plate voltage, volts 
lb = plate current, amp 

ohms (2.23) 
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The dynamic plate resistance rp of the diode is defined as the inverse of the slope 
of the Eb-lb characteristic curve at any 
point. Thus, IO 

ohms 

(2.24) 
where T = cathode temperature 

In Fig. 2.12, the dynamic plate resist­
ance of the diode at a current of 5 ma is 
given by 

(30 - 23) 
rp ~ (6 _ 4) X 10_3 = 3,500 ohms 

If a diode is placed in a circuit as 
shown in Fig. 2.13, the following equation 
relating the loop voltage and current may 
be written 

(2.25) 
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Fm. 2.12. Eb-lb characteristics of a typical 
diode. 

If an equation is written relating the diode current and voltage as shown graphically 
by the Eb-lb characteristic curve, this equation and Eq. (2.25) could be solved simul­
taneously to determine Eb and lb. A graphical solution of the two equations is much 
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Fm. 2.13. Diode in series with battery and Fm. 2.14. Construction of the d-c load line 
resistor. for a diode. 

more easily made, however. The Eb-lb curve of the diode in Fig. 2.13 is shown in 
Fig. 2.14. This is a plot of the Eb-h equation for the diode. The sum of the voltage 
drop Eb across the diode and the voltage drop IbRb across Rb must equal the supply 
voltage Ebb· Therefore, if the voltage drop across Rb is plotted as a function of the 
current through Rb on the diode Eb-lb characteristic as shown in Fig. 2.14, the value 
of current for which Eq. (2.25) is valid is readily determined as the current at point O. 
The plot of the voltage drop across the load resistor Rb as a function of diode current 
lb is called the d-c load line. The point 0, which is the solution of the two simul­
taneous equations, is called the quiescent operating point. The slope of the load 
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line is -1/Rb. The construction of d-c load lines is illustrated by the following 
example. 

Enmple 2.3 
A 5U4-G diode rectifier is connected to a 100-volt supply through a 500-ohm load resistor 

as shown in Fig. 2.15a. Determine the quiescent operating point, the static and dynamic 
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Fm. 2.15. 5U4-G diode rectifier with resistor load. 

120 

plate resistance of the diode at the quiescent operating point, and the plate dissipation of 
the diode. The Eb-lb curve of the 5U4-G is given in Fig. 2.15b. 

Solution 
1. Construct the load line on the Eb-I b curve. 
Since the diode load is 500 ohms, the load line has a slope of - ~,& o o and starts at the 

supply voltage of +100 volts. The load line is constructed in Fig. 2.15b. 
2. Determine the quiescent operating point. 
The quiescent operating point is the intersection of the Eb-lb curve and the load line. 

Point O in Fig. 2.15b is the operating point. 
3. Determine the static diode resistance. 
The static resistance, as given by Eq. (2.23), is 

Fm. 2.16. Equivalent 
circuit of diode. 

37.0 
Rp = 0.125 

= 296 ohms 

4. Determine the dynamic plate resistance, rp. 
From Eq. (2.24) 

!l.Eb I 
rp = t:i.lb T=const 

40 
-

32 = 200 ohms 
0.140 - 0.100 

5. Determine the plate dissipation of the diode. 
From Eq. (2.21) 

P = 37 X 0.125 
= 4.63 watts 

2.3g. Diode Equivalent Circuit. The a-c equivalent circuit of a diode is shown in 
Fig. 2.16. It consists of a resistance fp in parallel with a capacitor Cd. The capaci­
tance Cd is the capacity between the cathode and plate of the diode. The resistance 
fp is the average value of the diode dynamic plate resistance averaged over one cycle 
of the applied signal. Thus, 
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where rp = instantaneous value of dynamic plate resistance as a function of 6 
6 = angle of fundamental component of applied signal, radians 

2-17 

(2.26) 

When a small a-c voltage is superimposed upon a larger d-c voltage across the diode, 
the diode resistance will be very nearly constant throughout the cycle of the a-c 
voltage and equal to the value of rp at the d-c operating point. 

At frequencies of about 100 Mc or greater, depending upon the particular diode, 
the transit time of the electrons traveling from cathode to plate will become an appreci­
able portion of one cycle of the applied voltage. As a result of this delay, rp will 
change, becoming infinite when the transit time is equal to the period of one cycle 
of the applied voltage, and the effective capacitance Cd will increase. At higher fre­
quencies rp will oscillate between negative and positive values. 1 Diode tubes are 
used as power rectifiers, mixers, and detectors in receivers and in other specialized 
applications requiring a nonlinear element. 

2.4. Triode Tubes. A triode is a vacuum tube in which a control electrode has 
been placed between the cathode and the plate. This electrode is called the grid, or 
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FIG. 2.17. Typical triode-tube configurations. 

control grid. The potential applied to this grid controls the magnitude of the cathode­
plate current. The grid achieves its control of plate current by controlling the elec­
trostatic field near the cathode. Several configurations of triode tubes are shown 
in }--,ig. 2.17. 

2.4a. The Action of the Control Grid. In Sec. 2.3a the action of space charge in 
controlling the plate current of a diode was explained. The current adjusts itself 
to the level where the negative potential gradient near the cathode surface due to 
space charge slightly exceeds the positive potential gradient due to the positive plate 
voltage. The number of emitted electrons which have initial velocities great enough 
to overcome the force of the slightly retarding field at the cathode surf ace is just 
sufficient to maintain the space charge at the equilibrium value. 

When a control grid is inserted between the cathode and plate with close spacing 
between the cathode and the grid, a relatively small grid-cathode potential can pro­
duce a field at the cathode surface which will overcome the field due to the plate­
cathode potential. When the grid potential is made negative with respect to the 
cathode, fewer of the electrons which are emitted by the cathode have sufficient 
initial velocity to overcome the increased negative potential gradient. As a result, 
the space charge increases, causing the space current to decrease until a new equi­
librium condition is reached. If the grid potential is made sufficiently negative, the 
space current will be reduced to zero. The value of grid voltage which just reduces the 
tube current to zero is called the cutoff voltage Eco, Above the cutoff voltage the 

1 For greater detail on the effects of electron transit time in diodes see K. R. Spangen­
berg, "Vacuum Tubes," McGraw-Hill Book Company, Inc., New York, 1948. 
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grid is able to vary the plate current between wide limits with small changes in grid 
potential. The grid is normally operated at negative potentials with respect to 
the cathode in order that the grid may not intercept any appreciable number of 
electrons. 

2.4b. Amplification Factor. Because of the close spacing between the grid and 
cathode, a change in grid voltage has a much greater effect upon plate current than 
an equal change in plate voltage. The amplification factor µ, of a vacuum tube is 
defined as the ratio of the change in plate current with a change in grid voltage to the 
change in plate current for an equal change in plate voltage, i.e., 

From Eq. (2.18), the total cathode current can be expressed as 

where le = grid current 
lb = plate current 
k = constant dependent upon tube configuration 

Eb = plate voltage 
Ee = grid voltage 

(2.27) 

(2.28) 

When the grid potential is negative with respect to the cathode, the grid current will 
be zero and Eq. (2.28) reduces to 

(2.29) 

When the term on the right side of Eq. (2.29) becomes zero, the plate current is 
reduced to zero and remains zero for negative values of (Eb + µ,Ee), From Eq. (2.29) 
it would appear that the value of bias necessary to reduce the plate current to zero is 

Eb 
Eco= -­

µ. 
(2.30) 

where Eco is defined as the projected cutoff bias in volts. However, because of the 
nonuniformity of the electrostatic field in the tube due to edge effects, and for other 
practical considerations, the value of cutoff bias required for a particular plate voltage 
is not sharply defined, and Eq. (2.30) gives a value which is less than the actual bias 
required. 

2.4c. Tube Characteristic Curves. The relationships between plate current, plate 
voltage, grid current, and grid voltage in a triode tube are best described by a series 
of curves. The most important set of curves for the triode is the plot of plate current 
as a function of plate voltage for various values of grid voltage. This is known as the 
Eb-lb characteristics, or the plate characteristics of,'lthe tube, and the curves for a 
typical triode are shown in Fig. 2.18. The value of grid current le is also indicated 
on this series of characteristic curves for various values of positive grid voltage. The 
reversal in the curvature of the lines of constant grid voltage for positive values of 
grid voltage is due to the grid current which flows when the grid is positive. At 
zero plate voltage and at positive grid voltage, the total cathode current (except for 
Edison effect) flows to the grid. The majority of the electrons accelerated by the 
grid initially pass through the space between the grid wires, approach the plate, and 
then return to the grid because of its positive potential. As the plate voltage is 
increased from zero, the plate current increases rapidly because an increasing propor­
tion of the electrons which were initially accelerated by the positive grid voltage 
are now collected by the plate. As the plate voltage becomes much higher than the 
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grid voltage, only those electrons initially intercepted by the grid are collected by it, 
and all of the electrons passing through the grid spaces are collected by the plate. 
Since the total cathode current is also increasing with increasing plate voltage because 
of the changing field at the cathode surface, the plate current increases very rapidly 
at low plate voltages and then approaches the three-halves power relationship expressed 
in Eq. (2.28). When the grid voltage exceeds the plate voltage, any secondary 
electrons emitted from the plate are drawn to the grid, thus lowering the net plate 
current and increasing the grid current. 

From the information contained in the Eb-lb curves, other sets of curves which are 
sometimes useful can be constructed. One set, the Ee-lb curves, shows the relation 
between plate current and grid voltage for various values of plate voltage. A plot 
of this type is shown in Fig. 2.19. Another plot of the same information which is 
used in class C amplifier design (see Sec. 4.4) is the Eb-Ee, or constant plate current 
plot. This is illustrated in Fig. 4.18. 
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Fm. 2.18. Eb-lb curves for a typical triode. 

The curves in Figs. 2.18 and 2.19 are obtained by making static measurements 
on the tube as shown in Fig. 2.20. In making measurements of this type, care must 
be exercised to ensure that the average power dissipation ratings of the grid and plate 
are not exceeded. Manufacturers' published tube characteristic curves are generally 
obtained by averaging measurements of a large number of tubes. 

2.4d. Tube Coefficients. The characteristics of a particular triode are completely 
described by the characteristic curves for that tube. After the point of operation 
of the tube on the characteristic curves has been established, however, it is possible 
to describe quantitatively the characteristics of the tube in a region near the point of 
operation by three tube coefficients which are assumed constant in the region of the 
point. These tube coefficients are the amplification factor µ, the grid-plate trans­
conductance Ym, and the plate resistance rp, 

Amplification Factor µ. The amplification factor µ of a triode was discussed in 
Sec. 2.4b. It is a ratio describing the relative control of grid voltage and plate voltage 
upon plate current and is given by Eq. (2.27). The amplification factor of a tube 
can be determined graphically from the Eb-lb curves of that tube at any operating 
point by assuming a small variation A.Ea in grid voltage and finding the resultant varia-
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FIG. 2.19. Eb-lb characteristic curves for a typical triode. 

-Ecc +Ecc 
FIG. 2.20. Circuit for measuring tube characteristics. 

tion fl.Eb in plate voltage necessary to maintain the plate current constant. 
amplification factor is then given by 

AEbl 
µ = - fl.Ee lb=conat 

This is illustrated in Fig. 2.21, where µ in the region selected is 

(175 - 145) 
µ = - -6 - (-4) 

= 15 

The 

(2.31) 

The amplification factor of a tube is dependent primarily upon the grid structure 
and the ratio of grid-cathode to plate-cathode spacing. Large grid wires and close 
spacing of the grid wires increase the amplification factor because of increased shielding 
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between plate and cathode. The amplification factor of triode tubes ranges from 
approximately 2 to 300. In the negative grid region, the amplification factor of a tube 
would be a constant independent of the grid and plate voltages if the grid and plate 
voltages had the same ratio of control of the electrostatic field at all parts of the 
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FIG. 2.22. Variations in tube coefficients of a typical low-µ triode as a function of grid bias. 

cathode surface. In practice, however, support wires and edge effects cause different 
parts of the tube to have different amplification factors, and as a result, the amplifi­
cation factor is not constant for all grid and plate voltages. The amplification factor 
of a typical triode is plotted in Fig. 2.22 as a function of grid voltage for a constant 
plate current. 

Dynamic Plate Resistance rp, The dynamic plate resistance rp of a triode is the 
ratio of an incremental change in plate voltage to the resultant change in plate current 
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for a constant grid-cathode voltage. Thus, 

D..Ebl r --
P - D..lb Ec=const 

(2.32) 

The dynamic plate resistance is determined from the Eb-h characteristic curves as 
shown in Fig. 2.23. It is the inverse, or reciprocal, of the slope of the curves of con­
stant grid bias at any operating point. The plate resistance in the region selected 
in Fig. 2.23 is given by 

119 - 78 
rp = (11.2 - 3.2)10-3 

= 5.13K 

The static plate resistance RP of the tube is the ratio of the plate voltage to plate 
current at the operating point. 
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Frn. 2.23. Graphical determination of dynamic plate resistance. 

In an ideal tube where the relation between plate current and grid and plate voltages 
can be expressed by Eq. (2.29), the dynamic plate resistance is given by 

2 
rp = 3k%lb¼ (2.33) 

where lb = a-c plate current 
k = constant dependent upon tube configuration 

From Eq. (2.33) it is seen that the dynamic plate resistance of an ideal tube is inde­
pendent of the actual plate and grid voltages and varies inversely as the cube root 
of the plate current. In practical tubes, however, rp is not constant as a function of 
grid and plate voltages, as shown in Fig. 2.22. Dynamic plate resistance varies 
inversely with cathode surface area and directly with cathode-plate spacing, assuming 
that as the plate-cathode spacing is changed the grid-cathode spacing is also modified 
so as to keep the amplification factor of the tube constant. The dynamic plate 
resistance rp is plotted as a function of plate current in Fig. 2.24 for a constant plate 
voltage. 

Grid-plate Transconductance. The grid-plate transconductance Ym of a tube is a 
measure of the effectiveness of the grid in controlling plate current when the plate 
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voltage is held constant. It is defined as 

Alb' g --
m - AEc Eb = const 

2-23 

(2.34) 

The transconductance can be graphically determined at any operating point from 
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FIG. 2.24. Variations in tube coefficients of a typical low-µ triode as a function of plate 
current. 

the Eb-lb characteristic curves as shown in Fig. 2.25. The gm in the region selected 
in Fig. 2.25 is • 

(8.8 - 7.5)10-3 

gm = (-2.0) - (-2.3) 
= 4.33 X 10-3 mho 

The transconductance of a tube can be related to the µ and rp of the tube by sub­
stituting Eqs. (2.31) and (2.32) into Eq. (2.34). Thus, 

Ym = _!! 
rp 

(2.35) 

Since in an ideal triode the amplification factor is independent of the tube voltages 
and currents, Eqs. (2.33) and (2.35) show that the gm of an ideal triode varies as the 
cube root of the plate current. This is approximately true in practical tubes as is 
indicated in Fig. 2.24 where Ym is plotted as a function of plate current for a fixed 
plate voltage. 

Since in most tube applications it is desirable to have a high amplification factor 
and a low dynamic plate resistance, the gm of a tube can be used as a measure of the 
performance capabilities of the tube. 
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2.4e. Load Lines. When an external impedance is connected in series with a 
vacuum tube and a voltage source, the voltage across the load impedance and the 
current through the load impedance can be determined for any value of grid-cathode 
voltage by the simultaneous solution of the voltage-current relationships in the 

24 

20 
(I) 
llJ· 
a: 
llJ a.. 

16 ::!l: 
c:t 
J 
_J 

:E 
t-" 12 
z 
llJ 
a: 
a: 

~Mb{ 
I-
c:t 
_J 
a.. 

4 

0 

6111 

Mb 
qm• b.Eb 

0 50 I00Eb 
PLATE VOLTS 

150 200 

F10. 2.25. Graphical determination of transconductance in a triode. 

+ 

• 
+Ebb 

FIG. 2.26. Triode tube and load impedance. 

vacuum tube and the load impedance. In an ideal triode, this could be done analyti­
cally by the simultaneous solutions of the following equations: 

h = k(Eb + µEe)% 

EL= Zdb 
EL+ Eb= Ebb 

(2.36) 
(2.37) 
(2.38) 

In practical tubes, however, Eq. (2.36) is only approximate, and the solutions are 
much more easily obtained graphically by utilizing the Eb-h tube characteristic curves, 
which are a graphic representation of Eq. (2.36). The method of construction of 
load lines is discussed in detail for single tube amplifiers in Secs. 3.3 and 3.4; load lines 
for push-pull amplifiers are discussed in Secs. 4.2a and 4.2b; and the construction of 
diode detector load lines is discussed in Sec. 7.7a. 

2.4f. Equivalent Circuits for Vacuum Tubes. If the voltage and current variations 
in a vacuum tube are small enough so that gm, rp, andµ. can be considered constant 
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over the region of operation, the vacuum tube can be represented by an equivalent 
circuit containing linear elements. At any 01,erating point on the Eb-lb curves, a 
small change Alb in the tube plate current can 
be expressed as 

(2.39) 

From Eqs. (2.32) and (2.34), this is equivalent 
to 

+ 

(2.40) 

If the tube is connected in a circuit as shown in 
Fig. 2.26, the load impedance ZL will have a 
voltage EL developed across it equal to lbZL, 
If the grid-cathode voltage is varied by an 
amount AEc of such a polarity as to cause the Fm. 2.27. Constant-voltage form of 

equivalent circuit for Fig. 2.26. 
plate current to increase by an amount Alb, the 
voltage drop across the load will increase by an amount AEL, The consequent change 
in plate voltage AEb must be equal to -AEL since the sum of the voltages across the 
tube and the load equals the supply voltage. Thus, Eq. (2.40) can be rewritten as 

or 

where e" = !:J.Ec 
ip = -!::,.lb 
ep = AEb = -!:J.EL 

AEL 
!:J.lb = Ym !:J.Ec - -­

Tp 

i • + ep 
-ip = Ymeg -

Tp 

(2.41) 

The direction of ip (see Fig. 2.27) is the assumed direction of signal current flow in 
the plate circuit. Eq. (2.41) can be rearranged as 

(2.42) 

The d-c grid and plate voltages and currents do not enter directly into the small 
signal operation of a vacuum tube as indicated in Eq. (2.42). The d-c conditions 

t-9m8g 
! .q . 

rp'P 

are implicit in the values of µ, rp, and 
gm existing at the operating point. From 
Eq. (2.42) the equivalent plate circuit 
of Fig. 2.27 can be constructed. The 
tube is replaced by an equivalent volt­
age generator whose internal impedance 
is rp and whose open circuit terminal 
voltage is - µea. The 180° phase shift 
between the grid signal voltage and the 

Fm. 2.28. Constant-current form of equiv- plate signal voltage is taken into account 
alent circuit for Fig. 2.26. by the polarity of the equivalent gen-

erator and the assumed direction of cur­
rent flow. It should be remembered that -µea is only an equivalent voltage gen­
erator and does not actually exist. The only a-c voltages actually existing in the 
plate circuit are ep and !:J.EL. They are equal in magnitude and opposite in polarity. 
The a-c current ip in the plate circuit is caused by the control action of the grid, and 
the generator -µea is an equivalent way of expressing this control action. 

The circuit of Fig. 2.27 is known as the equivalent constant-voltage form of the 
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plat,e circuit because the equivalent circuit contains a voltage generator - µe0 having 
zero internal impedance (see Sec. 23.3). A similar equivalent constant-current form 
of the plate circuit can be constructed by dividing both sides of Eq. (2.42) by rp and 
noting that ip in Eq. (2.42) is the current through Z L, Thus, 

(2.43) 

From Eq. (2.43) the equivalent circuit of Fig. 2.28 can be constructed. 
2.4g. Vector Diagrams for Vacuum-tube Circuits. By expressing each sinusoidal 

signal voltage in the constant-voltage form of the equivalent plate circuit of a tube 
as a vector, a vector diagram can be constructed which shows the relative phase and 

+90° 

magnitude of the various voltages in the 
circuit for any load impedance. Examples 
for various load impedances are shown in 

eg 'P'P 'pR!J Fig. 2.29. Similar current vector diagrams 
100°------------- oo can be constructed from the constant-cur­

-----""l'eg 

-90° 
{ol RESISTIVE LOAD 

+goo 

180° 
eg 

-90° 
(bl CAPACITIVE LOAD 

+goo 

180° 
eg 

(Cl INDUCTIVE LOAD 

O" 

o• 

rent form of the equivalent plate circuit. 
2.4h. Tube Capacitances. The close spac­

ing of the electrodes in a tube and the 
close proximity of the leads extending from 
the electrodes to the base of the tube 

Cgp 

chk 
Cpk 

Cgk 

FIG. 2.29. Voltage vector diagrams of a FIG. 2.30. Interelectrode capacitances existing 
vacuum-tube plate circuit having various in triode tubes. 
load impedances. 

cause capacitances to exist between the various electrodes in the tube. The inter­
electrode capacitances that exist in a triode are shown in Fig. 2.30. They are the 
capacitance between grid and plate Cop, the capacitance between grid and cathode Cok, 

the capacitance between cathode and the plate Cpk, and the capacitance between 
heater and cathode Chk in a tube having an indirectly heated cathode. Because the 
grid-cathode spacing is much smaller than the grid-plate spacing, the grid-cathode 
capacitance Cok is higher than the grid-plate capacitance Cop• Since the grid shields 
the cathode from the plate, the cathode-plate capacitance Cpk is somewhat smaller 
than either Cok or Cpk• Because of the proximity of the various leads from the elec­
trodes to the base, and because of the various electrode supports within the tube, the 
differences in the values of Cok, c0p, and Cpk are not as great as would be expected 
from the physical spacing of the electrodes alone. In tubes designed for use at very 
high frequencies, the conventional socket arrangement is not used and instead the 
tubes have the electrode leads and the external connections located at well-separated 
parts of the tube. Typical values of inter-electrode capacitances for octal base 
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triodes, miniature base triodes, subminiature triodes, and very high frequency triodes 
are given in Table 2.3. The inter-electrode capacitances Cup, Cuk, and Cpk of the 
tube itself are usually specified by the manufacturer of the tube. The value of Chk 

is ordinarily not given, but for receiving-type triodes it will ordinarily be between 20 
and 25 µµf. 

TABLE 2.3. TYPICAL VALUES OF INTERELECTRODE CAPACITANCES FOR DIFFERENT 

TYPES OF TRIODE TUBE CONSTRUC'l'ION 

Octal Miniature 
Subminiature Uhf base base 

Tube type 6SN7 12AU7 6111 416A 
Cgk, µµf 3.2 1.8 1.9 7.5 
Cgp 1 µµf 4.0 1.6 1.5 1.25 
Cpk, µµf 3.4 1.3 0.3 0.0095 

In circuit analysis, the tube inter-electrode capacitances must be added to the 
tube equivalent circuit together with socket capacitances, wiring capacitances, 
Miller-effect capacitance, transit-time capacitance, etc. At very high frequencies 
the self-inductance of the electrode leads must also be taken into account (see Sec. 
7.4h). 

2.4i. Methods of Grid Bias. In normal operation of vacuum tubes, the grid is 
operated at a d-c potential that is negative with respect to the cathode. There are 

-Ecc 

(OI FIXED-GRID BIAS (bl CATHODE BIAS 

Rc~IOMEG 
OR 

(Cl CONTACT-BIAS {dJ GRID-LEAK BIAS 
Frn. 2.31. Various methods of obtaining grid bias in vacuum-tube circuits. 

four methods by which this negative grid-cathode voltage, known as grid bias, can 
be obtained. 

One method is to return the grid to a voltage source which is negative with respect 
to the cathode. This is known as fixed grid bias and is illustrated in Fig. 2.31a. 
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A second method is to insert a small resistance between the cathode and the point 
to which the d-c grid return is made. This is known as cathode bias and is illustrated 
in Fig. 2.31b. The cathode resistor is. made large enough so that the plate current 
through the tube develops the proper value of bias across the cathode resistor. The 
cathode resistor must be bypassed by a capacitor which has a negligible reactance at 
any signal frequency if there is to be no loss in amplification due to cathode degenera­
tion (see Sec. 3.5b). 

A third method of obtaining grid bias is to insert a high resistance, usually about 
10 megohms, between grid and cathode. The bias voltage is developed by those 
electrons in the tube space charge which strike the grid and return to the cathode 
through the external resistance. This is known as contact bias and is shown in Fig. 
2.31c. When the external voltages are first applied to the tube, the grid is at the 
same potential as the cathode, and some of the emitted electrons will have a high 
enough initial velocity and the proper direction to strike the grid. The flow of 
these electrons through the external grid resistor causes the grid to become slightly 
negative, reducing the number of electrons which have a high enough velocity to 
reach the grid and causing an equilibrium condition to be reached when the number 
which reach the grid produce a bias which is just sufficient to allow that number to 
reach the grid. The value of external grid resistance Re used when contact bias is 
utilized is normally between 1 megohm and 10 megohms. Any gas in the tube will 
tend to offset the negative bias thus produced because some of the electrons in travel­
ing to the plate will strike the gas molecules with sufficient velocity to knock an 
electron from the gas molecule, forming a positive ion. These positive ions will 
travel to the negative grid and develop a positive bias across the grid-cathode resistor. 
In receiving-type tubes the amount of residual gas within the tube is quite small, and 
the negative contact bias predominates (see Sec. 3.8a). The amount of bias that can 
be developed by contact bias is usually about one volt with grid resistors of several 
megohms or more. For this reason, contact bias is only useful in applications where 
the grid-cathode signal amplitude is quite small. 

A fourth method of obtaining grid bias which is often used in oscillators and r-f 
amplifiers is shown in Fig. 2.31d. This is called grid-leak bias. The positive portion 
of the incoming signal initially raises the grid to a potential which is positive with 
respect to the cathode, causing grid current to flow which charges the coupling 
capacitor Cc, The discharge of Cc through Re is made very nearly constant by making 
the time constant CcRc long compared to the period between the positive peaks of the 
input waveform. When Re is made large, sufficient bias will be developed so that 
grid current will flow only during the most positive peak of the incoming signal. 

2.4j. Grid Current and Grid Power Limitations. When the grid of a triode is made 
positive with respect to the cathode, grid current will flow. The grid current is a 
function of the plate voltage and grid voltage as indicated by Eq. (2.28). When the 
tube is operated in the positive grid voltage region of the Eb-lb curves, the grid-cathode 
l'esistarice becomes quite low and the grid may consume considerable power from 
the source which is driving it. For this reason, the grid is seldom operated at positive 
potentials except in power amplifiers and special circuits. 

The maximum current which the grid can handle is limited by the ability of the 
grid structure to dissipate the heat generated by the electrons which comprise the 
grid current striking the grid wires. In small receiving-type tubes, the grid structure 
is not designed to handle any appreciable amount of power and the average grid 
current must be kept quite low. In large transmitting tubes designed for class C 
oscillator and amplifier applications, the tube grid structures are quite rugged and 
capable of dissipating many watts of power. 

2.4k. Plate Circuit Power Relations. As stated in Sec. 2.3d, the power that must be 
dissipated by the plate of a tube is determined by the energy per unit time released 
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by the electrons which strike the plate. The plate power at any instant is then given 
by the product of the instantaneous values of plate voltage and plate current. The 

. plate voltage supply delivers an amount of power to the vacuum tube and its load 
impedance given by the product of the instantaneous values of plate supply voltage 
and plate supply current. The average plate supply power Ab is then 

(2.44) 

where ebb = instantaneous value of plate supply voltage 
ib = instantaneous value of plate supply current 

Ordinarily ebb and ib are constant, or nearly so, and the average plate supply power is 
the product of Ebb and lb. The sum of the power Pt dissipated in the tube and the 
power P, delivered to the load equals the plate supply power. 
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OF TETRODE TUBE OF A TETRODE TUBE 

Fxo. 2.32. The tetrode tube. 

2.6. Tetrode Tubes. The tetrode is a four-element vacuum tube containing, in 
addition to the cathode, grid, and plate, a second grid known as the screen grid, 
located between the control grid and the plate. The physical construction of the 
screen grid is similar to that of the control grid, being a wire mesh or helix. A typical 
configuration of a tetrode is shown in Fig. 2.32a, and the schematic representation of a 
tetrode is illustrated in Fig. 2.32b. 

The tetrode tube was originally developed to overcome two inherent disadvantages 
present in the triode tube caused by the relatively large grid-plate capacity. These 
effects are (1) Miller effect, which causes the input capacity of a triode to increase 
with the gain of the tube (see Sec. 3.8c) and (2) the necessity of neutralization of a 
tuned triode amplifier to prevent the feedback through the grid-plate capacitance 
from causing oscillation. Since the screen grid forms an electrostatic shield between 
the grid and plate, the capacity between these two electrodes is reduced considerably, 
thus minimizing Miller effect and eliminating the necessity of neutralization in tetrode 
tuned amplifiers at low and moderate frequencies. (See Sec. 7.4i for a discussion of 
the upper frequency limit of unneutralized tuned amplifiers.) 

Since the screen grid forms an additional electrostatic shield between the cathode 
and the plate, plate voltage has very little effect upon the potential gradient at the 
cathode surface and therefore has little effect upon the tube current. The screen 
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is normally operated at a positive voltage of 0.25 to 1.0 times the plate voltage. The 
potential distribution within a typical tetrode is shown in Fig. 2.33. The screen 

intercepts a certain number of the elec-
SCREEN trons forming the tube current because 
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cuit applications, the screen current will 
be between 0.1 and 0.3 times the plate 
current. 

The grid-plate transconductance gm of 
a triode tube is approximately propor­
tional to the cube root of plate current. 
Since the introduction of a screen grid 
into a triode reduces the plate current by 
approximately 25 per cent, the gm of a 
tetrode is reduced about 10 per cent from 
that of an equivalent triode. How­
ever, the electrostatic shielding effect of 
the screen grid greatly increases the plate 
resistance rp because the plate voltage 
has much less effect upon plate current. 
Thus, the amplification factorµ is greatly 
increased over that of an equivalent 
triode. 

2.5a. Tetrode Characteristic Curves. The Eb-lb characteristic curves for a typical 
tetrode are shown in Fig. 2.34. As the plate voltage is increased from zero there is a 
pronounced dip in the plate current for plate voltages slightly less than the screen 
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Frn. 2.34. Eb-lb characteristic curves of a typical tetrode. 

voltage. These dips in the characteristic curves are the result of secondary emission 
from the plate. At plate voltages above 25 volts the electron velocity is great enough 
to cause some secondary emission from the plate surface. As the plate potential 
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is increased, the rate of increase of secondary electron emission from the plate may 
exceed the rate of increase of primary plate electrons and, as long as the screen grid 
is at a higher potential than the plate, nearly all of the secondary electrons from the 
plate will be collected by the screen grid. Thus, there is a region of plate voltage 
where, for a constant control grid potential, the plate current decreases as the plate 
voltage is increased. The dynamic plate resistance rp of the tube is negative in this 
region. The ratio of secondary to primary electrons can, under certain conditions, 
exceed unity (see Sec. 2.2e), causing a reversal in the direction of the net electron 
current to the plate unless special treatment is given the plate material to ensure a 
low ratio of secondary to primary electrons. As soon as the plate voltage exceeds 
the screen voltage, however, the number of secondary electrons which return to the 
plate increases rapidly, and for plate voltages only slightly higher than the screen 
voltage, nearly all secondary electrons are returned to the plate. 

The screen grid also emits secondary electrons because of the velocity of the electrons 
which strike it. However, these secondary electrons contribute very little to the 
plate current because their number is proportionally smaller and because they are, 
in general, emitted on the control-grid side of the screen grid rather than on the plate 
side and are not directly affected by the plate potential. A plot of screen current I 02 
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Frn. 2.35. Eb-Ic2 characteristic curves for a typical tetrode. 

as a function of plate voltage for a typical tetrode is shown in Fig. 2.35. The sum 
of the plate and screen currents is almost constant for a given screen-grid voltage 
independent of the value of plate voltage. The plate voltage determines the division 
of the total cathode current between screen grid and plate for a given screen-grid 
voltage. 

2.5b. Tetrode Tube Coefficients. In addition to the amplification factor µ, trans­
conductance Ym, and dynamic plate resistance rp relating the electrode voltages and 
currents in the triode, the tetrode contains several other tube coefficients. In tetrodes 
and pentodes (see Sec. 2.6b) the definitions of the tube coefficients assume that all 
voltages and currents in the tube other than those specified are held constant. The 
new coefficients are: 

1. Dynamic screen-grid resistance 
iJEc2 

Tag = iJlc2 

2. Control-grid-screen grid amplification factor 

3. Control-grid-screen grid transconductance 

iJlc2 
Ymc2 = iJEe 

(2.45) 

(2.46) 

(2.47) 



2-32 ELECTRONIC DESIGNERS' HANDBOOK 

4. Screen-grid-plate amplification factor 

(2 48) 

5. Screen-grid-plate transconductance 

(2.49) 

The additional relationships existing among these tube coefficients in the tetrode are 

(2.50) 
(2.51) 

The equivalent circuit of a tetrode having cathode, screen, and plate circuit impedances 
is somewhat more complex than that of the triode because of the effect of the control­
grid voltage upon screen current and the effect of the screen voltage upon plate 
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Frn. 2.36. Equivalent circuits of tetrode tubes. 

current. The complete equivalent circuit is shown in Fig. 2.36. For plate voltages 
greater than the screen voltage, variations in plate voltage have virtually no effect 
upon screen current, so that the equivalent circuit shows that the screen current lc2 

changes only as a function of the control grid voltages Ee. When the external screen 
circuit impedance Rau is zero, the screen voltage does not vary with changes in screen 
current and the equivalent circuit reduces to that of Fig. 2.36b. If the screen grid is 
bypassed to the cathode, the equivalent plate circuit of a tetrode reduces to that 
shown in Fig. 2.36a, which is identical to that of a triode. 
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The variations in theµ,, rp, and gm of a typical tetrode as a function of screen voltage 

for the condition of zero screen and cathode circuit impedances are illustrated in 
Fig. 2.37 . 

. ~.5c. The Beam-power Tetrode. The principal disadvantage of the tetrode tube 
is the very pronounced dip in the Eb-lb characteristics caused by the secondary emission 
of electrons from the plate at low plate voltages. Although this disadvantage can 
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FIG. 2.37. Variations in the parameters of a typical tetrode as a function of screen voltage. 

be overcome by the addition of another grid between the screen and plate (see Sec. 
2.6), it can also be eliminated by special design of the tetrode tube. 

The special tube design forms the electron paths from cathode to plate into high­
current density beams and utilizes the effects of space charge between the screen 
and plate to eliminate the secondary 
emission effect. Tubes of this type are 
known as beam-power amplifiers, beam-
power tetrodes, and beam-power pen- BEAM-CONFINING 
todes. The internal structure of such ELECTRODE __ _..~ 

tubes is illustrated in Fig. 2.38. The 
cathode surface is flat, and the screen 
and grid helices are wound with the 
same pitch. The screen wires are aligned 
with those of the grid so that the grid 
wires shield the screen from the cathode. 
Beam-forming plates located on each side 
of the cathode are internally connected 
to the cathode and cause the tube current 
to form into beams having small width FIG. 2.38. Internal structure 
and relatively high current density. beam-power tetrode. 
The screen-plate distance is increased 

a typical 

over that of a conventional tetrode so that a larger percentage of the electrons com­
prising the tube current are in the region between the screen and the plate at any 
instant. 
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The electrons which are between the screen and plate comprise a negative space 
charge and create electrostatic fields at the screen plane and at the plate surface. 
The density of this space charge is inversely proportional to the plate voltage and 
directly proportional to the tube current. The effect of the large space charge thus 
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FIG. 2.39. Eb-lb characteristic curves of a typical beam-power tetrode. 
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FIG. 2.40. Potential distribution between screen and plate of a typical beam-power tetrode 

created is twofold; it causes the secondary electrons emitted by the plate to be returned 
to the plate, and it causes electrons injected into the screen-plate region to be decel­
erated, thus increasing the space charge. The result of these effects produces the 
Eb-lb characteristic curves illustrated in Fig. 2.39. In the region of low plate voltage 
and a constant, high injected current, the space charge between the screen and plate 
is large enough to reduce the potential to zero at a plane between the screen and plate, 
forming a virtual cathode at this plane as shown by line a in Fig. 2.40a. Under these 
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conditions the potential gradient at the screen plane is such that only those injected 
electrons having sufficient velocity to overcome the force of the negative field will 
reach the plate. All other electrons will be returned toward the screen and will 
either be collected by the screen or pass through into the negative-space-charge region 
near the cathode. A relatively small increase in plate voltage produces a large 
increase in plate current. The plate current increases more rapidly than the three­
halves power of plate voltage because the virtual cathode moves toward the plate as 
plate potential is increased. This condition is illustrated by the steep slope of the 
constant grid voltage curves at low plate voltages in Fig. 2.39. 

When the plate voltage is increased to the value where the plate current equals 
the injected current, the increase in plate current stops abruptly. All of the injected 
current is going to the plate, and a further increase in plate voltage will not increase 
the plate current since the shielding action of the screen prevents the plate potential 
from changing the cathode current. At this plate potential, the virtual cathode has 
just disappeared, as shown by line b in Fig. 2.40a. The space charge in the region 
between the virtual cathode and the plate increases with plate current. When the 
plate current can no longer increase with plate voltage, the increasing electron velocity 
due to the increasing plate voltage decreases the space charge in this region. The 
decreased space charge causes less deceleration of the electrons between screen and 
plate, which in turn reduces the space charge. This regenerative condition causes 
the potential gradient to shift from line b to line c in Fig. 2.40a. Under this condi­
tion, the space charge is still sufficient to return all secondary electrons emitted by 
the plate back to the plate. Further increases in plate voltage now have almost no 
effect upon plate current. This is the condition existing in the region of the Eb-lb curves 
of Fig. 2.39 where the plate current is nearly independent of plate voltage. The sharp 
knee to these curves is the result of the rapid transition between the two states 
described above. For higher plate voltages, the potential distribution between 
screen and plate will vary between that of line c in Fig. 2.40a and the curve of Fig. 
2.40b as a function of the ratio of plate potential to the screen potential. 

At very low plate currents, corresponding to the condition of high negative grid 
bias, the space charge between the screen and plate may be insufficient to return all 
secondary electrons to the plate, and a dip in the plate current for low values of 
plate voltage may occur as shown in Fig. 2.39 for plate currents less than about 
35 ma. The potential distribution for this condition contains no minimum, and the 
tube operates as a conventional tetrode. This is illustrated in Fig. 2.40c. 

Because the screen is well shielded from the cathode, the number of electrons inter­
cepted by the screen is small, resulting in a low ratio of screen to plate current. The 
linearity of the Eb-lb curves allows large plate swings with low distortion, and this 
together with the low ratio of screen to plate current allows the efficiency of the beam­
power tetrode to be high. The beam-power tetrode has largely superseded the con­
ventional tetrode and the triode for small- and medium-power applications. 

2.6. Pentode Tubes. The disadvantages of the conventional tetrode can be over­
come by the addition of another grid to the tube as well as by the beam-tetrode type 
of tube construction. The additional grid is placed between the screen and plate 
and is called a suppressor. Such tubes contain five electrodes and are, therefore, 
called pentodes. The suppressor is normally either connected to the cathode or 
grounded. The action of the suppressor is to form a region of reduced potential 
between the screen and plate, just as the large space charge does in the beam-power 
tetrode. The effect of this region of reduced potential is to return secondary emission 
electrons from the plate back to the plate, thus eliminating the dip in the Eb-lb curves 
which is so pronounced in the conventional tetrode. · The suppressor also acts as an 
additional electrostatic shield between the cathode and the plate, reducing the effect 
of plate voltage upon cathode current even more than in the tetrode. The result 
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is a higher dynamic plate resistance rp and a lower grid-plate capacitance Cgp than in a 
tetrode. However, the Um of the pentode is nearly independent of the presence of 
the suppressor. 

The internal structure of a typical pentode is shown in Fig. 2.41a, and the schematic 
representation of a pentode is given in Fig. 2.41b . 
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S.6a. Pentode Characteristic Curves. The Eb-lb characteristic curves for a typical 
pentode are shown in Fig. 2.42. In the region where the plate current is nearly 
independent of plate voltage, the potential distribution between the screen and the 
plate is as shown in Fig. 2.43a. The region of reduced potential at the suppressor 
plane returns all secondary electrons emitted from the plate back to the plate, and 
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although the injected electrons entering the screen-suppressor region are decelerated 
somewhat by the retarding field, all electrons pass through the suppressor plane and 
reach the plate. As the plate voltage is reduced, the negative potential gradient 
between screen and suppressor becomes greater, and the average potential at the 
suppressor plane approaches the actual suppressor voltage. The increased negative 
potential gradient causes a reduction in the velocity of electrons entering the screen­
suppressor region, increasing the space charge which further increases the negative 
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FIG. 2.43. Potential distribution between screen and plate of a typical pentode. 

potential gradient between screen and suppressor. When the plate potential is 
reduced somewhat below that of the screen, this effect causes the formation of a 
virtual cathode at the suppressor plane, resulting in a potential at the suppressor 
plane which is slightly negative with respect to the cathode and suppressor voltage. 
As a result, only those electrons entering the screen-suppressor region with sufficient 
velocity to overcome the negative poten-
tial gradient are able to reach the plate, 
all others being returned to the screen or 
to the space charge near the cathode. 
Under this condition, small changes in 
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by causing relatively large changes in the 
negative potential gradient between sup­
pressor and screen. The potential dis- ; 
tribution for this condition is illustrated ~ 
in Fig. 2.43b. As seen in Fig. 2.42, a 
where the screen current as a function of 
plate voltage is indicated in dotted lines, 
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the total cathode current in the pentode 
is almost unaffected by plate potential, 
the plate potential merely determining 
the division of cathode current between 
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In addition to the Eb-lb curves, the Ee-lb FIG. 2.44. Ee-lb ancl Ee-Om characteristic 
curves for a typical pentode. 

curves and the E,,-gm curves of the pentode 
tube are useful. These curves are shown in Fig. 2.44 for a typical pentode. Although 
the Ee-h curves are determined for a constant plate voltage, the very high dynamic 
plate resistance of the pentode makes the Ee-lb transfer characteristic almost independ­
ent of plate voltage, thus making the Ee-lb curves very nearly correct for all load 
impedances as long as operation is kept to the right of the knee of the Eb-lb curves. 
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2.6b. Pentode Tube Coefficients. In addition to the tube coefficients of the tetrode 
and the triode, the pentode tube contains coefficients relating the suppressor voltage 
to the plate and screen voltages and currents. Ordinarily, the pentode is operated 
with the suppressor either connected directly to the cathode or bypassed to it, so 
that the coefficients relating the suppressor voltage variations to the other electrode 
voltages and currents are eliminated. Under these conditions, the equivalent circuit 
of the pentode reduces to that of the tetrode as shown in Fig. 2.36. 

In some applications the suppressor of a pentode is used as an auxiliary control 
electrode in addition to the control grid. In such instances, the screen is normally 

bypassed to the cathode and the suppressor is operated 
at potentials negative with respect to the cathode, so that 
the suppressor current is negligible. For these conditions, 

RL the equivalent circuit is as shown in Fig. 2.45. 
When the suppressor voltage is such that the potential 

distribution between screen and plate is as shown in Fig. 
2.43a, small variations in suppressor voltage produce no 
change in plate current since all the electrons passing 
through the screen have sufficient velocity to overcome 
the negative potential gradient existing between the screen 
and the suppressor. The suppressor to plate transcon­
ductance is zero for this condition. However, if the sup­
pressor voltage is reduced until the average potential at the 
suppressor plane is slightly negative, only those electrons 
having sufficient velocity to overcome the negative poten­
tial gradient will pass through the suppressor plane and 
reach the plate. Small variations in suppressor voltage 
will now result in large variations in plate current. The 

Fm. 2.45. Equivalent 
plate circuit of pentode 
having screen bypassed 
to cathode and sup­
pressor acting as aux­
iliary control electrode. 

action of the suppressor and the plate and the space 
charge is completely analogous to the action of the grid, plate, and space charge in 
a triode (see Sec. 2.4). The suppressor coefficients are given by 

where llmca = suppressor to plate transconductance 
µca = suppressor to plate amplification factor 
g~ = suppressor to screen transconductance 
µ" = suppressor to screen amplification factor 

(2.52) 

(2.53) 

(2.54) 

(2.55) 

Since the suppressor voltage controls the division of current between screen and plate, 
llmc3 and g~ are related approximately by 

(2.56) 

Because some of the electrons which return toward the screen after being stopped 
by the negative potential at the suppressor plane pass between the screen wires and 
add to the space charge near the cathode, the total space current is reduced, and the 
screen current does not increase by an amount exactly equal to the decrease in plate 
current. 
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2.6c. Variable-µ Pentodes. In the conventional pentode, the control-grid wire 

spacing is uniform, and, neglecting edge effects, all portions of the control grid reach 
cutoff at the same grid potential. 

The result is a relatively sharp cutoff of the plate current as a function of grid 
voltage as shown in Fig. 2.44. However, if the spacing between the grid wires is 
varied, different parts of the grid plane reach cutoff at different values of grid bias 
so that there will be no sharply defined cutoff. This is illustrated in Fig. 2.46. Tubes 
of this type are known as variable-µ pentodes or remote-cutoff pentodes. They 
find application in r-f and i-f amplifiers where it is desired to minimize the distortion 
of large signals with the application of AGC to the amplifier stages (see Sec. 7.4c). 

A similar remote-cutoff characteristic can be obtained in a pentode by operating 
the screen through a large dropping resistor from the plate supply with the screen 
bypassed to the cathode. As the grid bias is made more negative, the screen current 
is reduced, decreasing the drop across the screen resistor and increasing the screen 
voltage. The increased screen voltage increases the value of negative grid bias 
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FIG. 2.46. Characteristics of a typical remote-cutoff pentode. 

necessary to cut off the plate current. The cutoff voltage is extended to a value 
determined by µc2 and the screen supply voltage. 

2.7. Cathode-ray Tubes. A cathode-ray tube is a special type of vacuum tube in 
which a portion of the glass envelope is coated with a material which fluoresces when 
bombarded by a beam of electrons. The tube also contains a source of electrons, a 
means of focusing the electrons into a beam, and a means of deflecting the electron 
beam so that it strikes different portions of the fluorescent screen. Because the 
electron beam is virtually inertialess, the cathode-ray tube provides a means of 
visually displaying electrical signals which occur too rapidly to be displayed on any 
mechanical recorder or meter. 

A typical cathode-ray tube using electrostatic deflection is shown in Fig. 2.47. 
It consists of a cathode, an intensity-control grid, focusing electrodes, accelerating 
electrode, deflection electrodes, fluorescent screen, and collector electrode. Focusing 
and deflection of the electron beam can also be accomplished by the use of magnetic 
fields. 

2. 7a. The Electron Gun. The purpose of the electron gun in a cathode-ray tube 
is to produce at the screen a focused beam of electrons of the proper density. The 
electron gun consists of a cathode, control grid, accelerating anode, and focusing 
anodes or a focusing magnetic field. · 



2-40 ELECTRONIC DESIGNERS' HANDBOOK 

The cathode of a cathode-ray tube is of the indirectly heated type and is usually 
made in the shape of a cylinder having a cap over one end. The heater for the cathode 
is placed inside the cylinder, and the emissive oxide coating is placed only on the 
outside surface of the end cap. The control grid is another cylinder slightly larger 
than the cathode cylinder having an end cap which has an aperture at its center as 
shown in Fig. 2.47. Opposite the aperture in the control grid is the accelerating 
electrode, or second grid, which also contains one or more apertures. The accelerating 
electrode is made positive with respect to the cathode by approximately 1,000 to 
2,000 volts, and the control grid is made slightly negative with respect to the cathode. 

FIRST SECOND 
ANODE ANODE 

HORIZONTAL 
DEFLECTION 
PLATES 

FIG. 2.47. Typical electrostatic-deflection cathode-ray tube. 

The cathode, control grid, and accelerating electrode act very much like the cathode, 
grid, and screen of a tetrode. The potentials of these electrodes are such as to cause 
the formation of a space charge and virtual cathode between the cathode and control 
grid. The negative potential of the control grid causes all of the electrons emitted 
by the cathode which do not pass through the aperture in the control grid to return 
to the virtual cathode formed by the space charge between the cathode and the control 
grid. The potential of the control grid also controls the density of the electron beam 

passing through the control-grid aperture, 
COff/tioL ACf/ff/i/'JJf thus controlling the intensity of the spot 

-50 VOLTS + 1000 VOLTS produced on the fluorescent screen by the 

I 
electron beam. 

2. 7b. Electrostatic Focusing of Electron 

~~~~~ 
Bearns. The focusing of the electron beam 

- ~ ENVELOPE Of' upon the screen of a cathode-ray tube is 
$A{ff Pff _ __ ELECTRON BEAN accomplished in two steps. The first step 

is to cause the electrons emitted from the 
cathode to pass through the aperture of the 

~~~ ~ ij .I control grid in such a manner as to form a 
. beam of small diameter at a plane near the 

Frn. 2.48. Focusing ac~t-io_n_o_f -le_n_s_f_o-rm_e_d control-grid aperture. The second step is 
by cathode, control grid, and accelerating to form on the screen the image of the 
electrode. electron beam that existed at the plane of 

smallest beam diameter. 
The initial step in focusing is accomplished by the relative positions, shapes, and 

potentials of the cathode, control grid, and accelerating electrode. This is illustrated 
in Fig. 2.48. The apertures in the control grid and the accelerating electrode cause 
the equipotential lines of the electrostatic field between the three electrodes to have 
the shapes shown. The electrostatic force is always normal to the equipotential 
lines, thus causing the emitted electrons to be directed toward the axis of the aper­
tures as shown in Fig. 2.48. Mter crossing the axis, , the electrons diverge. All of 
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the electrons do not cross the axis at the same point. However, in the region beyond 
the control grid there is a plane where the cross section of the electron beam is a 
mm1mum. This is called the "crossover," and the image of this crossover is what 
is focused on the cathode-ray-tube screen. The diameter of the electron beam 
at the crossover point is considerably smaller than the area of the cathode or the 
aperture in the control grid. 

The second focusing step is accomplished by the accelerating electrode and the 
first and second anodes. This focusing action is illustrated in Fig. 2.49. The elec­
trostatic field between the accelerating electrode and the first anode is such as to 

Frn. 2.49. Focusing action 0f accelerating electrode and first and second anode in an elec­
trostatic-focus cathode-ray tube. 

cause the electrons which are diverging after passing the crossover point to become 
convergent and again acquire a component of velocity toward the axis of the tube. 
Although the field between the first anode a~d the second anode exerts a force 
upon the electrons in such a direction as to again cause divergence, the increased 
spacing of the second anode relative to the first anode reduces the magnitude of the 
electric field existing in this region compared to the field in the region between the 
accelerating electrode and the first anode. As a result, the divergence of the lens is 
less than the convergence of the first lens, 
and the image of the crossover occurs at 
a point past the second anode. When 
this second crossover occurs at the tube 
screen the beam is in focus, since the spot 
produced on the screen will have its mini­
mum diameter. The size of the spot on 
the tube screen is determined by the di­
ameter of the first crossover and the 

Frn. 2.50. Spherical aberration in electro­
static lens. 

magnification of the second lens. Spot size can be reduced by reducing the size of 
the electrode apertures to remove the more divergent electrons. 

Focusing is normally accomplished by varying the potential of the first anode, 
maintaining the potentials of the accelerating electrode and second anode constant. 
The adjustment of beam intensity will require refocusing, since variations in the 
control-grid voltage will cause some defocusing of the beam due to its effect upon the 
location of the first crossover. Variation of the first anode voltage to accomplish 
focusing does not interact with the beam intensity because of the electrostatic shielding 
provided by the accelerating electrode. 

Electrostatic lenses suffer from many defects, including those present in optical 
lenses, such as spherical aberration, astigmatism, magnification depending upon radial 
diitance, etc. Spherical aberration is illustrated in Fig. 2.50. Electrons entering 
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the lens parallel to the axis have a focal length that is a function of the distance of the 
initial path from the axis. In electrostatic lenses, the focal length is always less for 
electrons farther from the axis, thus making it desirable to utilize electrodes having 
small apertures to remove the more divergent electrons. 

2.7c. Magnetic Focusing of Electron Beams. The laws concerning the action of 
electrons in magnetic fields were discussed in Sec. 2. lb. Consider electrons emitted 
from a point source as shown in Fig. 2.51. The electrons are attracted toward the 
anode by the electrostatic force between cathode and anode. If a uniform magnetic 
field is placed parallel to the axis between cathode and anode, the initially divergent 
electrons will be refocused to a spot on the anode in the following manner. The 
magnetic field exerts a force on the electrons only when they have a velocity com­
ponent normal to the direction of the magnetic flux, and the resulting force is normal 
to both the electron velocity and the lines of magnetic flux. Thus, the axial com­
ponent of velocity of each electron is una:ff ected by the presence of the magnetic 
field, and since all electrons are subject to the same force in the axial direction, all 
electrons will require the same intervals of time to reach the anode, neglecting the 
component of initial electron velocity along the axis. However, the axial magnetic 
field causes each electron having an initial radial velocity component to travel a spiral 
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Fm. 2.51. Focusing of an electron beam by 
means of an axial magnetic field. 

Fm. 2.52. Magnetic focusing with short 
axial magnetic field. 

path between cathode and anode. This is illustrated in Fig. 2.51. The radius of the 
spiral is a function of the strength of the magnetic field and the radial electron velocity 
component. However, the time interval required to complete one spiral is dependent 
only upon the strength of the magnetic field and the ratio of mass to charge of the 
particle. Thus, for an electron, 

T = 21rJMe/eBJsec (2.57) 

where Me = mass of electron = 9.11 X 10-31 kg 
e = charge of electron = -1.6 X 10-19 coulomb 

B = magnetic flux density, webers/m2 

Since the time T required to complete one spiral is the same for all electrons, and 
since all of the electrons were emitted from a point on the axis, all of the electrons 
will return to a point on the axis at time T and all multiples of T regardless of the radii 
of the individual spirals. If the magnetic-field strength is adjusted relative to the 
voltage between cathode and anode so that the time required to complete one spiral 
just equals the travel time between cathode and anode, all electrons will be refocused 
to a spot at the anode surface. 

In practical cathode-ray tubes, the axial magnetic field cannot be made to extend 
completely between the cathode and the screen. However, the electrons from an 
electron gun which have been initially focused so as to form the first crossover and 
are then divergent can be refocused on the cathode-ray-tube screen by passing them 
through an axial magnetic field of shorter length as shown in Fig. 2.52. If the length 
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and strength of the magnetic field are adjusted properly, the divergent electrons will 
be caused to spiral just sufficiently when in the magnetic field to form an image of the 
first crossover at the cathode-ray-tube screen. The strength of the magnetic field is 
quite critical, since if the electrons spiral too much or too little while in the magnetic 
field they will not reach the spot on the cathode-ray-tube screen corresponding to the 
image of their location at the first crossover. The magnetic field required for mag­
netic focusing in a cathode-ray tube can be achieved by winding a coil around the 
neck of the cathode-ray tube as shown in Fig. 2.52. Magnetic lenses are subject to 
several types of distortion in addition to those which occur in electrostatic lenses. 1 

In magnetic focus tubes, variations in spot intensity caused by changes in the 
control-grid potential will cause defocusing just as in electrostatic focus tubes since 
the first crossover position will be changed. However, variations in focusing produced 
by changing the flux in the magnetic field will have no interaction with the beam 
current. 

2.7d. Electrostatic Deflection Systems. The electron beam of a cathode-ray tube 
can be deflected from its normal position along the axis of the tube by either electro­
static or magnetic means. Electrostatic deflection is accomplished by locating two 
pairs of deflection plates as shown in Fig. 2.47. The pairs of plates are located sym­
metrically with respect to the axis of the tube, and one pair of plates is normal to the 
other. One pair of plates is called the horizontal deflection plates, and the other 
pair is called the vertical deflection plates. 

The deflection plates are normally returned through a high resistance to approxi­
mately the same potential as the second anode. The best focus at the screen is 
normally obtained by varying slightly the potential difference between the horizontal 
and vertical deflection plates and between both pairs of plates and the second anode. 
The adjustment of either of these poten-
tial differences is termed "astigmatism 
control" and is usually used in electro­
static deflection cathode-ray tubes of 5-in. 
diameter or greater. 

CRT 
SCHffN 

The electron beam can be deflected by 
the application of signal voltages to the 
deflection plates. The basic relation­
ships among the parameters which de­
termine the deflection of the electron 
beam when projected into an electrostatic 
field are discussed in Sec. 2.1. If the 
deflection plates are assumed to be flat 

Frn. 2.53. Electron-beam deflection in 
parallel plates as shown in Fig. 2-53 and passing through an electrostatic field. 
the electrons enter the region between the 
plates with a constant axial velocity and z0ro radial velocity, the deflection of the spot 
on the cathode-ray-tube screen is given by 

where d. = deflection on screen, cm 
l = length of plates, cm 

d 
- lLVd 

8 
- 2dVa 

L = distance between center of plates and screen, cm 
d = distance between plates, cm 

V d = potential difference between deflection plates, volts 

(2.58) 

Va = accelerating potential = voltage between cathode and anode preceding 
deflection plates, volts 

1 For greater detail, see Soller, Starr, and Valley, "Cathode Ray Tube Displays," chap. 3, 
Radiation Laboratory Series, McGraw-Hill Book Company, Inc., New York, 1948. 
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Equation (2.58) assumes no distortion of the electrostatic field between deflection 
plates due to edge effects and no change in axial-beam velocity after deflection. 
Electrostatic deflection in cathode-ray tubes is rated by either of the two following 
terms: 

D fl t . ·t· . da 1 
e ec wn sens1 iv1ty = V d deflection factor 

Common electrostatic deflection cathode-ray tubes have deflection factors in the 
order of 20 to 100 volts/cm. 

The residual gas molecules present within a cathode-ray tube will be ionized by 
collisions with the electrons traveling from cathode to anode. Negative ions formed 
by these collisions are accelerated toward the fluorescent screen just as the electrons 
are. An electrostatic focus system will focus the ions in the same manner as it 
does the electrons even though they are much heavier than electrons. This occurs 
because, although the ions are heavier and consequently do not accelerate as rapidly 
as the electrons under the forces of an electrostatic field, they remain under the 
influence of the field for a longer period of time and are deflected just as much as the 
electrons. Accordingly, the negative ions are also deflected by an electrostatic 
deflection system by the same amount as the electrons. This can be seen from Eq. 
(2.58); the deflection of the electron is independent of its charge and mass, and there­
fore any negatively charged particle will be deflected by the same amount under the 
same conditions. The focusing of the heavy ion particles in one spot will cause a dis­
coloration of the screen if the bombardment persists in one spot for a period of time. 
However, since the heavier ions are deflected by the electrostatic deflection plates, 
the ions will be distributed about the face of the tube as the electron beam is deflected. 
Under these conditions, the heavy ions will not produce any noticeable effect upon the 
screen. 

The deflection voltage may be applied to the deflection plates either by connecting 
one plate to ground and applying the deflection signal to the other plate or by applying 
the deflection signal to both plates in push-pull. The latter method is preferable 
because the average potential of the deflection plates does not change in push-pull 
operation. In single-ended operation the average potential of the deflection plates 
changes as a function of the deflection voltage, causing a difference in potential 
between the second anode and the deflection plates. This potential variation will 
cause defocusing of the electron beam due to the electrostatic field established between 
the second anode and the deflection plates. Under this condition, best focusing can 
be achieved at only one point on the cathode-ray-tube screen. 

The brightness of the spot on any particular cathode-ray-tube screen material is a 
function of both the number of electrons striking the screen per unit of time and the 
velocity of the impinging electrons. However, the deflection sensitivity is inversely 
proportional to the axial electron velocity. A high rate of deflection of the beam 
across the tube screen will require a high beam voltage in order to produce sufficient 
intensification of the trace to allow visual observation. However, a higher beam 
voltage will reduce the deflection sensitivity of the tube. This difficulty can be 
partially overcome by employing postdeflection acceleration. In tubes of this type, 
the potential of the second anode is maintained low enough to permit satisfactory 
deflection sensitivity, and an additional intensifier electrode consisting of a conducting 
ring around the inside of the tube is located near the screen. This intensifier electrode 
is operated at potentials up to approximately 2.3 times that of the second anode. 
In this manner, the velocity of the electrons and, therefore, the spot intensity are 
increased considerably without reducing the deflection sensitivity of the tube. Higher 
velocities may be obtained by adding additional intensifier electrodes to gradually 
increase the postacceleration voltage to as high as ten times that of the second anode. 
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This is necessary to minimize deflection distortion due to the fields existing between 
the intensifier electrodes, the second anode, and the deflection plates. 

Since the deflection sensitivity of an electrostatic deflection cathode-ray tube is 
directly proportional to the distance between the deflection plates and the screen, 
one pair of deflection plates will normally have a slightly higher deflection sensitivity 
than the other pair. The pair having the highest deflection sensitivity is normally 
used for the vertical deflection in an oscilloscope while the other pair is used for hori­
zontal deflection. The signals to be observed on the cathode-ray tube are applied 
to the vertical plates while the time-base sweep voltage is applied to the horizontal 
plates. It is possible to adjust the spac-
ing and the length of the deflection plates 
to provide essentially equal sensitivity in 
both planes. 

The principal advantages of electro­
static deflection are ( 1) high impedance 
deflection elements, requiring low driving 
power, (2) ease with which high writing 
speeds can be achieved, and '(3) the line­
arity of the spot deflection with respect to 
the deflection voltage. 

2.7e. MagneticDeftectionSystems. The 
deflection of the electron beam in a 
cathode-ray tube can also be accom­
plished by a magnetic field perpendicular 
to the axis of the tube. Since the force 
exerted upon the electrons is perpendicu­
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lar to the direction of electron motion Frn. 2.54. Magnetic deflection of an electron 
and to the direction of the magnetic field, beam in a cathode-ray tube. 
deflection is produced in a plane perpen-
dicular to the magnetic field. In the region of the magnetic field, the electrons are 
deflected In the arc of a circle of radius r where 

r = 1~~·1 meters 

where M. = mass of electron = 9.11 X 10-31 kg 
v = velocity of electrons, m/sec 

B = magnetic flux density, webers/m2 

e = charge of electron = -1.6 X 10-19 coulomb 

(2.59) 

At the termination of the magnetic field the electrons have an axial and a radial com­
ponent of velocity. The deflection is. proportional to the radial velocity and the 
time required for the electron to reach the screen. For an idealized magnetic deflec­
tion system having a uniform transverse magnetic field of fixed length and having no 
edge effects (see Fig. 2.54), the deflection of any charged particle is given by 

✓~ d. = lOOlLB 2MV 
11 

where d. = deflection distance, cm 
l = axial length of magnetic field, cm 

L = distance from center of magnetic field to screen, cm 
B = magnetic flux density, webers/cm2 

q = charge of the particle, coulombs 
M = mass of the particle, kg 
V,. = accelerating, potential = voltage between anode and cathode 

(2.60) 
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From Eq. (2.60) it is seen that the deflection of a charged particle by a magnetic field 
is proportional to the ratio of charge to mass of the particle. This is in contrast to 
the deflection of a charged particle by an electrostatic field [see Eq. (2.58)] where the 
deflection is independent of the particle charge or mass. When the charge and mass 
of the electron are substituted into Eq. (2.60) the deflection is given by 

d = 2.96 X 107 lLB vv: cm (2.61) 

There are numerous configurations of deflection coils which may be used to achieve 
deflection in a cathode-ray tube. Several shapes are illustrated in Fig. 2.55. Figure 

(O) FOUR POLE IRON CORE 
DEFLECTION COILS 

(C) LUMPED WINDING AIR CORE 
DEFLECTION COILS 

-
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l l l l l l . 
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(bl IRON CORE PARALLEL FIELD 
DEFLECTION COILS 

!d) DISTRIBUTED WINDING AIR 
CORE DEFLECTION COILS 

(e) SEMIDISTRIBUTED WINDING 
WITH BENT-UP ENDS 

Fro. 2.55. Typical deflection coils for magnetic-deflection cathode-ray tubes. 

2.55a shows a deflection system consisting of four iron pole pieces supported by a 
circular yoke. The deflection coils are wound on the pole pieces as shown. The 
yoke and pole pieces may be made of iron laminations, powdered Polyiron, or iron 
ferrite. In Fig. 2.55b the coils are wound directly on the square yoke, producing the 
magnetic fields as indicated. Because of the symmetrical construction, the two 
horizontal windings induce equal and opposite voltages in each of the vertical windings 
and vice versa. Therefore there is very little interaction between the vertical and 
horizontal deflection coils. The deflection coils may be wound without an iron core 
or yoke as shown in Fig. 2.55c. The deflection coils are wound as fl.at loops and then 
shaped to fit the contour of the cathode-ray-tube neck. In order to provide a more 
nearly uniform magnetic field across the neck of the cathode-ray tube; the lumped 
loops of Fig. 2.55c may be modified as shown in Fig. 2.55d to provide a multilayer 
distributed winding. A uniform field is produced if the number of turns per degree 
around the neck of the cathode-ray tube is made proportional to the sine of the angle 
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0 of Fig. 2.55d. A compromise between the simplicity of the lumped loops of Fig. 
2.55c and the field linearity achievable in the distributed winding of Fig. 2.55d is 
illustrated in Fig. 2.55e. When horizontal and vertical deflection are desired, two 
pairs of coils are placed on the neck of the cathode-ray tube, with one pair rotated 90° 
with respect to the other and lying on top of the other. 

There are numerous advantages to the use of magnetic deflection in cathode-ray­
tube applications where its use is possible. Tubes employing magnetic deflection 
also usually employ magnetic focus. The combination of these two controls requires 
less axial space than electrostatic focus and deflection for the same diameter screen, 
thus allowing the neck length and, consequently, over-all tube length to be shorter. 
A comparison of Eqs. (2.58) and (2.60) shows that magnetic deflection is reduced 
by the square root of an increase in accelerating potential, while electrostatic deflection 
is reduced directly with any increase in accelerating potential. As the screen size 
is increased, the accelerating potential must be increased in order to provide the 
same spot intensity, since for the same angular deflection rate the electron beam ha 
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Frn. 2.56. Ion traps for electromagnetic-deflection cathode-ray tubes. 

less time to spend on a given area of the screen. Magnetic deflection possesses an 
advantage over electrostatic deflection for large tubes because in electrostatic deflec­
tion tubes, wide angle deflection can be obtained only at the expense of deflection 
sensitivity. This occurs because closely spaced deflection plates will be in the beam 
path for wide deflection. All presently used cathode-ray tubes for television use 
which are larger than 10 in. in diameter utilize magnetic deflection. 

A problem encountered in magnetic-deflection tubes is the prevention of an ion 
spot on the cathode-ray-tube screen. Comparison of Eqs. (2.58) and (2.60) shows 
that the electrostatic deflection of any negatively charged particle is the same regard­
less of its mass, while electromagnetic deflection is proportional to the square root of 
the ratio of charge to mass of the particle. Negative ions, which are always present 
within a cathode-ray tube in small quantities because of the capture of an electron 
by some gas molecules, have a mass which is at least 1,800 times greater than an 
electron but usually having the same charge. As a result, these ions are virtually 
unaffected by magnetic deflection, and a heavy concentration of ions will bombard 
the screen at the point of intersection of the electron gun axis and the screen. This 
ion bombardment will cause a discoloration of the screen phosphor and a reduction 
in the light emissivity if allowed to continue for extended periods of time. To prevent 
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this discoloration, the electron guns of tubes employing electromagnetic deflection 
contain ion traps to prevent the ions from reaching the screen. There are a number of 
different types of ion traps, two of which are illustrated in Fig. 2.56. All ion traps 
separate the ions from the electron beam by utilizing the fact that electrons are 
deflected readily by both electrostatic and magnetic fields while the heavier ions are 
deflected appreciably only by electrostatic fields. 

2. 7f. Cathode-ray Screens. The position of the electron bP;am is indicated by the 
emission of light from a phosphor coating on the inside surface of the tube face when 
bombarded by the electrons. This phenomenon is known as fluorescence. There 
are many different types of phosphors, having light outputs which vary in color, 
persistence, and efficiency. The general-purpose cathode-ray tubes used in most 
commercial oscilloscopes use willemite as the screen phosphor. Willemite consists 
of zinc orthosilicate containing traces of manganese to increase the light output. 
Other screen coatings utilize oxides and sulfides of zinc, cadmium, and magnesium. 
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Frn. 2.57. Persistence of various cathode-ray-tube phosphors. 

Certain impurities when present in extremely small proportions greatly increase the 
light output and affect the light color. These materials are called activators. 

The amount of light emitted from a cathode-ray-tube-screen phosphor is given 
approximately by 

CP = Kl(V - Vo) 
where CP = candlepower 

K = constant dependent upon screen material, CP /watt ~ 2 
I = beam current, amperes 
V = potential of last accelerating electrode, volts 

V 0 = threshold potential necessary to just excite fluorescence, volts 

(2.62) 

The light output from the screen material does not immediately reduce to zero 
when the electron beam is removed, but decays in an exponential manner. This 
phenomenon is known as phosphorescence. The persistence of the phosphorescence 
may vary from a few microseconds to several seconds depending upon the screen 
material. Commercial cathode-ray-tube screens are rated according to the spectrum 
of the emitted light and persistence. Persistence curves for several screen phosphors 
are shown in Fig. 2.57. 

In order to prevent the cathode-ray-tube screen from building up a negative charge 
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sufficient to prevent additional electrons from reaching the screen, it is necessary for 
the screen to emit one or more secondary electrons for each primary electron striking 
the screen. As in other materials, the ratio of secondary to primary electrons is a 
function of the energy of the primary electrons, and the screen will function properly 
only over a certain range of primary electron velocities. The permissible range of 
electron velocities is quite wide, however, corresponding to accelerating potentials 
of about 200 volts as a minimum to 5,000 to 10,000 volts as a maximum, depending 
upon the screen material. In this region, where more than one secondary electron 
is emitted per primary electron, the screen potential will increase positively with 
respect to the collector anode potential until enough of the secondary electrons are 
returned to the screen to make the ratio of net secondary to primary electrons exactly 
unity. The secondary electrons which are not returned to the screen are attracted 
to the collector anode which usually consists of an aquadag coating on the inside wall 
of the tube near the screen. 

Approximately one-half of the light emitted from the screen of a cathode-ray tube 
is emitted from the inner surface of the screen and serves no useful purpose. In 
addition, the light emitted on the inner surface of the screen tends to be reflected by 
the inner walls of the cathode-ray tube and then falls on the screen. This causes 
normally dark areas to be dark gray and reduces contrast. 

Both of these difficulties and the limitations on maximum screen potential due to 
secondary electron emission from the screen are alleviated in certain types of cathode­
ray tubes by the use of a very thin layer of aluminum on the back side of the fluorescent 
screen. The high-velocity electrons have sufficient energy to penetrate the aluminum 
layer and activate the screen. The light emitted from the inner surface of the screen 
is reflected by the aluminum layer, increasing the light output at the outer surface 
and greatly reducing reflections within the tube. The electron velocity must be 
quite high to allow the electron beam to penetrate the aluminum layer. A minimum 
accelerating potential of about 5,000 volts is required for penetration. The conduct­
ing surface formed by the aluminum layer prevents the screen from building up any 
charge and maintains the entire screen surface at the potential of the collector anode. 
This eliminates any restriction on the maximum screen potential due to secondary 
emission. 

The aluminum layer also presents an effective barrier to the slower-moving negative 
ions and prevents their reaching the screen, 
thus eliminating the necessity of an ion 
trap. 

2.8. Gas Tubes. Although the effects 
of even small quantities of gas are detri­
mental in conventional vacuum tubes, the 
characteristics exhibited by tubes filled 
with gas at a low pressure are very useful fl) 
in special circuit applications. 

2.Ba. Cold-cathode Gas Diodes. A cold­
cathode gas diode consists of two electrodes 

~------------

C 

in a low-pressure gas atmosphere. The b 

smaller electrode is the anode and the larger O L-===========-=-=:a_ 
one the cathode. The gas pressure is usu- Eb 

d 

ally between 0.001 and 0.1 mm Hg. The FIG. 2.58. Voltage-current characteristics 
current-voltage characteristics of such a of a cold-cathode gas diode. 
tube are illustrated in Fig. 2.58. As the 
anode potential is made progressively more positive with respect to the cathode, the 
tube current increases very slowly from an initial value of about 1 µamp until point a 
of Fig. 2.58 is reached. This initial current is known as the dark current because 
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under these conditions there is no visible glow in the gas. When the ignition or break­
down potential corresponding to point a is reached, the ionized gas within the tube 
conducts heavily and, assuming a resistance in series with the tube to control the tube 
current, the potential from anode to cathode drops abruptly to a value determined by 
the type of gas in the tube and the cathode material. From point b to point c the 
tube potential remains very nearly constant as the tube current is increased. This 
is called the glow discharge region, because a portion of the tube becomes luminous, 
and it represents the normal operating range of cold-cathode gas diodes. It is a 
relatively high-voltage (75 to 150 volts) low-current (1 to 40 ma) discharge. The 
maximum tube current in this region is determined by the cathode area. At point c 
the tube current increases only with a substantial increase in applied voltage until 

0 

FIG. 2.59. Determination of gas diode 
operating point. 

point d is reached. This is known as the 
abnormal glow region. At some excessive 
current, such as that indicated by point d, 
the cathode surface becomes hot enough, 
because of the ion bombardment, to emit 
electrons, and the abnormal glow discharge 
changes to an arc discharge. The arc dis­
charge is a low-voltage high-current dis­
charge, and the tube voltage drops 
abruptly to point e. Beyond point e a 
larger tube current results in a slow de­
crease in tube voltage. When operating 
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FIG. 2.60. Potential distribution for glow 
discharge between parallel-plane electrodes. 

in the range from b to c, if the voltage is reduced below the value at b, the current 
abruptly drops to a value corresponding to the tube dark current. The voltage at 
point b is known as the extinction voltage. 

When no voltage is applied to the diode, there are always a number of ionized gas 
molecules within the tube because of the radiant energy level present. As voltage 
is applied, the positive ions travel to the cathode and constitute the dark current. The 
ignition potential is reached when the electric field across the tube is sufficient to 
cause the cathode surface to emit secondary electrons as a result of the bombardment 
of the cathode by the positive ions. These electrons are accelerated toward the 
anode by the potential gradient in- the tube, and in traveling to the anode these elec­
trons strike other gas molecules, forming more positive ions and electrons. This 
process is regenerative, increasing the tube current rapidly until either the voltage 
drop across an external series resistance stabilizes the tube current or the region of 
tube operation shifts to the region c-d where the current will not increase unless the 
tube voltage is increased. 1 The operating current of a gas diode may be determined 
from the tube characteristics and the external circuit parameters as shown in Fig. 2.59. 

1 For greater detail concerning the mechanism of breakdown in gas diodes, see D. V. 
Geppert, "Basic Electron Tubes," pp. 231-246, McGraw-Hill Book Company, Inc., 
New York, 1951. 
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The potential distribution within the diode is as shown in Fig. 2.60. Almost the 

entire tube voltage drop occurs within a•short distance of the cathode. The kinetic 
energy of the positive ions after accelerating through this voltage drop is sufficient to 
cause secondary emission of electrons from. the cathode surface. In the region of 
nearly constant potential the numbers of positive ions and electrons are approxi­
mately equal. The near equalization of the space charge in this region results in a 
very low potential gradient and, consequently, low velocity of the positive ions. 
Positive ions are created in this region by the collision of electrons which have been 
accelerated by the high potential gradient near the cathode with the gas molecules. 
This region is luminous and is known as the plasma. The high potential near the 
cathode is caused by a high concentration of positive ions at the edge of the plasma. 
The region near the cathode surface which is being bombarded by the positive ions 
is also luminous. This is referred to as cathode glow. As the tube current is increased 
from point b in Fig; 2.58, the area covered by the cathode glow increases until at 
point cit covers the entire cathode surface. The current density in the area covered 
by the cathode glow remains constant in this region of operation. The current 
density is dependent upon the gas, cathode material, and gas pressure. Beyond 
point c further increase in tube current requires an increase in the current density 
at the cathode surface and requires increased anode potential. 

The principal application of cold-cathode gas diodes is as voltage regulators and 
voltage reference tubes. Since the voltage across the tube is nearly independent of 
tube current in the region of normal operation, the tube can be used to stabilize the 
voltage output of a varying voltage source for both supply-voltage variations and 
load-current variations. Design information on this application of cold-cathode gas 
diodes is given in Sec. 15.7. A list of commonly used cold-cathode gas diode tubes 
is given in Table 2.4. 

2.8b. Cold-cathode Triodes. The breakdown or ignition of a gas tube can be con­
trolled by a grid placed between the cathode and anode. This is possible because the 
ignition potential of a gas tube is an inverse function of the spacing between the two 
electrodes. Closely spaced electrodes require a high potential before breakdown can 
occur because the short path length for the few free electrons present in the gas before 
ignition takes place makes the probability of these electrons colliding with gas 
molecules and ionizing them very small. 

TABLE 2.4. CHARACTERISTICS OF SEVERAL COLD-CATHODE 
GAS DIODE VOLTAGE REGULATOR TUBES 

Operating current, 
Breakdown Voltage regulation 

D-C operating ma 
Tube type 

voltage, volts 
potential, within operating-

Min. Max. 
volts current range 

OA2 150 5 30 185 2 volts 
OA3/VR75 75 5 40 105 5 volts 

OB2 108 5 30 133 2 volts 
OC3/VR105 105 5 40 133 2 volts 
OD3/VR150 150 5 40 185 4 volts 
CK5783WA 86 1.5 3.5 125 0.1 volt 

CK5787WA 100 1 25 141 { 1-5 ma 1 volt 
5-25 ma 4 volts 

5644 95 5 25 130 5 volts 
5651 87 1.5 3.5 115 3 volts 
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In order for ignition to take place, the probability of an electron ionizing a gas 
molecule must equal or exceed the ratio of positive ions striking the catho!fe to 
secondary emission electrons from the cathode. If this condition is not met, break­
down will not occur. Therefore, by locating a grid close to the anode, grid-anode 
breakdown cannot occur until the grid-anode potential is made much higher than the 
grid-cathode potential required for breakdown. The grid electrostatically shields 
the cathode from the anode and prevents anode-cathode breakdown when the anode­
cathode potential exceeds the breakdown voltage. Breakdown can occur only when 
the grid-cathode potential is made large enough to allow the gas ions to initiate 
secondary electron emission from the cathode, i.e., when the grid-cathode breakdown 
potential is reached. When ignition does take place between cathode and grid, the 
major portion of the electron current shifts from the grid to the anode if the anode 
is at a sufficiently high potential with respect to the grid. Resistances in the grid 
and anode or cathode leads are necessary to limit the current flow to these electrodes. 

After ignition takes place the grid no longer has any control. If the grid is made 
negative with respect to the cathode, positive ions are attracted to the grid in suffi­
cient numbers to just neutralize the negative field caused by the negative grid voltage. 
As a result, the gas discharge is completely shielded from the grid. After breakdown 
occurs, the grid potential only affects the magnitude and polarity of the grid current. 
Deionization of the tube can occur only when the grid and plate voltages are reduced 
below the extinction value for the tube. The grid can regain control only after the 
tube has been deionized. 

The operating characteristics of a typical cold-cathode gas triode are shown in 
Fig. 2.61. 

2.8c. Hot-cathode Gas Diodes. In cold-cathode gas tubes the ignition potential is 
determined by the velocity required by the positive ions to cause secondary electron 
emission from the cathode. If the cathode is heated to a temperature which will 
cause sufficient thermionic emission of electrons, the gas in the tube will ionize when 
the anode-cathode potential becomes high enough to give the electrons sufficient 
energy to ionize the gas molecules by collision. This potential is the ionizing potential 
of the gas. It is about 16 volts for argon gas. 

When the ionization potential is reached in a hot-cathode gas tube, the tube current 
increases immediately to the full emission· current of the cathode unless limited by 
external circuit resistance. Any further increase in tube current can occur only by 
raising the tube voltage sufficiently to allow positive-ion bombardment of the cathode 
to increase the erection emission of the cathode. However, an oxide-coated cathode 
will be disintegrated if the energy level of the positive ions is sufficiently high. The 
voltage drop corresponding to this critical energy level is called the disintegration 
voltage. It is between 20 and 25 volts for the inert gases and mercury vapor. 'l'here­
fore it is essential that the external circuit resistance be high enough to limit the tube 
voltage to a value below the disintegration voltage of the cathode material. 

The low-voltage high-current discharge that takes place in a hot-cathode gas tube 
is termed an arc discharge. The characteristics of a typical diode are given in Fig. 
2.62a. The potential gradient in a hot-cathode gas diode is shown in Fig. 2.62b. 
In normal operation the plate current is less than the emission current capabilities of 
the cathode at its operating temperature, and the negative space charge resulting 
from this condition causes a virtual cathode to be formed near the cathode surface. 
A short distance from the virtual cathode the potential within the tube rises to a value 
nearly equal to the total plate-cathode potential. The emitted electrons which 
travel to the plate are accelerated sufficiently by this potential to ionize the gas 
molecules upon collision. In the plasma region between this virtual cathode and the 
anode, electrons and positive ions are present in nearly equal numbers, and nearly 
complete space-charge neutralization occurs, thus maintaining a low potential drop 
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across this region. The low voltage drop of hot-cathodes gas tubes permits the use of 
anodes of much smaller size than in vacuum tubes for the same current ratings because 
of the reduced anode dissipation. 

In hot-cathode gas tubes it is possible to obtain considerably higher emission effi­
ciencies than in vacuum tubes. In a high-vacuum diode, the electrons leaving the 
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cathode are accelerated toward the anode by the electrostatic field between the two 
electrodes, and if a portion of the cathode is shielded from the anode, the resultant 
negative space charge in that region prevents electrons in that area from reaching 
the anode. In a gas diode, however, the plasma extends from the anode to within 
a very short distance of the cathode, and electrons emitted from the cathode will 
migrate through the region of the plasma to the anode regardless of the cathode 
shape. Because of the mobility of the positive ions and electrons in the plasma 
region, the cathode structure can be quite complex in shape and can, therefore, be 
designed for high emission efficiency by reducing the heat loss. Heat loss is minimized 
by designing the cathode structure to have a high ratio of emitting surface to volume 
and by using heat shields to minimize radiation. Two common cathode designs are 
illustrated in Fig. 2.63. High emission efficiency results in increased heating time, 
since the achievement of a high heat capacity with lower heating energy increases the 
time necessary to reach thermal equilibrium. In low-power, hot-cathode tubes the 
heating time for indirectly heated cathodes is usually between 1 and 5 min. Voltage 
must not be applied to a hot-cathode gas tube until the cathode has reached the 
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Frn. 2.63. Typical cathode structures for hot-cathode gas tubes. 

proper temperature to supply the necessary current since the voltage source will 
ordinarily be high enough to allow the tube potential to exceed the cathode dis­
integration potential. 

Any of the inert gases or mercury vapor may be used in hot-cathode gas tubes. 
Mercury vapor has the disadvantage of being very sensitive to changes in gas pressure 
due to temperature. If the mercury-vapor pressure is too low, there may be insuffi­
cient gas ionization, resulting in a high voltage drop across the tube and damage to 
the cathode. If the mercury-vapor pressure is too high, the inverse voltage at which 
gas ignition occurs becomes quite low. The inert gases have the disadvantages of a 
higher ionization potential, resulting in a higher tube drop, and a lower peak inverse 
voltage rating due to the higher gas pressures necessary to minimize the effects of 
gas absorption in the tube. The peak inverse voltage rating on a hot-cathode gas 
tube is established by the reverse polarity voltage necessary to cause secondary 
electron emission from the anode by positive ion bombardment, resulting in a glow 
discharge. 

Hot-cathode gas diodes are principally used as rectifiers. For high-current power 
supplies, hot-cathode gas diodes have the advantages over high-vacuum diodes of 
lower voltage drop, higher efficiency, lower filament power, and lower cost. They 
have the disadvantages of lower peak inverse voltage rating, production of r-f tran­
sients, and the requirement of a relatively long warmup period. 
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2.Bd. Hot-cathode Gas Triodes (Thyratrons). A control grid can be added to a hot­

cathode gas diode just as in the cold-cathode gas tubes. Hot-cathode gas triodes are 
known as thyratrons. 

The mechanism of grid control in the hot-cathode triode is similar to that of the 
cold-cathode tubes. The grid is placed between the cathode and anode in such a 
manner as to electrostatically shield the cathode from the anode. With complete 
shielding by the grid, the electrons emitted by the cathode are not accelerated to 
the anode, and a negative space charge is formed near the cathode. When the grid 
potential is raised to a value which will allow electrons to pass into the grid-anode 
region, the electrons are accelerated by the grid to anode electric field and ionize 
the gas molecules by collision. The positive ions thus created will travel to the grid 
if it is negative, covering it with a sheath of ions which neutralizes the electrostatic field 
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FIG. 2.64. Grid control characteristics of a typical thyratron. 

of the grid and allows the anode field to accelerate more electrons. The process is 
regenerative until the current is limited by cathode emission or by external circuit 
resistance. The grid loses all control once it reaches the critical grid potential which 
allows enough electrons to enter the grid-anode region to initiate complete ionization. 
Grid control can be regained only by reducing the grid and anode potentials below 
the ionization potential of the gas. The critical grid voltage depends upon the elec­
trode structure, anode voltage, and gas pressure. The performance of a thyratron 
is described by its grid-control characteristic. This is a plot of anode voltage versus 
critical grid voltage above which the tube ionizes. The grid-control characteristic 
of a typical tube is shown in Fig. 2.64. The major portion of the grid-control char­
acteristic curve is nearly linear, and its slope t:,.Eb/llEc is called the thyratron control 
ratio. 

The grid structure of a thyratron is quite different from that of a high-vacuum 
tube. The grid shields the cathode from the anode very completely and usually 
contains one 0r more holes of much larger size than a high-vacuum-tube grid mesh. 
Typical electrode arrangements are illustrated in Fig. 2.65. By using several grid 
baffles it is possible to require positive grid voltage for ionization to occur. 
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Grid current may flow in a thyratron just prior to and during conduction. In any 
a1wlication this current must be taken into account in the design of the external grid 
circuit. The principal causes of grid current are electrons attracted to the grid from 
the cathode when the grid is positive or intercepted by the grid when it is just slightly 
negative with respect to the cathode (Edison effect); positive ions attracted to the 
grid when the grid is negative; electrons emitted from the grid because of contami­
nation of the grid. 

One limitation in the use of thyratrons is the time required for gas deionization 
after the anode and grid voltages have been reduced below the ionization potential. 
The deionization before the anode voltage is reapplied must be complete enough so 
that the remaining ions are insufficient to shield the grid and cause it to lose control. 
The necessary deionization time increases with anode voltage, increased spacing 
between electrodes and between electrodes and walls, increased current previous to 
extinction, and increased gas pressure. Deionization time is reduced by negative grid 
and anode voltages after conduction and low resistances in grid and anode circuits. 
The deionization time is also a function of the type of gas used in the tube. Mercury 
vapor, argon, and hydrogen are commonly used. Because of its high positive ion 
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Frn. 2.65. Typical electrode arrangements in thyratrons. 

mobility due to low ion mass, hydrogen ionizes and deionizes most rapidly. Repre­
sentative values of deionization times are shown in Table 2.5. 

Thyratrons are used for rectification, power control, power inversion (direct current 
to alternating current), and as switches. Hydrogen thyratrons are widely used in 
pulse modulators for radar transmitters. The characteristics of some commonly 
used thyratrons are given in Table 2.5. 

2.Be. Voltage and Current Ratings of Hot-cathode Gas Diodes and Triodes. The 
various voltage and current ratings applied to hot-cathode tubes are listed as follows: 

1. Peak forward voltage. This is the maximum voltage that can be applied to the 
anode of a thyratron without danger of a glow discharge forming between grid and 
anode, causing loss of grid control. 

2. Peak inverse voltage. This is the maximum negative voltage that can be applied 
to the anode without danger of a glow discharge between the anode and the grid or 
cathode, allowing current flow in the reverse direction. 

3. Maximum peak cathode current. This is the highest current that the tube. can 
carry for short periods of time without damage to the cathode because of positive-ion 
bombardment. 

4. Maximum average anode current. This is the highest current the tube can carry 
continuously without overheating of the anode. 

5. Maximum peak grid current. This is the highest current that the grid can carry 
for short periods of time. 
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TABLE 2.5. CHARACTERISTICS OF SEVERAL THYRATRONS 

Maxi-
Maximum Anode mum Maximum Ioni- Deioni-

voltage peak peak cath-
average 

zation zation, Tube Type Gas cathode 
drop, anode ode cur-

current, 
time, µsec 

volts voltage, rent, amp µsec (approx.) 
volts 

amp 

2D21 Tetrode Inert gas 8 650 10 0.1 0.5 35 

6D4 Triode Inert gas 18 350 0.11 0.025 

2050 Tetrode Inert gas 8 650 10 0.1 0.5 50 

3C23 Triode Inert gas and 15 1,250 120 1.0 10 1,000 
mercury vapor 

3D22 Tetrode Inert gas 10 650 30 0.8 0.5 150 

105 Tetrode Mercury vapor 16 10,000 160 8.0 10 1,000 

3C45 Triode Hydrogen 150 3,000 35 0.045 0.6 25 

4C35 Triode Hydrogen 1,500 8,000 90 0.1 0.6 

5C22 Triode Hydrogen 2,500 16,000 325 0.2 1.0 

1907/5949 Triode Hydrogen 5,000 25,000 500 0.5 1.0 

1257 Triode Hydrogen ..... 38,000 2,000 2.5 

1258 Triode Hydrogen 100 1,000 20 0.05 0.6 

6. Maximum average grid current. This is the highest current that the grid can 
carry continuously. 

7. Integration time. The instantaneous anode current averaged over the integra­
tion time must not exceed the average current rating. 

2.9. Transistors. A transistor is a semiconductor amplifier. By properly pre­
paring and processing semiconductor materials such as alloyed germanium or silicon 
and attaching three or four electrodes in the correct manner, it is possible to obtain 
current amplification and/or considerable power gain. Such a device can thus per­
form functions analogous to vacuum tubes in various circuit applications. 

Transistors are relatively small, require no filament power, have practically un­
limited life when used properly, and can be made quite rugged mechanically. 

2.9a. Properties of Semiconductors. Transistor operation can be better understood 
when some of the more important characteristics of semiconductor materials are 
known. 1 

Atomic Structure. In atomic theory, the atoms of each element consist of a nucleus 
having a specific mass and electric charge and one or more electrons revolving in 
orbits about the nucleus. The innermost orbit contains a maximum of two electrons, 
the next two orbits each contain a maximum of eight electrons, and the fourth and 
fifth orbits contain a maximum of ten and eight electrons, respectively. The elec­
trons in the outer orbit are known as valence electrons, and only valence electrons 
enter into combination with other atoms. Those elements which have four valence 

1 For a comprehensive treatment of this subject see W. Shockley, "Electrons and Holes 
in Semiconductors," D. Van Nostrand Company, Inc., New York, 1950. 
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electrons and which require four additional electrons to complete their outer orbit are 
of specific interest because of their semiconductor properties. Two of these elements, 
silicon (14 electrons) and germanium (32 electrons), are currently being used in diodes 
and .transistors. 

In atomic theory, the electrical properties of the elements are explained by the con­
cept of energy bands. The valence electrons are believed to have certain distinct 
energy levels or bands, and the conductivity of the element is determined by the 
energy required to elevate its valence electrons from their normal energy band to the 
conduction band, which has the highest energy level. Typical energy-band diagrams 
are shown in Fig. 2.66. In the case of an insulator, the energy gap separating the 
valence band and the conduction band is extremely large, and it is very difficult for a 
valence electron to reach the conduction band. In the case of a conductor, the val­
ence band and the conduction band overlap, and the valence electrons are available 
for conduction. In a semiconductor, the energy gap separating the valence band and 
the conduction band is very small, and the thermal energy of the valence electrons at 
room temperature is sufficient to allow appreciable conduction. The energy gap for 
silicon is 1.11 electron-volts, and the energy gap for germanium is 0. 72 electron-volt. 

Crystalline Structure. The crystals of germanium and silicon are tetrahedral in 
shape, with each of the four valence electrons of each atom forming a covalent bond 

CONDUCTOR INSULATOR SEMICONDUCTOR 
FIG. 2.66. Typical energy-band diagrams. 

with one of the valence electrons of four adjacent atoms. In this form, crystalline 
germanium or silicon is in equilibrium, has no net positive or negative charge, and at 
low temperatures is an insulator. 

If sufficient energy, such as thermal energy, is present, some of the valence elec­
trons will be excited into the conduction band and will be freed from their covalent 
bonds. The removal of the electron from the atom leaves the atom with a net positive 
charge. This absence of an electron in the crystal is referred to as a hole, and the 
excitation of an electron into the conduction band results in the creation of a hole­
electron pair. The application of an electric field will cause the electron and hole to 
drift in opposite directions in response to the field force. Motion of a hole is accom­
plished by the movement of an electron from an adjacent atom into the vacancy 
in the first atom, creating a hole in the second atom. The repetition of this process 
constitutes movement of the hole in response to an applied electric field. The density n, 
of thermally generated hole-electron pairs increases exponentially with temperature. 
For germanium at room temperature (300°K), ni = 1.7 X 1013 pairs/cm3 • 

Impurity Conduction. The conductivity of germanium and silicon is greatly 
increased by certain impurities, and it is possible to carefully control the conductivity 
of germanium or silicon in this manner. Although the same principles apply to both 
silicon and germanium, only germanium is considered here. When a controlled 
amount of arsenic or antimony, both of which have five valence electrons, is added to 
crystalline germanium, its atoms unite in covalent bonds with the germanium atoms. 
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But since only four of the valence electrons can form covalent bonds with the sur­
rounding germanium atoms, the fifth valence electron is left free. The energy 
required to make this electron available for conduction is approximately 0.01 electron­
volt for germanium (0.05 electron-volt for silicon) at low concentration levels, and at 
room temperature the thermal energy of the electron is sufficient to elevate it to the 
conduction band. The absence of the extra valence electron from the arsenic or anti­
mony atom leaves it with a net positive charge of 1 electron unit. This positive charge 
establishes an electric field about the atom, resulting in a distortion of the covalent 
bonds surrounding it in such a manner as to reduce the field. At room temperatures 
the thermal energy of the excess valence electrons is sufficiently high that the reduced 
attractive force of the arsenic atom is insufficient to retain the fifth valence electron. 
Impurity elements which add free electrons are referred to as donors, and germanium 
containing donors is known as N-type germanium, since current flow is accomplished 
by the motion of negatively charged electrons. 

If controlled amounts of gallium or indium, which have only three valence electrons, 
are added to crystalline germanium, the valence electrons of these atoms will also join 
in the covalent bonds with the valence electrons of the surrounding germanium atoms. 
In this case, however, one of the four covalent bonds joining the gallium or indium atom 
with the four surrounding germanium atoms is incomplete. A valence electron from a 
germanium atom somewhere else in the crystal will fill in the incomplete bond, leav­
ing a hole elsewhere in the crystal and giving the gallium or indiumatomanetnegative 
charge of e. The covalent bonds with adjacent electrons become distorted in such a 
manner as to reduce the resulting electric field, and at room temperature the field is of 
insufficient strength to attract the holes formed in the germanium. Impurity ele­
ments which result in a deficiency of electrons in the crystal are known as acceptors, 
and germanium containing these elements is known as P-type germanium, since cur­
rent flow is effectively the result of the motion of the positively charged holes. The 
concentration of impurities in both N-type and P-type germanium is extremely low, 
about 1016 atoms per cubic centimeter. 

The PN Junction. When P-type germanium and N-type germanium are joined 
together, a PN junction is formed. Such a junction exhibits the property of rectifi­
cation; i.e., the current flow resulting from a voltage applied in one direction across the 
junction is different than the current flow which results from the same voltage applied 
in the opposite direction across the junction. 

The P-type germanium contains holes having positive charges which are free to 
move about and acceptor atoms which have negative charges and are fixed in place. 
The N-type germanium contains electrons which are free to move about and donor 
atoms which have positive charges and are fixed in place. Since the number of holes 
in the P-type germanium equals the number of acceptors and the number of electrons . 
in the N-type germanium equals the number of donors, neither crystal has any initial 
charge. However, when they are placed together, thermal energy will cause some 
electrons to diffuse into the P region and some holes to diffuse into the N region. 
This diffusion causes the P region to attain a slight negative charge and the N region to 
attain a slight positive charge. This is illustrated in Fig. 2.67. As a result, a poten­
tial gradient is developed across the junction which causes the electrons in the N region 
to tend to stay · in the N region and move away from the junction and causes the 
holes in the P region to tend to stay in the P region and move away from the junction. 
The surplus charge fa each region thus becomes concentrated near the junction. 
The thermal energies of the holes and electrons are sufficient to cause a certain per­
centage of the holes in the P region to overcome the potential gradient at the junction 
and move into the N region, and a corresponding percentage of electrons in the 
N-region to move into the P-region. These electrons and holes diffuse about in 
their new regions for some average time called the lifetime and then combine with an 
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opposite charge in that region. This net current flow is just balanced, however, by 
the rate at which new electrons are created in the P region and new holes are created 
in the N region by the thermal generation of hole-electron pairs in both regions and 
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FIG. 2.67. The distribution of charges in a P-N junction under thermal equilibrium. 

are swept back into their respective N-region and P-region as a result of the com­
bined effects of thermal energy and the potential gradient across the junction. At 
any temperature, the generation and the recombination of hole-electron pairs are in 
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equilibrium, resulting in a specific concen­
tration of holes and electrons in the ma­
terials determined by thermal energy. 
As a result, there is no net current flow 
across the junction. 

When a potential is applied across the 
junction which aids the potential gradi­
ent already existing across the junction 
(the N-type germanium made positive 
with respect to the P-type germanium), 
the flow of forward current I I due to 
electrons in the N region passing to the 
P region and holes in the P region pass­
ing into the N region is proportionately 
reduced, while the flow of reverse current 
Ir due to newly created electrons in the 
P region and newly created holes in the 
N region diffusing across the junction 
remains essentially constant. An applied 
potential of this polarity is referred to as 
a reverse potential. The net current flow 
approaches a constant value as the for­
ward current I I is reduced to zero while 
the reverse current Ir remains constant. 

FIG. 2.68. Junction potential variation with If a forward potential is applied across 
forward and reverse bias. 

the junction (the P-type germanium made 
positive with respect to the N-type germanium), the number of electrons moving 
from the N region to the P region and the number of holes moving from the P region 
to the N region increase greatly, while the reverse current Ir remains nearly constant 
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as before. The net current 11 - Ir increases exponentially as the forward potential is 
increased. The variations in the electric potential across the junction with forward 
and reverse biases are illustrated in Fig. 2.68. For a forward bias causing a very large 
forward current flow, the reverse potential across the junction is very nearly, 
eliminated. 

Values of forward bias of more than a few tenths of a volt result in relatively large 
junction currents. However, because of the resistivity of the P and N materials and 
the voltage drop across these materials due to the junction current, a considerably 
larger voltage (in the order of 1 volt) must be applied across the terminals of the PN 
junction diode to obtain a junction bias of a few tenths of a volt. At high applied 
forward voltages, the junction potential is essentially zero and the only restriction to 
current flow is the resistance of the impure germanium. 
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Frn. 2.69. Junction transistor operation. 

2.9b. Junction Transistors. By joining another P or N layer to the PN junction, 
either an NPN or a PNP junction transistor is formed. The junction configurations 
for these two basic transistor types are shown in Fig. 2.69a and b. The center material 
is called the base, one of the outer layers is called the emitter and the other the collector. 

Junction Transistor Operation. In the NPN junction transistor with no voltages 
applied, the electrostatic potentials at the two junctions will be as shown in Fig. 2.69c. 
If the NPN junction transistor is biased as shown in Fig. 2.69d, there will be a rela­
tively large foward current flow across the emitter-base junction, and a relatively 
low reverse current flowing across the base-collector junction because of the reverse 
:potential applied across this junction. However,. if the width of the P-type ger­
manium base is small compared to the average path length of an electron in the base 
before recombining with a hole, most of the electrons crossing the emitter-base junc­
tion will diffuse through the base to the base-collector junction, where they will be 
drawn across this junction by the applied voltage. Thus, nearly all the emitter 
electron current will add directly to the collector reverse current. The potentials 
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across the NPN transistor junctions with applied bias voltages are as shown in Fig. 
2.69e. 

The collector current becomes relatively independent of the collector voltage when 
the collector junction is biased in the reverse direction since the reverse current is 
unaffected by the potential gradient across the junction. As a result, the collector 
resistance re may be as high as several megohms. The incremental change in collector 
current t:,.le resulting from an incremental change in emitter current t:,.J, is known as 
the current amplification factor a 

a= t:,.lcl t:,.J, 
Ve = constant 

(2.63) 

where Ve is the collector to base voltage 
The value of a is always less than unity in the junction transistor, generally being in 
the range of 0.95 to 1.0. However, the ratio of change in emitter or collector current 
to base current is normally in the range of 20 to 100, resulting in high current gain 
when the junction transistor is operated in the grounded-emitter circuit. Because 
of the high ratio of output-to-input resistance of the junction transistor, it has a large 
power gain in the grounded-base circuit even though the emitter-to-collector current 
gain is less than unity. 

The operation of the PNP junction transistor is exactly analogous to operation of 
the NPN junction transistor except that the bias voltage polarities are reversed and 
the emitter current carriers are holes instead of electrons. 

High-frequency Effects. The operation of junction transistors at high frequencies 
is adversely affected by three principal factors: collector-junction capacitance, phase 
shift, and charge-carrier diffusion. 

The charge carriers, i.e., electrons and holes, of both base and collector are drawn 
away from the collector-junction region by the inverse potential, leaving a distribution 
of charge across the junction due to the donor and acceptor atoms. The density of the 
charge carriers increases with distance from the junction and decreases with increasing 
voltage. Thus the junction charge due to donor and acceptor atoms increases with 
voltage, and the junction exhibits capacitance. The collector-junction capacitance is 
a function of the junction voltage, current, area and the type of junction. Capaci­
tances in the range of 5 µµ£ to 50 µµf are typical. Because of the high collector resis­
tance, this capacitance severely limits the gain-bandwidth product of the transistor. 

Because there is no potential gradient across the base to accelerate the emitter 
current carriers from the emitter junction to the collector junction, the emitter current 
carriers diffuse relatively slowly through the base to the collector resulting in an 
appreciable time delay between emitter and collector currents. This time delay 
represents a phase shift of the collector currents relative to the emitter current at the 
signal frequency, and· in the grounded-emitter circuit this phase shift may cause a 
consider~ble reduction in base-to-collector current amplification ~ at relatively low 
frequencies for values of a close to unity. This is the case since ~ = a/(1 - a). 

Due to the differences in diffusion paths taken by the emitter current carriers in 
traveling through the base from emitter to collector as a result of their thermal energies, 
there is a dispersion in the arrival time at the collector of carriers which left the emitter 
at the same time. This dispersion results in an increasing degree of cancellation of the 
signal as the spread in arrival times becomes a large fraction of one cycle of the signal 
frequency. As a result, a decreases with increasing frequency. 

Junction Transistor Construction. Three different manufacturing processes are 
employed in the construction of junction transistors. In the grown-junction process, 
a suitable amount of impurity is added to a container of molten germanium to form 
either P-type or N-type germanium. A seed crystal is lowered into the molten 
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material and gradually raised as the crystal grows. When the crystal is of sufficient 
size, enough of the opposite impurity is added to balance out the original impurity 
and reverse the impurity type. After the crystal has grown a short time further, 
the impurity balance is again reversed and the crystal allowed to grow until the new 
layer is of sufficient size. Either PNP or NPN transistors can be constructed by this 
process. A grown-junction NPN transistor is illustrated in Fig. 2.70a. 

In the diffusion process, an impurity such as arsenic is added to molten germanium 
to create N-type germanium. The solidified metal is then cut into thin disks. By 
soldering (melting) a small amount of indium or gallium to opposite sides of the disk, 
some indium or gallium is diffused into the N-type germanium changing it to P-type 
and forming a PNP transistor. A PNP diffused-junction transistor is illustrated in 
Fig. 2.70b. 

In the etched process, two streams of an electrolyte are directed at opposite sides 
of an impurity crystal. A current is passed through the two electrolyte streams which 
attracts the crystal particles and allows them to be washed away. When the crystal 
is sufficiently thin, the polarity of the two streams is reversed, which allows some 

BASE 

BASE 

{a) N-P-N GROWN JUNCTION TRANSISTOR 

EMITTER 

COLLECTOR 

(bl CROSS SECTION OF P·N·P 
DIFFUSED JUNCTION TRANSISTOR 

FIG. 2.70. Basic forms of junction transistors. 

material of opposite impurity to be deposited. By this technique, transistors having 
very thin base layers can be constructed with precisely controlled characteristics. 
The use of a thin base layer greatly improves the high-frequency response of the 
transistor, but reduces the allowable power dissipation. 

Static Characteristics. There are four interrelated parameters which specify the 
characteristics of transistors and determine the operating point for any particular 
circuit configuration. These are emitter current, emitter base voltage, collector cur­
rent, and collector-base voltage. The specification of any two of these parameters 
determines the other two. 

Although there are a number of possible ways to plot transistor characteristics, the 
two generally accepted families of curves are (1) collector current versus collector 
voltage for constant values of emitter current, and (2) emitter current versus emitter 
voltage for constant values of collector current. From these two sets of characteristic 
curves, all the operating conditions can be determined. Because of the wide use of 
transistors in the grounded-emitter circuit, manufacturers' data also often include 
curves of collector current versus collector voltage for constant values of base current. 
This greatly simplifies the determination of the operating point and load line in 
grounded-emitter amplifier circuits. Characteristic curves for a typical junction 
transistor are shown in Fig. 2. 71. The collector voltage versus collector current 
curves in Fig. 2.71a are seen to be very straight, nearly parallel to the voltage axis 
and quite evenly spaced. These factors indicate very high output resistance and 
excellent linearity for large signals. 

2.9c. Point-contact Transistors. The earliest type of transistor was the point­
contact. The construction of a typical PNP point-contact transistor is shown in 
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FIG. 2.71. Characteristic curves of a typical junction transistor. 
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Fig. 2. 72. Two closely spaced electrodes having fine points are pressure-mounted 
against a small block of N-type germanium which forms the base of the transistor. 
In the manufacturing process a small hemispherical area in the base around each 
electrode is converted to P-type germanium. 
One of these areas is the emitter and the 
other the collector. In the forming process, 
a relatively large current is passed through 
the collector electrode for a short period of 
time to create the desired imperfections in 
the base material surrounding the collector. 

The P-type germanium collector forms 
a PN junction with the block of N-type 
germanium. Biasing the collector nega­
tively increases the potential gradient across 
this junction and reduces the forward current 
to a value less than the reverse current Ir, 
When a positive bias is applied to the 

EMITTER 
ELECTRODE 

COLLECTOR 
ELECTRODE 

P-TYPE GERMANIUM 
REGIONS 

N- TYPE GERMANIUM BAS£ 

emitter, current will flow between the emitter 
and base. This current consists princi- Frn. 2. 72. Point-contact transistor con-

struction. 
pally of holes moving from emitter to base. 
Because the base-collector junction is very close to the emitter-base junction, the 
holes are drawn to the collector by the potential gradient across the collector junction. 
Although the exact mechanism of current amplification is not well understood, the 
result is that current amplification greater than unity is obtained in the point-contact 
transistor. Values of a of 2 to 3 are typical. 

Static Characteristics. The static characteristics of a typical point-contact tran­
sistor are given in Fig. 2. 73. Comparison with the junction-transistor characteristics 
of Fig. 2.71 shows that the collector resistance rc is considerably lower in the point­
contact transistor, typically being in the order of 50,000 ohms. The input resistance 
is quite low, varying from several hundred ohms at low emitter current to approxi­
mately 50 ohms at high current levels. Power gains in the order of 20 to 30 db are 
typical for point-contact transistors. 

Point-contact Traneistor Frequency Response. The same general effects limit the 
frequency response of point-contact transistors that limit the frequency response of 
junction transistors (Sec. 2.9b). However, the lower collector resistance rc and a 
smaller collector capacitance due to a smaller collector-junction area make the effects 
of collector-junction capacitance less serious than for the junction transistor. The 
effects of carrier dispersion and carrier transit time between emitter and collector 
limit the frequency response by reducing a with increasing frequency. However, 
the transit time of minority carriers in the base is less in the point-contact transistor 
than in the junction transistor because the electric field of the collector extends into 
the base region in the point-contact transistor. 

In point-contact transistors, the transit time of electrons and holes through the 
germanium semiconductor is given by1 

T = sau 
µI. 

(2.64) 

where T = time in seconds required for the electrons or holes to travel from the 
emitter to the collector 

S = spacing between the emitter and collector point contacts, cm 
u = conductivity of the germanium, (ohm-cm)-1 

1 W. Shockley, "Electrons and Holes in Semi-conductors," D. Van Nostrand Company, 
Inc., New York, 1950. 
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p. = mobility of the holes or electrons, cm2 /volt-sec 
drift velocity of electrons or holes 

applied electric-field gradient 
le = emitter current, amp 

From Eq. (2.64) it can be seen that transit time, and consequently the high-frequency 
response in point-contact transistors, is 
extremely dependent upon the close 
spacing of the emitter and collector 
electrodes. With contact spacings of 
about 0.003 in., the current amplification 
factor cutoff frequency fc is about 1.5 
Mc, and for a contact spacing of 0.0005 
in., fc is about 200 Mc. Because of elec­
trical-stability considerations and the 
difficulty of mechanical construction, 
most point-contact transistors have an 
fc of 2 to 5 Mc. 
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arrow. identifies the emitter, and the di­
rection of the arrow indicates the direc­
tion of conventional current flow in the 
emitter. 

Transistor Equivalent Circuit. The 
equivalent circuit of a transistor is shown 
in Fig. 2. 75. The base resistance rb is 
common to both the emitter and collector 
voltage loops. The collector loop con­
tains an equivalent voltage generator 
i.rm, where i. is the incremental emitter 
current change and rm is a mutual resist­

Fw. 2. 73. Characteristic curves of typical 
point-contact transistor. ance analogous to mutual conductance 

in a vacuum tube. The emitter has a 
dynamic resistance re, and the collector has a dynamic resistance re. 

The characteristics of transistors may be plotted as families of curves for four 
combinations of transistor parameters (see Fig. 2.73). If a transistor is considered 
as a generalized four-terminal network (see Sec. 23.14) the following general equations 
can be written 

Ve = i.Rn + icR12 
Ve = i.R21 + icR22 

(2.65) 
(2.66) 

Each of the impedance terms in these equations corresponds to the slope of one of 
the characteristic curves of the transistor. For small signals, the slopes of the curves 
may be taken as constants at the appropriate operating point, and from these con­
stants the values for each element in the transistor equivalent circuit can be deter­
mined. A comparison of the equivalent circuit of Fig. 2.75 with Eqs. (2.65) and 
(2.66) yields the following relationships: 

r. = Ru - R12 
rb = R12 
re= R22 - R12 

rm= R21 - R12 

(2.67) 
(2.68) 
(2.69) 
(2.70) 
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In addition, the current amplification factor a is given by 

R21 Tb+ Tm 
a = R22 = Tb + re 
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(2.71) 

The complete equivalent circuits for a transistor including external circuit imped­
ances in the three possible amplifier configurations are shown in Fig. 2.76. The 
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Frn. 2.74. Schematic representatltm of transistors. 
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Fro. 2.75. Equivalent circuit of a transistor. 

equations for various impedances and gains of these circuits are given below. It 
should be noted that if there is any external impedance in series with the electrodes 
shown grounded in Fig. 2.76, it can be taken into account in the equations which 
follow by adding the impedance directly to the dynamic resistance of that electrode 
wherever it appears. The image impedances represent the source and load imped­
ances which will match the input and output impedances of "the transistor in the 
indicated circuit. 

CASE I-GROUNDED BASE 

1. Input impedance: 

2. Output impedance: 

3. Forward voltage gain : 

A= RLh + Tm) 
(Tb + re + RL) (re + rb) - (Tb + rm)ro 

4. Forward power gain: 

5. Image input impedance: 

(2.72) 

(2.73) 

(2.74) 

(2.75) 

(2.76) 
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(17) GROUNDED BASE 

~) GROUNDED EMITTER 
re 

{CJ GROUNDED COLLECTOR 

Frn. 2. 76. Three basic transistor amplifier equivalent circuits. The arrow at the emitter 
indicates the conventional current direction. The bias polarities shown are correct for 
P-N-P type point-contact transistors and P-N-P junction transistors. The current direc­
tion arrows and bias polarities are reversed for N-P-N junction transistors. 

6. Image output impedance: 

✓ arb Z12 = (rb + re) 1 - ---
r. + Tb 

(2.77) 

CASE II-GROUNDED EMITTER 

1. Input impedance: 

(2.78) 

2. Output impedance: 

Z _ + (re - rm)(rb + Ra) 
0 

- re r, + Tb + R, (2.79) 

3. Forward voltage gain: 

A (2.80) 

4. Forward power gain: 

(2.81~ 
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5. Image input impedance: 

Zu = ✓(rb + r.) (rb + + r,rc ) 
Te Tc - Tm 

6. Image output impedance: 

Z ✓[ (r, - Tm)rb] 
12 = Tc + + (re + r,) T, Tb 

CASE III-GROUNDED COLLECTOR 

1. Input impedance: 

2. Output impedance: 

Z _ + (rb + R.)(rc - rm) 
O - r, Tb + R. + Tc 

3. Forward voltage gain: 

A = rcRL 
(Tb + rc)(r, + RL) + rb(Tc - Tm) 

4. Forward power gain: 

5. Image input impedance: 

Zu = ✓(rb + + Tcr•_ ) (rb + re) 
Tc Te Tm 

6. Image output impedance: 

✓[ Tb(Tc - Tm)] Z12 = Te + + (r, + Tc - Tm) Tb re 
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(2.82) 

(2.83) 

(2.84) 

(2.85) 

(2.86) 

(2.87) 

(2.88) 

(2.89) 

The variation of input resistance Zi as a function of RL is illustrated in Fig. 2.77 
for the three basic transistor circuits. The characteristics of a number of junction 
transistors are given in Table 2.6, and the characteristics of several point-contact 
transistors are given in Table 2.7. 

TABLE 2.6. CHARACTERISTICS OF SEVERAL JUNCTION TRANSISTORS 

Power Base 
Tran-

Type gain, r., Tb, re, current 
sistor 

db ohms ohms ohms 
amplification* 

---------------
CK722 PNP 39 25 250 2 megohms 22 
CK721 PNP 41 25 700 2 megohms 45 
CK725 PNP 42 25 1,500 2 megohms 90 
CK727 PNP 36 50 500 2 megohms 25 
2N99 NPN 47 ... . . . . . . ........ 40 
2N100 NPN 53 . . . . . . . . ......... 140 
2Nll4 PNP 33 . . . . . . . . ......... 65 

* Ratio of collector current to base current in grounded emitter circuit. 
t Measured in a 1-cycle band at 1,000 cycles. 

Noise 
figure, 
dbt 

25 
22 
20 
12 
20 
20 

. .. 

Cutoff 
freq. 

le, 
Mc 

---
0.6 
0.8 
1.2 
0.8 
3.5 
5 

20 

Feedback in Point-contact Transistors. An analysis of the equivalent circuit of a 
transistor shows that the internal positive current feedback between emitter and 
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TABLE 2.7. TYPICAL POINT-CONTACT TRANSISTOR CHARACTERISTICS 

Power 
Cutoff 

Noise 
Type no. gain, Tb1 re, 

a 
re, freq. 

figure,* 
ohms ohms ohms Jc, db 

Mc 
db 

------
2N32 21 40 260 2.2 31K 2.7 40 
2A 22 500 300 2 lOK 2 55 
2N52 22 . . . . . . 1.5 .... 1 
GE-GU 17 200 275 2.2 22K 2 57 

* Noise figure measured in a one-cycle band at 1,000 cycles. 

collector will cause oscillation at any frequency where the conditions of the following 
equation are met. 

(2.90) 

where Ze, Z&, Zc = external circuit impedances in series with the emitter, base, and 
collector electrodes, respectively 

The significance of Eq. (2.90) is twofold. First, if the external impedances are 
properly chosen so that the left term of the equation is equal to or less than the right 

6ROlJN0£0-8AS£ I 
I 

re+ t_o(/-a) i---+------~- t- - +--- - -
I I 
I I 

re (I-a). re 

LOAD RESISTANCE RL 

FIG. 2.77. Variation of transistor input resistance with load resistance. 

term at any frequency where the current amplification factor a is greater than unity, 
the transistor will oscillate at that frequency without any external feedback. With 
a transistor of specified characteristics this can be accomplished by a sufficiently 
low value of Ze and Zc and a sufficiently large value of Z&. Typical oscillator circuits 
for a point-contact transistor are shown in Fig. 2.78. When the current amplification 
factor a is reduced below unity, rm is reduced in magnitude to the point where the 
right side of Eq. (2.90) is negative even when Z, and Zc are made zero. The transistor 
cannot oscillate under this condition. 



VACUUM TUBES AND TRANSISTORS 2-71 
The second ramification of Eq. (2.90) is that a point-contact transistor operating 

as an amplifier will be unstable at any frequency including zero frequency (d-c) 
where Eq. (2.90) is satisfied. In oscillator circuits the d-c stability condition must be 
satisfied. Therefore sufficient resistance must be present in series with either the 
emitter or the collector to ensure stable operation and prevent possible damage to the 
transistor in any circuit application. 

2.9e. Bias and Stabilization Considerations. In contrast with vacuum tubes, 
transistors are extremely temperature-sensitive. One effect of a temperature increase 
is an increase in the zero-emitter collector current ico, that is, the collector current with 
zero-emitter current, and another effect is a decrease in the emitter to base voltage 
V.b. The increase in ico causes an increase in the total collecto:,;- current ic which in 
turn causes additional collector heating and a further increase in ico• In the extreme 
case, the transistor will either "run away" and destroy itself, or the drift will be so 
excessive that the collector-to-base voltage will be reduced nearly to zero, thereby pre­
venting a symmetrical voltage output swing. Similarly, the decrease in V.b causes 
an increase in the collector current with the same undesirable effects which are associ­
ated with the increase in ico• The terms Sand S' have been adopted to express the 
stability of the collector current with respect to changes in ico and V.b respectively 
and are discussed in the material which follows. 

In an a-c amplifier, the problem of temperature stabilization is less severe than in 
a direct-coupled amplifier since the d-c drift in each stage is not amplified in the follow­
ing stage or stages. In a high-gain direct-coupled amplifier, a very small amount of 
drift in a low level stage is amplified and may reach saturation level in the output 
stage. Stabilization of the individual stages reduces the magnitude of the drift; how­
ever, it is almost always necessary to employ over-all amplifier compensation. 

(OJ PARALLEL RESONANT 
BASE C.IRCUIT 

I 
(b) SERIES RESONANT 

EMITTER CIRCUIT 

I 
(Cl SERIES RESONANT 

COLLECTOR CIRCUIT 

Frn. 2.78. Oscillator circuits for point-contact transistors. 

Stability Factor S. The zero-emitter collector current increases approximately 
5 to 10 per cent for every degree centigrade increase in temperature. This is equiva­
lent to an increase of ico by a factor of approximately 50 to 200 for an 80°C rise. 
Associated with the increase in ico is an even greater increase in the total collector 
current ic. The amount of increase in ic is a function of the circuit configuration. In 
order to express the effect the change in ico has on ic, the term stability factor S has been 
originated. S is defined as the ratio of the incremental change in the total collector 
current to an incremental change ·in the zero-emitter collector current. 

(2.91) 

As the value of S is decreased, the circuit becomes increasingly stable; however, 
associated with the increase in stability is a decrease in circuit efficiency. For a 
given transistor amplifier, it is possible to establish the circuit values which are 
required to obtain a particular value of S. Ordinarily, resistance in the base lead 
is to be avoided since it increases S, thus contributing to temperature instability. If 
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the external base resistance is equal to zero, S is very nearly equal to 1. In grounded­
emitter and grounded-collector circuits, it is possible to have extreme temperature 
instability due to the external base resistance. In these applications, it is advisable 
to establish the circuit parameters which provide satisfactory values of S. 

E--

(o) (b) 

Fm. 2. 79. Typical grounded emitter bias configuration. 

f-
-:=-£ 

+ 

The method of determining the stability factor of a circuit is best delineated by 
considering a simple example. Assuming a to be constant over the temperature 
range, Eqs. (2.92) and (2.93) can be written for Fig. 2.79a. 

Also 

ic = io - ib 
ic = ai. + ico 
. ic - ico . 

.". 1,b = --- - '/,c 
a 

. ic - ico 
i. =--­

a 

E1 = R1i. + R2ib + v.b 
E2 = RLic - R2ib + Ve 

Substituting the values for ib and i. in Eq. (2.96) and solving for ic results in 

. a(E1 - v.b) + ico(R1 + R2) 
ic = R1 + R2(l - a) 

and from Eq. (2.91) 

S = oic = R1 + R 2 

oico R1 + R2(l - a) 

Equation (2.98) r.an be rewritten in terms of S. 

From Eqs. (2.100) and (2.99) 

(2.92) 
(2.93) 

(2.94) 

(2.95) 

(2.96) 
(2.97) 

(2.98) 

(2.99) 

(2.100) 

(2.101) 

(2.102) 

(2.103) 
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From Eqs. (2.94) and (2.97) 

E2 = ic [ RL + R2(aa- 1)] + R:co + Ve 

The power P clc delivered by the two batteries is given by Eq. (2.105). 

Pelc = Eiie + E2ic 
_ Ei(ic - ico) + E . - ---'-----'- 2'tc 

a 

The power dissipated in the transistor is very nearly equal to Vcic. 
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(2.104) 

(2.105) 

The equations for S, ic, Ri, R2, Ei, and E2 are interdependent since only four of 
these variables can be specified independently. Consequently, it is necessary to 
specify four of these parameters in order to establish the remaining two. For example, 
for a particular transistor and value of S, the value of E1 can be determined from 
Eq. (2.101) for any desired value of R2 since ico can be established from the transistor 
characteristics and the desired value for ie can be specified. In addition, a can be 
established from the transistor characteristics, and Ve can be specified. The remain­
ing steps consist of calculating R1 from Eq. (2.103) and E2 from (Eq. 2.104). The 
power dissipated in the transistor is equal to Vcie, and the total power taken from the 
batteries is given by Eq. (2.105). As the value of Sis decreased, additional power 
must be delivered by the batteries for stabilization. 

As the temperature is increased, the zero-emitter collector current increases by an 
amount Meo• Therefore, the total collector current i; at the elevated temperature is 
given by 

i; = ie + S Meo (2.106) 
where ic = initial collector current 

Having established the value of i; at the maximum operating temperature, it is 
possible to determine the value of v;, that is, the collector-ta-base voltage at the 
maximum operating temperature. For the circuit shown in Fig. 2.79a, v; is given 
by Eq. (2.107). 

(2.107) 

where i; 0 = zero-emitter current at the elevated temperature 
The power dissipated in the transistor at the elevated temperature is equal to 

v;i;. The value of S is based on the allowable collector-current drift, allowable 
maximum power dissipation, and the permissible power dissipation in the stabilizing 
network. In general, a value of S between 3 and 5 is found to be adequate for a tem­
perature increase of 80°0 when ~sing germanium transistors. 

Since the zero-emitter collector current is considerably lower for silicon transistors 
than for germanium transistors, larger values of S can be used in circuits utilizing 
silicon transistors. In either case, there is no general rule and each circuit must be 
considered as an individual problem. 

A summary of the equations applicable to the circuit shown in Fig. 2.79b are given 
below. 

S = 1 + Ri/R2 + Ri/R3 
1 - a+ Ri/R2 + Ri/Ra 

Ri = a(E ~ Ve-:-- RLic) 

Ra 

ie - ieo 

S-1 
(1 - S + aS)(ic - ieo) 

a(E - Ve - RLic) 
E(S - 1) 
ic - Sic,, 

ie - Sic" 
--E-

(2.108) 

(2.109) 

(2.110) 

(2.111) 
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S
. + E'(S - 1) 

ic = ico Ra 

V 0 = E [ 1 - Sia l ( ~ 1 + RL)] - i00 [ Ri(S a - l) + SRL] 

p _ E" + (Ve + RLic)(ic - Sico) 
de - ic S _ l 

(2.112) 

(2.113) 

(2.114) 

As in the case of the circuit shown in Fig. 2. 79a, the initial steps ordinarily consist 
of specifying the desired value of S and establishing the desired values for Ve and ic 
from the transistor characteristics. From the transistor curves, the values of both a 

and ico can also be determined. For a particular gain, the value of RL will also be 
specified. It is then possible to establish the relationship between E and R1 and 
between E and R2 [Eqs. (2.109) and (2.110)). Therefore the assignment of a value 
t~ R1 establishes E and R2. The value of R 1 can then be determined from Eq. (2.111). 
The collector-to-base voltage at an elevated temperature can be determined from 
Eq. (2.113) by substituting i; 0 for ico• 

A value of S larger than unity arises as a result of the change in ico in the base lead 
causing a shift in the bias voltage across the emitter-base junction because of resistance 
Rb in the base lead. This increase in forward bias with increasing temperature causes 
an increase in I., (1 - a)I. of which appears in the base lead in a direction opposite to 
llico• As a result, the shift in forward bias across the emitter-base junction is nearly ' 
compensated for, but at the expense of an increase in I. and le. The introduction of a 
resistance R. into the emitter lead causes the increase in I. arising from llico to develop 
a counteracting bias across Re, which also compensates for the original change in 
bias caused by llico flowing in Rb. Since Ill. is 1/(1 - a) times greater than 
the net current change in the base lead, the presence of resistance in the emitter lead 
greatly reduces the current change required to return the emitter-base junction bias 
to the original value. The stability factor Sis related only to the ratio Rb/R. and a, 
and is given by Eq. (2.115) for any circuit configuration. 

(2.115) 

where Rb = effective d-c resistance in base lead, e.g., R2 in parallel with Ra in Fig. 2. 79b 
R. = effective d-c resistance in emitter lead 

Stability Factor S'. The stability factor S' is the ratio of the incremental change 
in collector current to an incremental change in the emitter to base voltage. From 
Eq. (2.98), 

(2.116) 

where Rb and R. are defined in Eq. (2.115). The incremental change in the collector 
current resulting from a change in V,b can be determined from Eq. (2.117). 

Mc = S'KllT (2.117) 

where llT = incremental temperature change in degrees centigrade 
K = -0.0018V /C 0 for silicon 

= -0.0014 V /C 0 for germanium 
Note that a large value of Rb reduces S' [see Eq. 2.116)) and increases S [see Eq. 

(2.115)). In general, only in those applications using low-power silicon transistors is it 
necessary to calculate S' and determine the drift in collector current due to variations in 
V.b, For other transistors, the effects of ico variations are far more significant. 

Methods of Stabilization. As previously stated, more and more power must be 
dissipated in the biasing network as the stability factor is decreased. In the power 
output stage of an a-c coupled amplifier, the amount of power which must be dis-
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sipated in the biasing network to achieve the desired stability factor is often so large 
that other techniques must be employed. It frequently is advantageous to utilize 
an additional transistor (which also provides additional gain) or some nonlinear 
element such as a diode or thermistor for temperature stabilization. 

With reference to Fig. 2.80a, the transistor Tl has been added to stabilize T2. An 
increase in temperature would cause the collector voltage on both Tl and T2 to become 
more positive when considered individually. However, because of the coupling 
between Tl and T2, the incremental voltage change at the collector of Tl is amplified 
by T2 and appears larger in magnitude and with a negative sign at the collector of T2. 
If Tl and T2 have similar characteristics, this signal will ordinarily more than com­
pensate for the positive signal appearing at the collector of T2 due to the temperature 
increase in T2. If a variable resistor is placed in series with the interstage coupling 
lead, it is possible to establish experimentally an optimum resistor value for tern-

+ + 

(0) lPl 

+ 

(C) 

Frn. 2.80. Circuit configurations for temperature stabilization. 

perature stabilization. This type of stabilization is not considered to be too practical 
because of the limited temperature range over which satisfactory stabilization can be 
achieved. It is of importance to note that whenever two PNP or NPN transistors are 
d-c coupled, temperature stabilization cannot be achieved unless one of the following 
circuit configurations is used. 

1. Grounded emitter to grounded emitter 
2. Grounded base to grounded emitter 
3. Grounded emitter to grounded collector 
4. Grounded base to grounded collector 
5. Grounded collector to grounded base 

Good temperature stabilization can be achieved utilizing nonlinear elements. In 
Fig. 2.80b, the interstage coupling network consists of a diode and a series resistor. 
If a PN junction diode is used, it is possible to approximate closely the temperature 
behavior of a junction transistor and thereby achieve better compensation. The 
value of R 2 should be experimentally adjusted for optimum stabilization. 
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Another example of the use of a nonlinear element for stabilization is shown in 
Fig. 2.80c. In the absence of the diode, there is a negative incremental increase 
in the base-to-ground voltage and a positive incremental increase in the collector-to­
ground voltage associated with an increase in temperature. With the junction diode 
added, an increase in temperature causes the reverse diode current to increase, thereby 
introducing a positive incremental signal to the base. The positive signal at the 
base causes the collector current to decrease, thereby tending to compensate for the 
increase in the transistor zero-emitter collector current. 

2.9f. Noise in Transistors. The randomness of motion of the electrons and holes 
in a transistor gives rise to minute fluctuations in the transistor currents. These 
fluctuations are called noise currents. The magnitude of the noise current in a 
transistor is dependent upon the average current in the transistor and the frequency 
and bandwidth of the measuring device. When there are no bias currents flowing 
in the transistor, the noise output of the transistor is equal to the thermal noise that 
would be obtained from a resistor of equal resistance. When a biasing current is 
present, the transistor noise at low frequencies may increase to as much as 104 times 
the equivalent resistor thermal noise. The noise power per unit bandwidth varies 
approximately inversely as the frequency of operation up to approximately 100 kilo­
cycles where it has a value several times that of the resistor thermal noise. It remains 
relatively constant for higher frequencies and is always several times larger than 
thermal noise. 

The noise characteristics of transistors are specified in terms of the transistor 
noise figure (see Sec. 7.2j). The noise figure for a transistor is usually specified for a 
one-cycle bandwidth at 1,000 cycles. This measured value can be extrapolated to 
other frequencies by the relation 

1,000 
Fdb ,_, F1,ooo + 10 log10 -

1
- (2.118) 

where F db = transistor noise figure in decibels for a one-cycle bandwidth at the new 
frequency f 

F1,ooo = transistor noise figure in decibels for a one-cycle band at 1,000 cps 
f = new frequency, cps 

The noise figures of junction transistors are considerably lower than those of point­
contact transistors. The noise figures of several junction and point-contact tran­
sistors are listed in Tables 2.6 and 2.7, respectively. 

Example 2.4 
Design a class A common-emitter transistor power amplifier utilizing a 2N83 (NPN) 

transistor. Use a circuit of the type shown in Fig. 2.79a and assume that the source has a 
resistance of 100 ohms and is a-c coupled to the base. Also assume that transformer output 
coupling is used rather than the resistance load shown in the figure and that the transformer 
primary has negligible resistance. Determine R1, R2, a-c load impedance, E2, E1, maximum 
power output, and power dissipation, assuming a maximum operating temperature of 70°C. 
The common-emitter characteristics of the 2N83 transistor are given in Fig. 2.81. Shown 
in Fig. 2.82a and b, respectively, are the critical runaway voltage Vcrit (see Fig. 2.82 for 
definition) and dissipation-derating curves. Note: Construction of load lines and deter­
mination of operating points are discussed in detail in Sec. 3. 

Solution 
1. Determine the maximum allowable transistor dissipation 
In Fig. 2.82b, it is seen that the maximum power dissipation at 70°C is 40 per cent of the 

25°C power-dissipation rating of the transistor, provided Vc/Vcrit ~ 0.01. Assume that 
this condition will be satisfied. The 25°C rating of the 2N83 (assuming typical heat sink) 
is 5 watts (see Fig. 2.81); therefore, the maximum allowable power dissipation P d(max} is 

Pd(max) = 0.4 X 5 = 2.0 watts 

2. Plot the 2-watt power-dissipation curve on the common-emitter characteristic curves 
for the 2N83 as shown in Fig. 2.81. 
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3. Establish a quiescent operating point and construct an a-c load line which provides 

reasonable linearity for large base-current swings. The quiescent operating point should 
be on or below the 2-watt power-dissipation curve. 

For the load line shown in Fig. 2.81, the operating point is defined by le = 100 ma and 
Ve = 20 volts. The value of the a-c load resistance RL is established by the negative 
inverse of the a-c load-line slope, i.e., 

20 
RL = 

0
_
035 

= 571 ohms 

4. Determine the required stability factor S (disregard 8'). 
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Frn. 2.81. Common-emitter characteristics of 2N83 power transistor at 25°C. 

With reference to Fig. 2.82a, it can be seen that the larger the value of Vcrit, the lower 
must be the stability factor. From Fig. 2.82b, the smaller the value of Vcrit, the less power 
can be dissipated in the transistor. Ordinarily, in a power amplifier, a value for Vcrit 
which places Vc/Vcrit at the break point of the curves in Fig. 2.82b is considered to be satis­
factory; i.e., operation at this point provides maximum allowable power dissipation with 
the maximum circuit stability factor for any given operating temperature. Therefore, 

Ve 20 
Vorit = Ml = 0.0l = 2,000 volts 

For a dissipation of 5 watts at 25°C, this requires a circuit stability factor of 5.3 or less (see 
Fig. 2.82a). Therefore, make S = 5. 

5. Determine the necessary value of emitter resistance R1. 
From Eq. (2.99) 



2-78 

or 

ELECTRONIC DESIGNERS' HANDBOOK 

s Ri/R2 + 1 

- S(l - a) 

S - 1 

In the region of the operating point, a 100-ma change in emitter current causes a 90-ma 
change in collector current (see Fig. 2.83). Therefore, a = 0.9 and 

:: = l - :(O.l) = 0.125 

To minimize loading of the source, R2 should be approximately l0R.. Therefore, let 
R2 = 1,000 ohms. Then R1 = 125 ohms. 
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A. Find Vcrito from curve A. This is the critical collector voltage (/co = lO0µa) at which 
the transistor will run away at negligible dissipation at 25°C. It is a function of transistor 
dissipation rating and circuit stability. The circuit stability S equals dlc/dlco or the 
change in collector current for a change in cutoff current. It is approximately equal to the 
d-c current gain of the _circuit. 

B. Determine Vorit from the following relation 

100 
Vorit = Vorito lco(µa) at 250C 

C. Use Vcrit in curve B to find the per cent of rated dissipation allowed for the given 
ambient temperature and collector voltage. 

Fw. 2.82. Critical runaway voltage and derating curves for germanium transistors. 
The value of Vorit = Vcrito for a 2N83, since lco at 25°C is equal to lO0µa. (a) Critical 
runaway voltage. (b) Maximum allowable dissipation. The dissipation limits must be 
derated when the transistor is operated at elevated ambient temperatures. In addition, 
it is necessary to reduce further the allowable dissipation to prevent a condition known as 
"runaway." This condition, common to all germanium transistors, results when the 
dissipation, due to the product of Ve and Ale is sufficient to increase le through self-heat­
ing rapidly enough to cause unstable equilibrium. The effect is a rapid build-up of collector 
dissipation beyond the allowable limit. Curves A and B permit a calculation of the max­
imum allowable dissipation for given ambient and operating conditions. 

6. Determine the bias supply voltages E1 and E2 
Since emitter-base characteristics for the 2N83 transistor are not given, it is assumed 

that the emitter-base potential necessary to obtain the quiescent-operating-point condi­
tions is zero volts. The error in this assumption will not be greater than 0.1 or 0.2 volt 
for a germanium transistor and about 0.6 volt for a silicon transistor. 

From the characteristic curves of Fig. 2.81, the quiescent conditions of operation are 

le = 100 ma 
lb = 7 ma 
Ve = 20 volts 
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Fm. 2.83. Common-base characteristics of 2N83 power transistor. 
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FIG. 2.84. Transistor amplifier circuits for Example 2.4. 

Since these currents are much larger than lea, the emitter current is given closely by 

le = lb + le 
= 107 ma 

From the circuit of Fig. 2.79a and remembering that Ve is the collector-to-base voltage, it is 
seen that the following two equations can be written to describe the static conditions of 
operation (direction of 11 and 12 as shown in Fig. 2.79a). 

and 
Therefore 

E2 =Ve+ hR2 
E1 = leR1 + IbR2 

E2 = 20 + 1,000( -7 X 10-3) 

= 13 volts 
~1 = 125( -107 X 10-3) + 1,000( -7 X 10- 3) 

= - 20.4 volts 

7. Determine the circuit input power. 

Pde = Ede + Eile = 13 X 0.10 + 20.4 X 0.107 
= 3.48 watts 

8. Determine the a-c output power and the circuit efficiency. 
(Ve - Vc(min))(lc(max) -le) 

2 

(20 - 0.5)(0.135 - 0.100) 
2 

= 0.341 watts 

1/c Po 0.341 = 9 _8 % 
= Pde = 3.48 
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The complete circuit of the transistor amplifier is shown in Fig. 2.84a. This circuit 
requires two bias supplies of odd voltage values. By altering the values of R1 and R2, 
keeping their ratio constant to maintain the required value of stability factor S, the values 
of E1 and E2 can be varied to more suitable voltages. If R2 cannot be reduced in value, any 
change from the circuit of Fig. 2.84a will result in decreased circuit efficiency because of 
increased power loss in R1 as its value increases. The circuit of Fig. 2.84b where E2 has 
been reduced to zero illustrates the possible range of supply-voltage variation for a constant 
value of S. The supply voltage E1 can be further increased to any desired value by also 
increasing R1 to maintain the emitter-base voltage approximately equal to zero. Resistor 
R 2 cannot be changed from 2,857 ohms without a collector circuit bias supply. Therefore, 
increasing E1 and R1 will reduce S, increasing the d-c stability of the circuit at the expense of 
increased power dissipation in R1. 

Example t.6 
Design a class A common-base transistor power amplifier utilizing the 2N83 (NPN) 

transistor. Assume that the source resistance is 100 ohms and is capacitively coupled to 
the emitter. Assume that transformer output coupling is used and that the transformer 
primary has negligible resistance. Determine R1, RL, E1, E2, maximum power output, 
and power dissipation. Assume a maximum operating temperature of 70°C. The com­
mon-base characteristics of the 2N83 transistor are given in Fig. 2.83. 

Solution 
1. Determine the maximum transistor dissipation. 
From step 1 of the previous example, the maximum allowable power dissipation is 

Pd = 2.0 watts assuming Vc/Vcrit ~ 0.01 

2. Plot the 2-watt dissipation curve on the common-base charaeteristic curves of the 
2N83 as shown in Fig. 2.83. 

3. Construct a load line and determine an operating point which provides good linearity 
for large emitter-current swings. 

For the load line shown in Fig. 2.83 the operating point (point of tangency) is 
le = 62.5 ma, Ve = 30 volts 

RL = 30 volts = 480 ohms 
62.5 ma 

4. Determine the required stability factor S. 
The necessary value of Vcrit (see Step 4 of Example 2.4) is 

Ve 30 
Vcrit = 0.0l = 0.0l = 3,000 volts 

For a dissipation of 5 watts at 25°C, this requires a circuit stability factor of 3.5 or less. 

Cc 

~ E1 =61 
- VOLTS 

+ 

+ E2 =30 
VOLTS -

For the common-base circuit with zero ex­
ternal base resistance (R2 = 0) S = 1 [see 
Eq. (2.99)]. Therefore, stability is assured. 

5. Determine the value of R1 
The circuit is shown in Fig. 2.85. To 

minimize the loading of the source, R1 
should be approximately lORs or greater. 
Therefore, let R1 = 1,000 ohms. 

6. Determine the required bias supply 
voltages E1 and E2. 

Frn. 2.85. Grounded-base circuit of Ex­
ample 2.5. 

From the circuit of Fig. 2.85 and remem­
bering that the emitter-base voltage is very 
closely equal to zero, the equations deter­

mining the bias voltages E1 and E2 are (current direction as shown in Fig. 2.85) 

E1 = -leR1 
E2 = Ve 

From the characteristic curves of Fig. 2.83, it is seen that le = 0.067 amperes. Therefore, 

E1 -0.067 X 1,000 
= -67 volts 

E2 = +30 volts 

7. Determine the bias supply input power. 

Pde = E2le + Ede 
= 1.88 + 4.49 
= 6.37 watts 



VACUUM TUBES AND TRANSISTORS 2-81 
8. Determine the a-c output power and the collector circuit efficiency. 

(Ve - Ve(min)) (Je(max) - le 
2 

(30 - 0) (0.125 - 0.0625) 
2 

= 0.94 watts 

= Po = 0.94 
11e Pde 6.37 = 14.8% 

A comparison of the 2N83 in the two circuits illustrates the advantages of each circuit type 

Parameter Common-base Common-emitter 

pd 6.37 watts 3 .48 watts 
Po 0.94 watts 0.34 watts 

,,, 14.8% 9.8% 
linearity Excellent Fair 

It should be noted that the use of RC coupling into the transistor and the 1,000 ohm value 
of the coupling resistor have resulted in greatly reduced circuit efficiency. Transformer 
input coupling is much more desirable from an efficiency standpoint. 

2.9g. Transistor h Parameters. In order to conveniently define the characteristics 
of transistors in common-base, common-emitter, and common-collector circuits, six 
families of curves are required. The necessary families are: 

Common-base Circuit 

1. Input-Ve versus le for constant values of output terminal voltage Ve 
2. Output-le versus Ve for constant values of input current le (see Fig. 2.83) 

Common-emitter Circuit 

3. Input-Vb versus h for constant values of output terminal voltage Ve 
4. Output-le versus Ve for constant values of input current h (see Fig. 2.81) 

Common-collector Circuit 

5. Input-Vb versus h for constant values of output terminal voltage V., 
6. Output-le versus Ve for constant values of input current h 

The family of curves (see Fig. 2.83) which defines the transistor output charac­
teristics for a common-base circuit can be compared to the standard Eb-lb charac­
teristic curves for a vacuum tube. In each case, the slope of the curves is equal to 
the output admittance. The vertical spacing between the curves represents the 
change in output current for an incremental change in bias, viz., the incremental 
change in emitter current in the transistor and the incremental change in grid voltage 
in the vacuum tube. For a transistor in which Ve is held constant, the vertical separa­
tion of the curves defines the current amplification a between the emitter and the 

collector, that is, a = ole/al., I . In the case of a vacuum tube in which Eb is held 
v. 

constant, the vertical spacing defines the gm of the tube. that is, gm = alb = aEc I . 
Eb 

The significant observation from the preceding is that the information contained in 
the family of curves defining the output characteristics for a transistor in a common­
base circuit is primarily (1) the transistor output admittance for the input a-c open­
circuited (note that a constant emitter current denotes an infinite impedance source 
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which is an effective input a-c open circuit); and (2) the forward current amplification 
from the emitter to the collector for the output a-~ shorted (note that a constant col­
lector voltage denotes a zero impedance collector voltage source which is an effective 
output a-c short circuit). The symbols which have been recommended by RETMA 
for these two characteristics are hob and h1b, respectively. In a similar manner, 10 
additional h parameters are utilized to describe the characteristics of the five other 
families of curves. Most manufacturers are now supplying transistor data in terms 
of these parameters. A complete tabulation of the h parameters is as follows: 

Common-base Circuit (b) 

where 

h,.b = input resistance with output a-c short-circuited 
hrb = reverse voltage gain with input a-c open-circuited 
h1b = forward current gain with output a-c short-circuited = a 
hob = output admittance with input a-c open-circuited 

hrb 
rb = -

hob 
1 - hrb 

re = ~ 

r, = hib -
hrb(l - lh1bl) 

hob 

Tm 
lh1bl - hrb 

hob 

Common-emitter Circuit (e) 

where 

hi, = input resistance with output a-c short-circuited 
hr, = reverse voltage gain with input a-c open-circuited 
h1, = forward current gain with output a-c short-circuited = /3 
ho, = output admittance with input a-c open-circuited 

rb = hi, - hr.(1 h+ h1,) 
oe 

Common-collector Circuit (c) 

where 

hie = input resistance with output a-c short-circuited 
hrc = reverse voltage gain with input a-c open-circuited 
hie = forward current gain with output a-c short-circuited 
hoc = output admittance with input a-c open-circuited 

rb = hie - lh1cl (1 - hrc) 

r = lh1cl 
c hoc 

(2.119) 

(2.120) 

(2.121) 

(2,122) 

(2.123) 

(2.124) 

(2.125) 

<2.126) 

(2.127) 

(2.128) 

(2.129) 

(2.130) 

The terms rb, re, r,, and rm can be determined from Eqs. (2.119) to (2.130). The 
circuit input and output impedances, gain, etc., can then be determhied from Eqs. 
(2. 72) to (2.89). 
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3.1. Classes of Operation and Types of Coupling. In general, the use of an amplifier 
is necessitated by the requirement for reproducing a given signal at either (1) a higher 
voltage level or (2) a higher power level. Although in many cases both results are 
accomplished, the two objectives are separated for design considerations into (1) 
voltage amplifiers and (2) power amplifiers. The special design considerations for 
power amplifiers are treated in Sec. 4. 

3.1a. Amplifier Classifications. The tube used as either a voltage or power ampli­
fier can be employed in any one of the following classes of operation:1 

Class A Amplifier. The grid bias and alternating grid voltages are such that plate 
current in a specific tube flows at all times. 

Class AB Amplifier. The grid bias and alternating grid voltages are such that 
plate current in a specific tube flows for more than half but less than the entire elec­
trical cycle. 

Class B Amplifier. The grid bias is approximately equal to the cutoff value so 
that the plate current is approximately zero when no exciting grid voltage is applied 
and so that plate current in a specific tube flows for approximately one-half of each 
cycle when an alternating grid voltage is applied. 

Class C Amplifier. The grid bias is appreciably greater than the cutoff value 
so that the plate current in each tube is zero when no alternating grid voltage is 
applied and so that plate current in a specific tube flows for appreciably less than 
one-half of each cycle when alternating grid voltage is applied. 

To denote that grid current does not flow during any part of the input cycle, the 
suffix 1 can be added to the letter or letters of the class identification, e.g., class ABl. 
The suffix 2 can be used to denote that grid current flows during some part of the 
cycle. 

3.1b. Types of Coupling. A tube used for voltage amplification is usually operated 
class A and at low to moderate plate supply voltages and plate currents. The types 
of amplifiers, denoted by the types of coupling employed, fall into four general 
categories: 

1. The resistance-coupled amplifier, shown in Fig. 3. la, is characterized by the 
resistive plate load Rb, grid resistor Re, and coupling capacitor C0 • This form of 
voltage amplifier is the most widely used because of the ease with which broad fre­
quency coverage can be achieved and the economy in the cost, size, and weight of 
the components required. 

2. The transformer-coupled amplifier, shown in Fig. 3.lb, can provide much more 
gain per tube than the corresponding resistance-coupled amplifier since a voltage 
gain can be derived from a step-up ratio in the transformer. Amplification of very 
low and very high frequencies is difficult because of the inherent limitations of the 
transformer. 

3. The impedance-coupled amplifier, shown in Fig. 3.lc, provides a method of 
obtaining a high value of plate-load impedance with a low d-c voltage drop. With 
the exception that there is no transformation ratio, most of its operating characteristics 
are the same as those of the transformer-coupled stage. 

4. The dfrect-coupled amplifier, shown in Fig. 3.ld, is the only type that has a fre­
quency response without lower limit. 

1 As defined by the Institute of Radio Engineers, Standards on Electronics, 1938. 
3-2 
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8.2. Amplifier Equivalent Circuits. The performance of tube circuits can be 

analyzed by the use of equivalent circuits. For relatively small input signals,1 the 
tube can be assigned a linear transfer coefficient in the equivalent circuit. The 
transfer coefficient can be (1) in terms of µ and relate the equivalent generator 
voltage to the input (signal) voltage or (2) in terms of Um and relate the equivalent 
generator current to the input voltage. 

It must be emphasized that this method of analysis treats only the varying (a-c 
or signal) components of current and voltage, not the quiescent values. 
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FIG. 3.1. Types of coupling in amplifiers. 

(0) I b) 
FIG. 3.2. Amplifier and equivalent circuit. 

+ 

3.2a. Equivalent Voltage or Current Generator. The circuit shown in Fig. 3.2a can 
be replaced by the simple equivalent plate circuit of Fig. 3.2b. The grid circuit and 
all the factors pertinent to the quiescent condition only (Ecc, Ebb) are dropped out 
in the equivalent diagram. The vacuum tube as a voltage amplifier can always 2 be 
replaced by a generator whose open-circuit voltage is µ times the grid-cathode signal 
voltage and whose internal resistance is equal to the tube dynamic plate resistance rp. 

1 The small signal limitation is to minimize the variation in tube constants with applied 
signal. 

2 This equivalent-circuit discussion assumes compliance with the small signal limitation. 
Also, the frequency of operation has been assumed to be in a region where tube capacitances, 
transit time, and other high-frequency effects need not be considered. 
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Using the equivalent circuit, the output signal current io and the output signal 
voltage eo can be computed: 

io = µ,e, 
- rp + Rb 

(3.1) 

(3.2) . R µ,e.Rb 
eo = io b = - r p + Rb 

The load resistor Rb in Fig. 3.2a can be replaced with any type of load (inductor, 
tuned circuit, etc.) if a path of d-c continuity is provided for the flow of plate current. 
A generalized load impedance Zb can be substituted for Rb in the equivalent circuit 
and equations. The impedance of reactive loads varies as a function of frequency; 
therefore any numerical solution of the equations will be for a specified frequency. 
If the load Zb is composed of two or more parallel current paths, the solution will be 
expedited if this parallel load is converted to the series equivalent by the methods of 
complex algebra. If the load Zb has a reactive component, i.e., a phase angle other 
than 0° at the specified frequency, i 0 and ea will each have a phase angle with respect 
to the signal voltage e •. 1 

3.2b. Constant Voltage Generator. Examination of Eq. (3.2) indicates that if Rb 
were very large compared to rp, the output voltage would be essentially equal to 

- µ,e. and almost independent of the 
exact value of Rb. In this special case 
the tube is equivalent to a constant volt­
age generator. This concept is useful in 
the evaluation of circuits with a varying 
load resistance provided that the mini­
mum value of Rb is very much larger 
than rp. If the amplifier in Fig. 3.2a 
satisfies the large Rb criterion, an equiva­

Frn. 3.3. Constant voltage generator lent circuit could be drawn as in Fig. 3.3. 
equivalent circuit for the condition where This is the constant voltage generator 
Rb» Tp. 

equivalent circuit in which eo is equal to 
the generator voltage, and the gain of the amplifier e0 / e. is equal to - µ,. When the 
constant voltage criterion is applicable, the phase angle of the output current is equal 
to but has the opposite sign from the load phase angle. 

This special equivalent circuit is often applicable to an amplifier having an inductor 
or an unloaded interstage transformer in the plate circuit. 

3.2c. Constant Current Generator. Examination of Eq. (3.1) indicates that if Rb 
were very small compared to rp, the output current would be given by Eq. (3.3). 

when Rb« rp (3.3) 

For this particular condition, the output current is virtually-independent of the value 
of the load resistance or impedance, and the tube is equivalent to a constant current 
generator. In circuits with tubes having a high value of dynamic plate resistance, 
pentodes in particular, the condition stipulated for Eq. · (3.3) is frequently satisfied 
and the tube can be considered as being a constant-current generator. 

A fundamental relationship between tube constants is given by Eq. (3.4). 

(3.4) 

1 In general, discussions of phase shift in an amplifier will disregard the normal 180° 
relationship between the grid and plate voltages of each tube and will treat only the depar­
tures from this relationship. 
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By making use of Eq. (3.4) and the relationship given by Eq. (3.3), it is possible to 
obtain expressions for the output in terms of Ym for the case where rp » Rb. 

io ~ -e.gm 
and eo ~ -e.gmRb 

(3.5) 
(3.6) 

Figure 3.4 illustrates the form of the constant current generator equivalent circuit 
which is valid if rp is very much larger than the 
load resistance. The output current io is as­
sumed to flow from a constant current genera­
tor of infinite internal resistance and is 
indicated by the arrow on the generator symbol 
in the drawing. When the constant current 
generator principle is applicable, the phase 

I 
-~J_ 

angle of the output voltage, with respect to the Fm. 3.4. Constant current generator 
grid voltage, is equal to 180° plus the phase equivalent circuit for the condition 
angle of the load. where rp » Rb. 

3.2d. Equivalent Circuits. Neglecting the effects of shunting and interelectrode 
capacitances, lead inductances, and electron transit time within the tube (see Secs. 

I 
_j_ 

( 0 l GROUNDED-GRID AMPLIFIER AND 
DRIVING GENERATOR 

Bo------' 

\ C) EQUIVALENT INPUT 
IMPEDANCE 

I 

8 

( /J) EQUIVALENT AMPLIFIER 
CIRCUIT 

Rs tµ+n 

I dl EQUIVALENT OUTPUT 
IMPEDANCE 

Fm. 3.5. Grounded-grid amplifier and equivalent circuits. 

3.8b to 3.8/), simple equivalent circuits can be drawn for the operation of most vacuum­
tube circuits. In the majority of applications these simplified equivalent circuits 
are satisfactory; however, at high frequencies it is necessary to consider the effects 
of shunt capacitances, transit time, etc. 

The three basic circuit configurations are shown in Figs. 3.5, 3.6, and 3.7. In 
addition, the equivalent amplifier circuits and the circuits representing the input and 
output impedances are included. In the low- and high-frequency cases, these circuits 
must be modified by those factors which are discussed in paragraph 4 of Sec. 3.2e. 

In an amplifier which has its grid stabilized to ground, all plate-circuit impedances 
(r21, Rb, etc.) as viewed from the cathode are multiplied by the term 1/ (µ + 1). 
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Under similar conditions, the cathode impedance when viewed from the plate circuit 
is multiplied by the term (µ + 1). 

1. Grounded-grid Amplifier. An amplifier with a signal source connected to the 
cathode, as in Fig. 3.5a, will have an equivalent circuit as shown in Fig. 3.5b and 
input and output impedances as shown in Fig. 3.5c and d. 

2. Grid-driven Amplifier. If the driving source is connected to the control grid 
and the output signal taken from the plate, Fig. 3.6a and b is applicable. If the 

£ - + 
cc Ebb 
(o) GROUNDED CATHODE 

___ J 
(bl GROUNDED CATHODE EQUIVALENT AMPLIFIER AND OUTPUT IMPEDANCE CIRCUIT 

(CJ GROUNDED PLATE 
(d) GROUNDED PLATE EQUIVALENT AMP­

LIFIER AND OUTPUT IMPEDANCE 
CIRCUIT 

Fm. 3.6. Grid-driven amplifier and equivalent circuit. 

driving source is connected to the control grid and the output signal taken from the 
cathode as shown in Fig. 3.6c, the equivalent circuit of Fig. 3.6d is applicable. 

3. Plate-driven Tube. If a driving signal is injected in the plate circuit as shown in 
Fig. 3.7a, the equivalent amplifier circuit in Fig. 3.7b is applicable. 

The impedance into which the driving generator must function is given by the 
circuit in Fig. 3.7c. It should be noted that R1, across which an opposing grid signal 
is developed because of the fl.ow of signal current, is effectively multiplied by the 
term(µ+ 1). 

3.2e. Additional Considerations for Equivalent Circuit Analysis. The following 
factors must be considered in establishing equivalent circuits: 

1. Small Signal Restriction. Equivalent circuit analysis is based on small signal 
conditions and the tubes being· in continuous conduction. Under these conditions 
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it is possible to obtain solutions with an accuracy which is limited primarily by vari­
ations in tube characteristics and circuit components from their nominal values. 

2. Tube Coefficients. The tube coefficients (µ, rp, Ym) must be valid for the actual 
operating conditions. There is considerable danger in applying "typical" coefficients 
without. careful regard for the specific application. Many tube data sheets supply 
the prope; values as a function of the tube voltages or current. If this information 

A 

8 + -
o-------+---..1.--o 

Ebb 

\a) AMPLIFIER WITH SIGNAL INJECTED 
IN PLATE CIRCUIT 

lb l EQUIVALENT AMPLIFIER CIRCUIT 

A 

( rp ) µR, .,;y R1 
/+---

R1 +R2 

(,+ J,, )- R2 
R1 +R2 

( C ) EQUIVALENT INPUT 
IMPEDANCE 

( d) EQUIVALENT OUTPUT IMPEDANCE 

FIG. 3.7. Plate-driven tube and equivalent circuits. 

is not available, it should be determined graphically from the tube characteristics 
in the region of operation. 

S. Linearity of Elements. Some common nonlinear circuit elements are as follows: 

a. Amplifier tubes or diodes in which the operating region passes into both the 
conducting and nonconducting regions or through the region of excessive cur­
vature of the characteristic curves at low current 

b. Thyrite resistors, inductors, capacitors, or other materials in which the impedance 
varies as a function of current or voltage 

c. Motors or other electromagnetic devices in which the voltage-current relation­
ship changes as a function of load, saturation, or other factors 

4. Operating Frequency. The principal factors pertinent to the frequency of 
operation which must be considered are: 

At low frequencies, 

a. Reactance of capacitors used for bypassing and coupling 
b. Reactance of inductors or transformer windings 
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At high frequencies, 

a. Interelectrode and shunting capacitances 
b. Inductances due to wire lengths inside and outside the tube 
c. Transit time and the associated loading and phase shift 
d. Losses due to core materials and/or dielectrics 
e. Leakage reactance in transformers 

If the equivalent network contains more than one current loop, one of the many 
conventional network theorems may be used to simplify the problem. 

When the restriction concerning small signals is violated, the accuracy of the 
analysis is progressively reduced as the signal amplitude is increased. Examination 
of the tube dynamic transfer characteristic (see Sec. 3.3b) will indicate the actual 
limits for good accuracy. These limits are indicated by the range over which the 
dynamic transfer characteristic is essentially a straight line. 

If nonlinear circuit elements are employed, the equivalent circuit analysis can still 
be used. The method becomes one of reaching a separate solution for each discrete 
operating condition. In a circuit having two different operating states, e.g., a diode 
conducting and nonconducting, a separate solution for each state will be valid. 
For a continuously nonlinear device a number of point solutions must be obtained 
in the region of interest unless the equation for the nonlinear function is known. 

3.3. Graphical Analysis of Triode Amplifiers. Graphical solutions of vacuum-tube 
amplifier circuits provide data on quiescent operating conditions, dynamic char­
acteristics, and distortion as a function of signal amplitude. 

3.3a. Quiescent Operating Conditions. Plate characteristics as supplied by the 

RI) 
18K 

manufacturer indicate the plate current 
lb as a function of plate voltage Eb and 
grid bias Ee. Eb and Ee are the volt­
ages applied to the tube elements, not 
the supply voltages. 

The use of load lines provides a graph­
ical simultaneous solution for the quies­
cent tube current, plate voltage, grid 
voltage, and the voltage drops across the 
resistances in the plate and cathode 
circuits. 

FIG. 3.8. Resistance-coupled amplifier. The amplifier in Fig. 3.8 will be used as 
an example to show the steps in the solu­

tion of a resistance-coupled amplifier circuit.1 The Eb-h charactezistics for the tube 
are shown in Fig. 3.9. 

1. D-C Plate-load Line. The d-c plate-load line can be drawn on the tube char­
acteristics as shown in Fig. 3.9. This line defines the division of the plate supply 
voltage Ebb between the tube and the resistors in the plate and cathode circuits. The 
load line has a slope equal to -1/(Rk + Rb). Its position is readily established by 
determining the intercepts on the voltage and current coordinates as follows: (1) if 
the plate current is zero the plate voltage is Ebb and (2) if the voltage drop across the 
tube is zero, the current must have a value as to produce a voltage drop equal to 
Ebb -in the resistors. This current value is equal to Ebb/(Rk + Rb). 

These two considerations establish the two points between which the d-c plate-load 
line is drawn, point A (300 volts, zero current) and point B (zero volts, 15 ma). This 
line is the locus of the possible d-c operating points for this specific circuit. 

S. Bias Line. This line defines the relation between the cathode voltage Ek and 
the cathode current. This line is plotted against the plate-current scale and the 

1 An amplifier having external grid bias and cathode degeneration is given in Example 3.1. 
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grid-voltage curves. At any current 16 the product hRk determines the value of Ek, 
wh_ich is also the bias - E, for the ease of the grid returned to ground. In con­
structing the bias line, select various values of plate current and determine the corre­
sponding cathode voltages. For example, if Rk = 2,000 ohms and lb = 3 ma, 
Ek = 6 volts (point C), and when lb = 5 ma, Ek = 10 volts (point D). A line 
passing through points C and D intersects the d-c plate-load line at point 0. This is 
the quiescent operating point. 

Because one of the coordinates against which the bias line was plotted is curved, 
the bias line is also curved. This is particularly noticeable at the low-current values. 
It is evident that for accuracy the points C and D should be selected near, and pre­
ferably bracketing, the d-c plate-load line. 

16 r---------;--r,---,.--,--.;..._-,----,----r----.----,----~----

~-i_2 
<n 

~ 10 
LL.I 
Q. 
2 

MAX/MUN PLATE DISSIPATION 

~ 8 ,___...__,_......_...__,........, 
...J 

:E 

~6~-~--~-~~~~~~--U-
:3 
Q. 

100 300 
PLATE VOLTS {£/)) 

400 -10 -16-14-12 -10 -a -6 -4 -2 o 
GRID VOLTS (£cl 

FIG. 3.9. Graphical analysis of a triode amplifier. 

ib(MAX) 

3. Quiescent Circuit Values. The point O and its projection on the current and 
plate voltage coordinates make it possible to tabulate the following data: 

ho= 4.2 ma 
Ebo = 216 volts 
Eco = -Eko = -IboRk = -8.4 volts 

Plate dissipation PP = hoEbo = 0.91 watt 
Voltage drop in Rb = IboRb = 75.6 volts 

Dissipation in Rb = Ibo2Rb = 0.32 watt 

4. Maximum Plate Dissipation Curve. The maximum allowable plate diPsipation 
expressed in watts can be restated in terms of a maximum steady-state current at any 
given plate voltage. If these corresponding currents and voltages are plotted on the 
plate characteristic curves, the resulting curve defines the limits of the permissible 
quiescent operating area. The maximum plate dissipation curve shown in Fig. 3.9 
has been drawn for a maximum plate dissipation rating of 2.5 watts. Point O must 
always lie below the curve. When the quiescent point is well below this limit, short­
duration signal excursions above the curve are permissible. 

3.3b. Dynamic Operating Conditions. An amplifier such as the one shown in 
Fig. 3.8 can be evaluated graphically to determine the gain, maximum signal ampli­
tude, and distortion as demonstrated in the following procedure. The dynamic 
transfer characteristic is useful in determining the limits of the linear region. 
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1. A-C Plate-load Line. The d-c load line was drawn for the quiescentcondition. 
If, for the specific signal frequencies involved, the reactances of Ck and Cc are negligible, 
the a-c load resistance rb seen by the tube, from plate to ground, consists of Rb 
paralleled by Re, The a-c load resistance is therefore equal to RbRc/(Rb + Re), or 

18 X 103 X 106 
(l8 X 103) + 106 = 15,250 ohms 

The a-c load line does not necessarily pass through the quiescent operating point 
if the a-c plate-load resistance rb is not equal to the d-c plate-load resistance Rb. 
The displacement is a function of the distortion introduced due to the nonlinear tube 
characteristics. It should be noted that when distortion does exist, the amount of 
displacement of the a-c load line from the quiescent point is also a function of the 

OUTPUT 
VOLTAGE 

Frn. 3.10. Output voltage and current relationships for a sine-wave input signal. 

output signal amplitude. For very small output signal amplitudes, the displacement 
approaches zero and the a-c load line can be considered as intersecting the d-c load 
line at the quiescent point. In this case, or if the tube characteristics are considered 
to be linear, the method of plotting the new load line is to first find the value of I boTb 
and add this voltage to Ebo, This new voltage is equal to 0.0042 X 15,250 + 216, 
or 280 volts, and establishes the point of intersection between the a-c load line and 
the zero current axis. In Fig. 3.9 this has been plotted as point E. A line drawn 
from E through O represents the path of operation for a-c signals. 

2. Determination of Gain. Figure 3.10 illustrates the voltage and current relation­
ships during one cycle of the input signal. The applied signal is represented by an 
excursion along the a-c load line originating from point T, the effective bias under 
a-c conditions (identical to the quiescent operating point when no distortion is 
present), and is measured by the Ee voltage scale. The input signal has been pro­
jected point-for-point onto the plate current and plate voltage scales. 

In Fig. 3.9 a signal with peak values of ±4 volts will swing the instantaneous 
operating point between points F and G. The projection of points F and G on the 
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plate voltage scale determine eb(min) and eb(mn), the plate voltages at the peak signal 
excursions from Ebo- The gain A is expressed by 

A = eb(max) - eb(min) = 257 - 165 = 11.5 
2Eum 8 

where Eum = peak value of the input signal 
To determine the gain of an amplifier having cathode degeneration, refer to part 3 

of Example 3.1. 
3. Dynamic Transfer Characteristic. On the right side of Fig. 3.9 the scale along 

the abscissa has been changed to Ee, that is, the voltage between grid and cathode. 
From the plate characteristics each intersection of the a-c load line and the grid 
voltage Ee curves can be used to establish a point to be used in the construction of 
another curve which is called the dynamic transfer curve. Each point is translated 

~ ... 
~ 
c:: c:: 
::> u 
w ... 
<( 
...J 
0.. 

0 

PLATE VOLTS (Et,) 

Frn. 3.11. Example of shift from quiescent operating point due to nonlinearity in the tube 
characteristic. 

horizontally, maintaining the same current, and located above the corresponding 
value of Ee. 

The curve in this graph is the dynamic transfer characteristic for the amplifier 
shown in Fig. 3.8. The upper portion of this plot is virtually a straight line, and 

, operation restricted to this area would be essentially distortionless. 
4. Shift in the Operating Point under Dynamic Conditions. In an amplifier that is 

not perfectly linear, a change in the average plate current will occur when a signal 
is present. This departure from the quiescent operating point will be related to the 
degree of nonlinearity and to the signal amplitude. This shift of operating point, 
sometimes termed "rectification effect," is usually negligible in small-signal voltage 
amplifiers but frequently of importance in power amplifiers. 

The shift from the quiescent operating point under dynamic conditions due to 
the nonlinearity in the tube characteristic curves results in the establishment of two 
new and distinct operating points and the displacement of the a-c load line (see 
Fig. 3.11). One of these is point A on the d-c load line and represents the average 
plate current with the signal present. The other is point Ton the displaced a-c load 
line and indicates the effective bias with the signal present and consequently the 
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plate current at the instant the input signal has zero amplitude. The a-c load line 
is displaced to a position which passes through point A on the d-c load line and is 
parallel to its position through the quiescent operating point 0. If the tube has an 
external bias supply, point Twill be determined by the intersection of the displaced 
a-c load line and the same bias voltage curve as at quiescence. If the tube has self­
bias, point T will be established by the intersection of the displaced a-c load line 
and the bias voltage curve determined by the product of the cathode resistance and 
the average value of the plate current under dynamic conditions. · 

Point A is located along the d-c load line at a value of plate current Iba given by 
Eq. (3.7). The process of determining Iba is not direct, however, since Eq. (3.7) 
co:o.tains terms .which can be determined only after the a-_c load line has been con­
structed through point A. Consequently, different values for point A must be 
as~mmed until the values obtained from the resulting a-c load line and substituted in 
Eq. (3.7) produce a calculated value of ha which agrees with the assumed value. 

5. Determination of Harmonic Distortion. The harmonic analysis of the output 
signal can be accomplished by graphically determining plate current for five specific 
values of a given sine-wave input signal and applying the proper equations. The 
five input-signal amplitudes and the associated plate-current terms to be read from 
the a-c load line are as follows: 

-Eum 
-0.5Eum 

0 
+0.5Eum 
+Eum 

ib(min) 
iy 
ht (current at point T) 
ix 
ib(max) 

where E 0m = maximum peak input signal. 
These quantities are shown in Fig. 3.9. 

Equation (3. 7) permits the determination of the average plate current ha with the 
signal present. 

Iba = 0.167(h(max) + 2ix + 2iy + ib(min)) (3.7) 

With a sinusoidal signal applied to the input of an amplifier, sinusoidal current 
and voltage waveforms usually are desired at the output. In Fig. 3.9 the input signal 
swinging between points F and G produces current variations extending from ibcmax> to 
ib(min) (no shift in operating point is assumed). The asymmetry of these current 
values with respect to ht (Ibo if no shift in the operating points is considered) 1 indicates 
the presence of 2nd-harmonic distortion. The peak value of the 2nd harmonic I H 2 

in the current waveform is given by 

[ H2 = 0.25(ib(max) + ib(min) - 2lbt) (3.8) 
for the example given: 

ib(max) = 7.4 ma ib(min) = 1. 7 ma lbt = 4.2 ma 
Therefore 

I H2 = 0.25(7.4 + 1.7 - 8.4) = 0.175 ma 

The percentage of 2nd harmonic is 

31H2 
Per cent H 2 == • + . . . X 100 

ib(max) ~'h: - iu - 'l-b(min) 
(3.9) 

= 3(0/:5) X 100 = 6.1 % 

1 In most instances it is possible to determine the harmonics from the nondisplaced a-c 
load line without introducing appreciable errors. 



where ix = 5. 7 ma 
i 11 = 2.8 ma 
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The peak value of the 3rd harmonic is given by 

Im = 0.167(ib(max) - 2ix. + 2i11 - ib(min)) 
Im = 0.167(7.4 ~ 11.4 + 5.6 .-. 1.7) = -0.0167 ma 

3-13 

(3.10) 

The negative sign indicates that the harmonic subtracts from the fundamental when 
the fundamental reaches its positive crest value. 

The percentage of 3rd harmonic is 

Per cent Ha 
3/Ha --------- X 100 

ib(max) + ix. - i'/1 - ib(min) 

= ot: X 100 = 0.58% 

Similarly, the 4th harmonic may be figured from 

J H4 = 0.083(ib(max) - 4ix. + 6lbt - 4iy + ib(min)) 
3IH4 

Per cent H, = . + . . . X 100 
'l,b(max) h: - 'l,'/1 - 'l,b(min) 

(3.11) 

(3.12) 

(3.13) 

3.3c. Graphical Analysis of a Degenerative Amplifier Having Both External and 
Cathode Bias. A problem frequently encountered is the amplifier with a bias deter­
mined by a cathode resistor as well as a d-c potential applied to the grid. The quies­
cent operating condition can be found by a simultaneous solution involving the two 
bias sources. This can be done graphically, and the method is demonstrated in 
Example 3.1. 

Example 3.1 
In Fig. 3.12, the grid can be made either positive or negative with respect to ground. 

Assuming the tube characteristics to be those shown in Fig. 3.13, determine the quiescent 
operating points for each bias supply and also the 
gain. 

Solution 
1. Positive Grid Potential (Switch in the y 

Position) 
If the external bias supply is a positive volt- x 

age, the first step is to establish the value of r<' 
current through the cathode resistor required to & -
provide zero bias for the tube. This value of BV 
current is equal to Eee/R1c = 20/4000, or 5 ma, 
and is plotted as point U in Fig. 3.13. 

Additional points to be plotted on Fig. 3.13 are 

+ 

~+ 
fOV 

Rb 
16K 

+ 
JOOV 

obtained by determining the required plate cur­
rent for different assumed values of bias. For 
example, if the bias Ee is assumed to be equal to 
- 6 volts, the required cathode voltage would be 
equal to 26 volts since the external bias supply 
voltage is 20 volts. The value of current 

FIG. 3.12. Circuit for Example 3.1 to 
illustrate the graphical solution for the 
operating point where both external 
and cathode bias are used. 

required for a cathode voltage of 26 volts is 26/R,., or 6.5 ma. This value is plotted as 
point Vin Fig. 3.13. A line drawn through several points located in this manner defines 
the locus of grid-bias voltages associated with values of plate current. The intersection 
of this bias line with the d-c load line determines the quiescent operating point. 

2. Negative Grid Potential (Switch in the x Position) 
If the external bias supply is a negative voltage, the first step is to locate point Ron Fig. 

3.13 which is the bias (external supply voltage) which would exist if no plate current were 
flowing, i.e., Ee = -8 volts. The method of establishing additional points to be used in 
the plotting of the bias line is to assume values for the bias voltages which are more negative 
than that of the external supply voltage and determine the required associated values of 
plate current. For example, if the bias voltage is to be -12 volts, the cathode voltage 
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must be equal to 4 volts. The required plate current is therefore equal to 4/ Rk, or 1 ma, 
and is plotted as point Sin Fig. 3.13. As in step A, a line can be drawn through similarly 
located points, and the point of intersection between the constructed line and the d-c load 
line defines the quiescent point. 

3. Determination of Gain 
The gain of an amplifier having cathode degeneration can be determined by assuming 

incremental changes in the external bias supply and noting the incremental change in 
plate current t:.Ib. The product AlbTb represents the incremental change in output voltage. 
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Frn. 3.13. Construction of bias and plate load lines and determination of quiescent operating 
points. 

For example, a 28-volt change in the input voltage ( +20V to -8V) in this particular 
problem resulted in a 4.9 ma (6.3 to 1.4 ma) change in plate current. The associated out­
put voltage t:.eo is 

and the gain A is 

t:.eo = t:.lbTb 
= 4.9 X 10-3 X 16,000 
= 78.4 volts 

A = t:.eo = 78.4 = 2_8 
!::.ea 28 

3.4. Graphical Analysis of Tetrode or Pentode Amplifiers. To analyze graphically 
the operation of a tetrode or pentode amplifier it is necessary to perform the same 
operations that are required for the analysis of triode amplifiers. The principal 
difference in the analysis is the necessity of considering the screen current. 

3.4a. D-C Plate-load Line. The d-c plate-load line is drawn with a slope of -1/(Rb 
+ KRk). The factor K is the ratio of the total cathode current, i.e., plate current 
plus screen-grid current, to the plate current. Note that K is fairly constant over 
most of the tube characteristics; however, the evaluation of K should be at the approxi­
mate operating point. The load line is a straight line drawn between the plate 
supply voltage Ebb on the abscissa and Ebb/(Rb + KRk) on the plate current coordinate. 

3.4b. D-C Transfer Characteristic. The d-c transfer characteristic is constructed 
by plotting the d-c plate current as a function of bias voltage as determined from the 
d-c plate-load line. 

3.4c. Bias Line. The bias line cannot be drawn on the Eb-lb characteristics as 
was possible in the case of triode amplifiers. Instead, the bias line must be drawn 
on the plot of the d-c transfer characteristic. The procedure is to assume various 
values of plate current lb and determine the associated product lbKRk. The self-
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bias, - IbKRk, must then be added to any external bias so that the actual bias Ee 
associated with the assumed value of plate current h can be established and plotted 
on the d-c transfer characteristic. A series of assumed values of plate current permit 
the plotting of the bias line which defines the locus of bias values associated with 
different values of plate current. 

3.4d. Quiescent and Dynamic Operating Points. The intersection of the bias line 
and the d-c transfer characteristic establishes the quiescent values of plate current Ibo, 
plate voltage Ebo, and bias Eco• 

In Sec. 3.3b, the considerations in constructing the a-c load line for a triode were 
presented. The procedure is identical for a pentode. It was stated that the a-c 
plate load line does not pass through the quiescent operating point if the d-c plate-load 
resistance Rb is not equal to the a-c plate-load resistance Tb and provided distortion 
exists. The a-c plate-load line passes through point A (point of average plate cur­
rent with signal present) on the d-c load line and has a slope of -1/rb (see Fig. 3.11). 
The time axis of the output signal is determined by the location of point T (effective 
bias with the signal present) on the a-c load line. The determination of points A 
and Tis somewhat complicated, and the procedure recommended in Sec. 3.3b should 
be followed. In general, the a-c plate-load line will very nearly pass through the 
quiescent operating point. 

3.4e. Dynamic Transfer Characteristic. After the construction of the a-c load 
line, the dynamic transfer characteristic should be drawn. The procedure is similar 
to that for the d-c transfer characteristic described in Sec. 3.4b. The dynamic 
transfer characteristic permits a visual presentation of the amplifier linearity and in 
addition indicates the instantaneous plate current as the signal changes the instan­
taneous grid bias between zero volts and cutoff. 

3.4f. Determination of Gain. If the amplifier is not degenerative, i.e., if it has 
negligible impedance in the cathode and screen circuits, the gain can easily be deter­
mined by taking an increment of output voltage as measured along the abscissa 
directly below the a-c plate-load line and dividing this value by the associated change 
in bias voltage. 

If cathode degeneration is present, the gain must be determined by making use 
of the dynamic transfer characteristic. It is necessary to construct an additional bias 
line in accordance with the method described in Sec. 3.4c and with the assumption 
that the external bias supply has had some incremental increase or decrease in voltage. 
If there is no external bias supply, it is 
necessary to arbitrarily assume some bias 
supply voltage such as 1 or 2 volts. The 
increment of plate current Alb, which is 
equal to the difference in plate currents as 
established by the intersection of the two 
bias lines and the dynamic transfer charac­
teristic, represents the plate current change 
which can be expected for the assumed in- Fm. 3·14· Pentode resistance-coupled 

amplifier. 
cremental change in the input signal volt-
age Ae.. The incremental change in output voltage Aeo is equal to Albrb. The gain 
A is equal to Aeo/ t:J.e •. 

Example 3.2 
Determine the gain of the circuit shown in Fig. 3.14, assuming the tube characteristics 

to be those given in Fig. 3.15. 

Solution 
1. Draw the d-c plate-load line. 
The d-c plate-load line is drawn with a slope of -1/(Rb + KRk), The value of K is 

determined as in Sec. 3.4a. Examination of the tube characteristic shown in Fig. 3.15 
indicates that at the arbitrarily selected plate voltage of 160 volts and zero bias, the plate 
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current is 9 ma and the screen current is 2.6 ma. The value of Kin this instance is 11,6/9, 
or 1.3. This value of K will be valid for all bias voltages provided that the plate voltage is 
160 volts. Actually, the value of K is not critical with changes in plate voltage unless the 
plate voltage is lowered to and below values associated with the knees of the various bias 
curves. 

Rb + KRk = 29,000 + (1.3) (1,000) 
= 30,300 ohms 

In Fig. 3.15 the d-c plate load line is drawn as a straight line between the plate supply 
voltage, 300 volts, on the abscissa and Ebb/(Rb + KRk), or 9.9 ma, on the ordinate. 

2. Construct the d-c transfer characteristic. 
The d-c transfer characteristic is drawn as stipulated in Sec. 3.4b and is shown in Fig. 

3.15. 
3. Draw the bias line. 
The bias line is drawn with the same coordinates as the d-c transfer characteristic. 

Since there is no external bias supply, the effective bias is equal to -hKRk. The values 
of Ee are therefore equal to -1,3001 b• The intersection of this line and the d-c transfer 
characteristic defines the quiescent operating point. In this example, Eco = -3.3 volts, 
Ebo = 222 volts, and Ibo = 2.5 ma. 
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FIG. 3.15. Graphical analysis of the circuit shown in Fig. 3.14. 

4. Draw the a-c load line and dynamic transfer characteristic. 

3.6 

2.5 

It was stated in Sec. 3.4d that the a-c load line does not necessarily pass through the 
quiescent operating point if Rb does not equal rb and if distortion exists. To determine the 
exact location of the a-c load line, follow the procedure described in Sec. 3.3b. Normally 
the analysis is sufficiently accurate if the a-c load line is drawn through the quiescent 
operating point provided that it is not necessary to make a harmonic analysis and provided 
that the plate current does not approach cutoff or exceed that value associated with zero 
bias. Therefore, in this example, the a-c load line has been drawn through the quiescent 
point. The a-c load Tb is determined as follows: 

Tb = KRk + RbRc = (1.3 X 1 000) + 29,000 X 20,000 
Rb + Re ' 29,000 + 20,000 

= 13,140 ohms 

The value of Iborb should be added to Ebo, This voltage, 

(0.0025 X 13,140) + 222 = 254.8 volts 

establishes the point of intersection between the a-c load line and the abscissa. A straight 
line drawn from this point through the quiescent operating point therefore locates the a-c 
plate-load line. 

The dynamic transfer characteristic can then be drawn as 1;1tated in Sec. 3.4e. 
5. Determine the amplifier gain. 
It is necessary to draw a new bias line based on the addition of a d-c signal in the grid 
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circuit. The procedure is given in Sec. 3.4c, and in this example a +2 volt signal has been 
assumed. Construct a line parallel with the original bias line but displaced horizontally 
by an amount equivalent to the value of the assumed signal. The difference in plate 
currents associated with the intersections of the two bias lines and the dynamic transfer 
characteristic represents the incremental a-c current change associated with the assumed 
increment of signal input. The gain A is determined as follows: 

A = Aeo = Al bRbRc 
.'.le, .1.e,(Rb + Re) 

(0.0036 - 0.0025)29,000 X 20,000 
2(29,000 + 20,000) 

= 6.51 

3.6. Gain and Bandwidth. Resistance-coupled Amplifiers. 
gain of a resistance-coupled amplifier 
with and without degeneration are given 
in Secs. 3.5a and 3.5b, and the equations 
for determining the lower and upper fre­
quency limits are given in Secs. 3.5c and 
3.5d, respectively. 

Equations for the 

Cc 

l 
Ro Re 

eo 

+ J 3.5a. Voltage Gain. The voltage gain 
can be calculated from the known tube 
characteristics and the circuit resistances 
or impedances. The midband gain is 
generally determined with the assump­
tion that the plate-load impedance is 

Frn. 3.16. Resistance-coupled amplifier. 

equal to the resistive component rb. For this case the gain of a triode or multielement 
tube without degeneration can be expressed by Eq. (3.14) or (3.15). 

A = ~ = -µ,Tb 
e, Tp + Tb 

= -gmTb 

1+~ 
Tp 

~ -gmr,, when rp >> Tb 

where rb = a-c plate-load resistance = R~:Rc (see Fig. 3.16) 

µ., rp, gm = constants of the tube under specific operating conditions 

(3.14) 

(3.15) 

3.5b. Gain with Degeneration. In an amplifier, the signal which is amplified is that 
portion of the input signal which exists between the grid and the cathode. An 
amplifier which has a cathode circuit impedance in series with the input signal as 
shown in Fig. 3.17a will have reduced gain since the cathode circuit voltage, caused 
by cathode current through the cathode resistance, introduces a signal voltage which 
opposes the input voltage and, consequently, reduces the grid to cathode voltage. A 
circuit of this type is said to be degenerative. In general, this form of degeneration will 
be present whenever an unbalanced (one terminal grounded) generator is employed 
with an amplifier having a cathode impedance. The gain of an amplifier A' with 
cathode degeneration is given by Eq. (3.16) or (3.17). 

A' == -µ,Tb 

Tp + Tb + Rk(µ, + 1) 
-gmTb 

1 + gmRk + Rk + Tb 
Tp 

if rp » (Rk + n,) 

(3.16) 

(3.17) 
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In the case of a tetrode or pentode amplifier, Eq. (3.17) is based on the screen grid· 
being bypassed to the cathode. If the screen grid is bypassed to ground or in the 
event there is no screen voltage dropping resistor in a tetrode or pentode amplifier 
having cathode circuit degeneration, Eq. (3.19) is applicable if Ra is made equal to 
zero. 

Not all amplifiers which have an impedance in the cathode circuit are degenerative. 
The amplifier with the transformer-coupled input shown in Fig. 3.17b is an example 
if it is assumed that the impedance formed by R2 in parallel with C1 is negligible at 
the signal frequency. The signal voltage drop across R1 does not alter the grid-to­
cathode voltage and consequently does not cause degeneration. Resistor R2 is to 
provide the proper bias and does not cause degeneration since it is bypassed. This 
technique of lifting the generator by a voltage resulting from the generator output as 
shown in Fig. 3.17b is called bootstrapping. In bootstrapping amplifiers, the same 
gain can be realized with a resistance R1 in the cathode circuit as that realized with 
the same resistor in the plate circuit. By bootstrapping, the low output resistance 
normally associated with the cathode is lost, e.g., the output resistance in Fig. 3.17b is 
the same as it would be if R1 were in the plate circuit. 

1 
- + l 

(al DEGENERATIVE (bl NOT DEGENERATIVE 

FIG. 3.17. Amplifiers with resistance in the cathode lead. 

A tetrode or pentode amplifier with an unbypassed resistance or impedance in the 
screen circuit will cause degeneration. The computation of amplifier gain A" with 
the screen circuit degeneration is complicated by the requirement of tube constants 
not normally supplied by the manufacturers. 

A"= 

where gg2u1 = transconductance, control grid to screen grid 
gpg2 = transconductance, screen grid to plate 
Ra = resistance, or signal impedance, in screen circuit 
r g2 = dynamic resistance of the screen grid 

(3.18) 

If the cathode circuit is degenerative, any bypass for the screen circuit should 
return to the cathode, not to ground. 

The gain A'" with both screen and cathode degeneration is given by Eq. (3.19). 

(3.19) 
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3.5c. Low-frequency Response. At some low frequency Ji, the gain of a resistance­
coupled amplifier will be 3 db less than the gain at midband as given by Eq. (3.14) or 
(3.15). This -3-db frequency, or lower half-power frequency, is nominally ta.ken 
as the lower limit of bandwidth. For an amplifier of the general form shown in Fig. 
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FIG. 3.18. Pentode resistance-coupled amplifier with circuit capacities shown. 

0 

-1 

-2 

-3 

CD -4 
0 

:!:: -5 

~ -6 
CJ 
w -7 
> 
~ -a 
...J 
~ -9 

-10 

-11 

-12 

-13 
0.1 

7 
I/ 

J 

I 
V 

I 
I 

/ 
y 

V 

---/ 
V 

l.11/ 

R=R + rpRb 
c rp+Rb 

1.0 
f 

T, 

-

10 

FIG. 3.19. Low-frequency loss characteristics due to R-Cc interstage coupling. 

3.18 and using either triode or multielement tubes, Ji will be given by Eq. (3.20) 
provided that no degeneration exists in either the screen or cathode circuits. 1 

(3.20) 

In many circuits R 0 will be very much larger than Tp in parallel with Rb. When 
this is true Eq. (3.20) may be simplified to Eq. (3.21). 

1 
Ji ~21rCcRc h R 

TpRb 
wen c>>-+R 

Tp b 
(3.21) 

The low-frequency attenuation and phase characteristics are shown in Figs. 3.19 and 
3.20, respectively. 

1 The effects of degeneration in the cathode and screen circuits are treated in Secs. 3.10a 
to 3.10c. 
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3.5d. High-frequency Response. At some high frequency h the galn of a resistance­
coupled amplifier will also be 3 db less than the gain at midband as given by Eq. 
(3.14) or (3.15). This -3-db frequency, or upper half-power frequency, is nominally 
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Fm. 3.20. Low-frequency phase characteristics due to R-Cc interstage coupling. 

taken as the upper limit of bandwidth. For an amplifier of the general form shown in 
Fig. 3.18 and using either triode or multielement tubes, /2 will be given by Eq. (3.22). 

1 
'2=--, 

21rC,rb 

where C, = total capacitance shunting load =co+ c: + C~ + c; 
c0 = output capacitance of amplifier tube c: = wiring capacitance on the plate side of the coupling capacitor 

C~ = wiring capacitance on the grid side of the coupling capacitor 

(3.22) 

c, = input capacitance of the following amplifier tube or terminal device 

' 1 
rb = 1 1 1 

-+-+-
Tp Rb Re 

In wideband or video amplifiers, Rb will often be very much smaller than either 
rp or Re. When this is true Eq. (3.22) can be simplified to Eq. (3.23). 

(3.23) 

The high-frequency attenuation and phase characteristics are shown in curve 5 of 
Figs. 3.31 and 3.32, respectively. 

Example 3.3 
Determine the gain and bandwidth of an amplifier similar to that shown in Fig. 3,18 

and having the circuit constants listed below: 
I 

Om = 3,900 µmhos Cw = 4µµf 

Tp = 500,000 ohms 
II 

Cw = 6µµf 

Rb = 10,000 ohms Ci = 29 µµf 

Re = 100,000 ohms Cc = 1,000 µµf 

Co = 16 µµf 

1. Solve for the amplifier gain by use of Eq. (3.15). 

10,000 X 100,000 
Tb = 10,000 + 100,000 == 9 ,100 ohms 

A = ""'"OmTpTb -0.0039 X 500,000 X 9,100 == _
34

_
9 

Tp + Tb 500,000 + 9,100 
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2. Solve for /i, with Eq. (3.20). 

Ji = __________ 1 _________ _ 

2 X 3 14 X 0 001 X 10-6 (100 000 + 500,000 X lO,OOO) 
. . ' 500,000 + 10,000 

= 11450 cycles 

3. Solve for '2 with Eq. (3.~2). 

1 
'2 = 2 X 3.14 X 55 X 10-12 X 8,930 

= 324,000 cycles 

3-21 

3.6. Gain and Bandwidth. Impedance-coupled Amplifiers. Impedance coupling 
in an amplifier is shown in Fig. 3.21. Inductor L1 replaces the plate-load resistor Rb 
used in resistance-coupled amplifiers. An equivalent circuit is shown in Fig. 3.21b, 
where r1 is the resistance of the inductor and C dis the inductor distributed capacitance. 
In parallel with Cd are the output capacitance of the amplifier, c0 , the distributed 
wiring capacitance, Cw, and the input capacitance of the following amplifier, c,. In 

Cc 

L, 

Co c; Cd C; 

'i 

to} (bl 

Fm. 3.21. Impedance-coupled amplifier and equivalent circuit. 

the figure, Cw has been divided into two parts, c: and C~, which are shown located 
on either side of Cc. 

Impedance coupling is used where it is desirable to have a high-load impedance 
with a small d-c voltage drop. It is possible to develop output signals with almost 
twice the amplitude as that from the same tube and power supply used in a resistance­
coupled circuit. The impedance-coupled amplifier has many of the disadvantages 
of transformer coupling without the advantage of additional gain from step-up wind­
ing ratios. Some of these disadvantages are the possibility of magnetic saturation 
due to d-c current, variation of inductance with applied voltage, high distributed 
capacitance, high cost, and large size. 

3.6a. Gain. The assumptions in computing the midband gain of an impedance­
coupled amplifier are that the reactance of L1 is very large compared to Re in parallel 
with rp and that the reactance of Cc is negligible compared to both Re and rp. When 
these assumptions are valid and there is no degeneration, the gain is given by Eq. 
(3.24) or (3.25). 

(3.24) 

(3.25) 

when rp » Re 
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The gain with cathode degeneration A' is given by Eq. (3.26) or (3.27). 

A' = -µRe 
Tp + Re + Rk(µ + 1) 

-gmRc 

(3.26) 

(3.27) 

At low frequencies where the reactance of L1 may not be large enough t0 satisfy 
the assumption made for the equations above, the gain may be computed by sub­
stituting Zb for Re in Eqs. (3.24) to (3.27). This is valid when the reactance of Cc 
is negligible as compared to rp and Zb. 

✓ r12 + w2L12 

zb = Re (r1 + Rc)2 + w2L12 (3.28) 

In the low-frequency case where the reactance of Cc becomes large compared to 
the sum of Re and rp and the shunting reactance of L1 is still high compared to rp 

and Re, the low-frequency response can be computed as in a resistance-coupled 
amplifier. 

1 !1 = -----
21T'Ce(Re + rp) 

(3.29) 

where Ji = low frequency at which the amplifier gain is 3 db less than at midband 
The -3-db lower frequency, as limited by the shunting inductance only, will be 

the frequency at which wL1 is equal to Re in parallel with rp, This is based on the 
assumptions that the reactance of Cc is negligible compared to Tr, and Re and that r1 
is small compared to wL1. 

The -3"-db upper frequency is reached when the reactance of the sum of all the 
shunting capacitances, that is, Co + Cw + Cd + Ci, is equal in magnitude to Re in 
parallel with the output impedance of the tube which is equal to rp in the case of no 
degeneration. 

3.6b. Graphical Determination of the Quiescent and Dynamic Operating Conditions. 
The quiescent operating point for an impedance-coupled amplifier is fixed by the 
power-supply voltage and the resistors r1 and Rk in the plate and cathode circuits 
(see Fig. 3.21a). The a-c plate load for midband frequencies is equal to Re when the 
reactance of L1 is high and is represented by a load line which normally can be assumed 
to very nearly pass through the quiescent operating point (see Sec. 3.3b). The 
procedure for the graphical solution is given in the following example. 

Example 3.4 
For the impedance-coupled amplifier shown in Fig. 3.21a and the circuit constants listed 

below, determine the quiescent operating condition, the maximum-amplitude sinusoidal 
output signal, the gain, and the nominal lower and upper limits of frequency response. 
Assume the tube characteristics to be those given in Fig. 3.22. 

L1 = 30 henrys Re = 100 kilohms 
r1 = 450 ohms Rk = 1 kilohm 

Ebb = 250 volts Cd = 50 µµf 
Ck = 50 µf Co = 8 µµf 
Cc = 1.0 µf Cw = 20 µµf 

Ci = 10 µµf 

1. Construct the bias and d-c load lines (see Sec. 3.3). 
The d-c plate-load line is plotted for the resistance Rk + r1 and is shown in Fig. 3.22. 

The bias line is drawn for a resistance of 1,000 ohms. The intersection of the two lines at 
point O determines the quiescent operating conditions: 

Ibo = 7.75 ma 
Eco = -7.75 volts 
Ebo = 238 volts 
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2. Construct the a-c load line. 
Assuming no distortion, this line will have a slope determined by R,, and will pass through 

point 0. To construct this line, assume some excursion from the quiescent current and 
determine the corresponding voltage change. For a 1-ma change in current through the 
a-c load 'of 100 kilohms, a 100-volt change in plate voltage will occur. Therefore, at 
lb = 6.75 ma, the corresponding value of Eb is 338 volts. A straight line through this 
point and point O will establish the a-c plate-load line. 

3. Determine the maximum amplitude sinusoidal output signal and the midband gain. 
The maximum excursion for a symmetrical signal from point O is first limited in the 

direction of reduced plate voltage along the a-c plate-load line. The limit is at the E,, = 0 
curve where Eb = 90 volts. For a sinusoidal input signal, the grid excursion in the opposite 
direction must be identical, that is, -7.75 volts. Therefore the maximum positive excur­
sion of plate voltage will be that plate voltage. measured along the a-c load line for an 
instantaneous grid voltage of -15.5 volts. This value is approximately 382 volts. The 
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Frn. 3.22. Graphical solution for Example 3.4. 

500 

peak-to-peak output signal is equal to 382 - 90, or 292 volts, and the gain for an output 
signal of this amplitude is given by 

A = ~eo = 292 18_8 
~e3 15.5 

4. Determine Ji, the -3-db lower frequency. 
From the tube curves, rp = 7,500 ohms. The value of the parallel combination of Re 

and rp is given by 

100,000 X 7,500 = 6 ~80 ohms 
100,000 + 7,500 ' 

Since ri is very small compared to 6,980 ohms it can be neglected in this solution. The 
frequency at which the reactance of L1 equals 6,980 ohms is /1. Therefore 

Ji = 6,980 = 6,980 = 37 cycles 
271'L1 2 X 3.14 X 30 

For this solution to be correct, the reactance of C0 at 37 cycles must be very small com­
pared to R,, + rp. 

1 
= 4 300 ohms 

2 X 3.14 X 37 X 10-6 ' 
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This value, less than 5 per cent of Re + rp, would have negligible effect on the value of /i 
which proves that the above solution is of reasonable accuracy. Rk is bypassed by a suffi­
ciently large capacitor to prevent any appreciable reduction in gain at/i (see Sec. 3.10b). 

5. Determine '2, the -3-db upper frequency. 
The sum of the capacitances shunting the load is 

Ct = Co + Cd + Cw + Ci - 8 + 50 + 20 + 10 
= 88 µµf 

where Ct = shunt capacitance 
Therefore, 

2 X 3.14 X 88 X 10-12 X 6,980 
= 259 kc 

3.7. Gain and Bandwidth. Transformer-coupled Amplifiers. 1 Transformer cou­
pling between stages of an amplifier or between an amplifier and load is usually used 
to obtain either a voltage gain, impedance transformation, d-c isolation, an ungrounded 
output, or a balanced (push-pull) connection. Transformers required to work over 
several octaves or more will have an iron-core and near-unity coupling. In applica­
tions requiring coverage of a small part of an octave the transformer will generally 
be of the air-core type with resonated windings. This section treats the use of iron­

Np Ns 
II 

IIE 
Ecc 

n=!!l. Np 

core transformer-coupled amplifiers only. For 
the treatment of air-core transformer-coupled 
amplifiers refer to Secs. 13.1 to 13.5 and for a 
discussion of the fundamentals of iron-core trans­
formers refer to Sec. 14.2. 

3.7a. Midband Gain. An amplifier employing 
transformer coupling without a resistive termina­
tion for the transformer is shown in Fig. 3.23. 

-=­
FIG. 3_23. Amplifier with untermi- In such an amplifier the plate load is the react-
nated transformer. ance XP of the transformer primary, that is, wLp, 

and at midband is generally very large compared 
to rp, The gain at midband is therefore very nearly equal to µn where n is the ratio 
of secondary turns N. to primary turns NP• 

Coupling transformers are more often resistively terminated, however, to improve 
the frequency response. The midband gain is lower than in the unterminated case 
and is given by Eq. (3.30) provided the winding resistances are assumed to be equal 
to zero. 

A (3.30) 

where RL == terminating resistance. 
3.7b. Low-frequency Response. The -3-db lower frequency Ji for an amplifier with 

an unterminated transformer is given by Eq. (3.31) provided the winding resistances 
are assumed to be equal to zero. 

(unterminated) (3.31) 

where Lp is in henrys. 
Equation (3.31) shows that the best low-frequency response is obtained whell the 

dynamic plate resistance is small and the transformer primary inductance is large. 

1 See Sec. 4 for the graphical analyses of transformer-coupled amplifiers. 
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The complete low-frequency equivalent circuit is shown• in Fig. 14.32, and in this 
figure Ra can be considered to be the plate output resistance. 

Terminating the transformer with a resistance improves the low-frequency 
response. The frequency /1 for the terminated transformer is given by Eq. (3.32). 

f . RLrp 
1 = 21rLp(RL + n 2rp) 

(terminated) (3.32) 

In many cases it is necessary to state the low-frequency response as a function of 
signal level. This is due to the change of the core permeability and, consequently, 
LP with changes in the level of the applied voltage. 1 

The resistive shunt-feed circuit shown in Fig. 3.24a is sometimes used to eliminate 
the d-c magnetization effect of the plate current on the transformer. The gain and 

~ ~ 

Jl11EJl1E 
~b 7 Ebb ~ 

(al !bl 
FIG. 3.24. Shunt-feed circuits for transformers. 

low frequency limit /1 of this amplifier can be computed from Eqs. (3.33) to (3.36) 
provided the winding resistance are assumed to be equal to zero. 

A µRn 
= Tp + R 

(unterminated) 

µnRRL 
A 

RRL + rpRL + n 2Rrp 
(terminated) 

rpR (unterminated) 
21rLp(rp + R) 

rpRRL 
Ji = 21rLp(n2rpR + rpRL + RRL) 

(terminated) 

(3.33) 

(3.34) 

(3.35) 

(3.36) 

A variation of the shunt feed is shown in Fig. 3.24b. In this circuit an inductor 
L1 is used for a d-c current path. The midband gain of this circuit is the same as the 
gain with direct coupling to the transformer. With the assumption that the coupling 
capacitor Cc has negligible reactance, the low-frequency response will be determined 
by L 1 in parallel with Lp. This equivalent value of inductance, (L1Lp)/(L1 + Lp), 
can be substituted for Lp in Eq. (3.31) or (3.32). 

Shunt-feed circuits are also used with coupling capacitor values that resonate with 
LP within the useful passband. If Cc is adjusted for resonance at an optimum fre­
quency somewhat below the normal lower-frequency limit /1, the flat response of the 
amplifier can be extended for almost an octave. If the frequency of resonance is 
adjusted slightly above the normal lower-frequency limit Ii, a certain amount of low­
frequency signal boost will result. The amount of signal boost obtained is a function 
of the primary winding Q. Normally, the primary winding Q of an iron core trans­
former will be small, i.e., about unity or less, at low frequencies unless there is a gap 
in the core (see Sec. 14.li). 

3.7c. High-frequency Response. There is no simple equation which can be used to 
solve for the high-frequency response (see Fig. 14.31c). In general, it will have a 
pronounced hump (a limited region of increased gain) if the transformer is not termi-

1 For a discussion of this effect see Sec. 14.4. 
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nated or if terminated with an impedance much higher than the transformer output 
impedance. The appearance of the hump is contingent upon the source impedance, 
e.g., the dynamic tube resistance being small as compared to the transformer leakage 
reactance at fr. The resonant frequency f;. is defined as the frequency at which the 
total leakage reactance L~ is equal to the reactance of the sum of the primary and 
secondary circuit capacities in the 1: 1 equivalent transformer. In Figs. 14.33 to 
14.41 of Sec. 14.5, the high-frequency responses of terminated transformers having 
different circuit values have been plotted. It should be noted that it is necessary to 
first convert the actual transformer circuit into the equivalent circuit of a transformer 
having a 1: 1 turns ratio. Figure 3.25 is applicable if the transformer is unterminated 
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Frn. 3.25. High-frequency response of an unterminated transformer for the condition where 
n 2Cs >> Cp. 

and if, in the 1: 1 equivalent circuit, the secondary circuit capacitance is much larger 
than the primary circuit capacitance. In a step-up transformer this is usually the 
case, and the primary circuit capacitance can be neglected in the calculations. 

Example 3.5 
In a circuit similar to Fig. 3.23 and with constants listed below, determine the midband 

gain, the -3-db lower frequency /1, fr, and the -3-db upper frequency /2. 
µ = 20 Lp' = 0.04 henry 

rp = 7,000 ohms Cp = 100 µµf 
Lp = 12 henrys C. = 120 µµf 

n = 3 Rp = pri. resist. = 300 ohms 
R. = sec. resist. = 1,500 ohms 

1. Determine the midband gain. 

A = µn = 20 X 3 = 60 
2. Determine Ji. 
From Eq. (3.31) 

7,000 
3

_14 X 12 = 93 cycles 
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3. Determine fr (see Fig. 3.25). 

f - . . I 
r - 2 X 3.14 V0.04 X 32 X 120 X 10-12 

= 24,200 cycles 

4. Compute the circuit Q (see Fig. 3.25). 

Q = __!I_L = 2 X 3.14 X 24,200 X 0.04 = 
0

_833 
rp + Rp 7,000 + 300 

3-27 

5. Determine the high frequency at which the response is 3 db less than at midband. 
Reading from the Q = 0.8 curve of Fig. a.25, the value of/ /fr corresponding to -3 db is 

approximately 1.1. Therefore, the frequency of -3-db response equals 1.1 X 24,200, or 
26,600 cycles. 

3.8. Grid-input Impedance of an Amplifier. If an a-c signal source is connected 
between the grid of an amplifier and ground, current will flow. The value of the 
applied signal voltage divided by this current is the grid circuit input impedance to 
the amplifier. The phase angle and the magnitude of the current indicate the values 
of the resistive and reactive components. 

The factors contributing to the grid-input impedance are treated in the following 
paragraphs. Resistances in the grid circuit external to the tube are not considered. 

3.Ba. Steady-state Grid Current Loading with Negative Bias. The quiescent grid 
current, independent of signal, is an important design consideration whenever an 
amplifier is directly coupled to a very high impedance generator or storage device. 
The current that flows varies with electrode voltages, plate current, cathode tempera­
ture, residual gas in the tube envelope, and other less important factors. This current 
can vary greatly from tube to tube of the same type and manufacture, but some gen­
eral rules are applicable. Grid current can be either positive or negative in direction 
of flow. 

Positive grid current is defined as electron flow from the cathode to the grid within 
the tube. This current flows whenever electrons are emitted from the cathode with 
an initial velocity great enough to overcome the retarding field and reach the grid. 
Cathode temperature and cathode material determine the distribution of initial 
velocities. Low heater voltage, high negative grid bias, and high plate voltage (screen 
grid voltage in pentodes) tend to reduce the positive grid current for any given tube. 

Negative grid current-defined as the flow of electrons from the grid into the plate 
current stream-is usually smaller but more erratic than positive grid current in 
voltage amplifier tubes. The primary reason for this current is the ionization of the 
gas in the tube by collision with high-velocity plate stream electrons. Some of the 
positive gas ions so formed flow to the negative grid where their charges are completed 
by those electrons supplied to the grid through the external grid circuit. This 
electron flow through the external grid circuit resistance causes a change in bias 
in the direction of zero bias which .in turn causes an increase in plate current and 
results in an increase in the rate of ionization. Because this effect is regenerative, 
it is necessary to minimize the grid circuit resistance or employ cathode biasing if 
gassy tubes are used. This effect is most pronounced in power tubes because of the 
fact that the high operating temperatures cause the liberation of occluded gases. 
In any tube ionization can be minimized by operating at reduced plate and screen 
voltages and currents. In amplifier applications, a minor cause of negative grid· 
current is secondary emission from the grid. This effect has been reduced by the 
selection of special metal alloys or by gold-plating the grid. Generally, in most 
small-voltage amplifier tubes, the negative grid current will be considerably less than 
one microampere. 
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Each of the two opposing current components becomes predominant in different 
regions of the applied grid voltage. At low values of bias, the positive current is the 
greater, and at high values the negative current is the greater. The intermediate 
point between these regions is a value of bias for which there is no net grid current. 
This value of bias can be established for a given operating condition by determining 
the potential of the "floating" grid. This is done by measuring the plate current 
with the grid floating and then duplicating this current while operating the grid from 
a variable-voltage source and observing the required bias. For high-µ triodes which 
are operated with moderate to high plate voltages, the zero grid current point will 
usually be in the region of -1 to -2 volts of bias. 

3.8b. Effect of Positive Grid Signals on Input Resistance. A positive grid-cathode 
voltage Erik causes grid current to flow and consequently represents a load on the. grid 
signal source. For most receiving-type tubes with a positive grid signal, the value of 
Rak is between 500 and 1,500 ohms. These values are representative only when the 
positive grid-cathode voltage is greater than a few tenths of a volt and when the 
screen or plate voltage is high compared to Eak, As Eak becomes very small, the value 
of Rak becomes large, and when the grid-cathode voltage is zero or slightly negative, 
Rak reaches a value which can usually be considered as being equal to one or more 
megohms. When Eak approaches or exceeds the screen voltage in pentodes or the 
plate voltage in triodes, the minimum values of. Rak will be reached. 

3.8c. Effect of Interelectrode Capacitance on Input Impedance. The phase angle 
between the grid signal voltage and the current that flows through the interelec­
trode capacitances is dependent on the magnitude and phase angle of the plate load 
impedance. 

1. Resistively Loaded Amplifiers. In a resistively loaded amplifier capacitive 
currents will flow from the grid to the other electrodes through the interelectrode 
capacitances. If a signal voltage exists at any electrode other than the grid, the 
instantaneous grid input current due to capacitance between the grid and this elec­
trode will be equal to the instantaneous difference in the two voltages divided by the 
reactance of the mutual capacitance. Multiple current paths are additive in deter­
mining the total input current. 

An amplifier with a resistive load will have an effective input capacitance larger 
than the sum of Cak, control-grid to screen-grid capacitance c 0 10 2, and• Cgp, This 
effect is sometimes referred to as "Miller effect." The input capacitance Ci of a 
resistively loaded amplifier with a gain A is given by Eq. (3.37). 

Ci = Cgk + Cg]g2 + Cgp(IAI + 1) (3.37) 

Equation (3.37) applies to amplifiers in which no signal exists at either the cathode 
or screen grid. In the case of an amplifier with a degenerative cathode, c, is given 
by Eq. (3.38). 

c, = C0k(l - A 01c) + C0 10 2 + Cgp(IA'I + 1) (3.38) 

where A' = grid-plate gain with cathode degeneration [see Eqs. (3.16) and (3.17)] 
Aok = grid-cathode gain [see Eq. (3.114)] 

The superiority of the pentode is evident because the very small value of c0 p mini­
mizes both the total input capacitance and the variations in input capacitance with 
variations in the grid-plate gain. If the screen circuit impedance 'is not bypassed, 
,Eqs. (3.37) and (3.38) will apply if the term c0 10 2 is modified by the factor (1 + IA01u2!). 
The term A01"2 is the voltage gain from the control grid to· the screen grid. 

In the case of the cathode follower where both the plate and screen grid are at 
signal ground, c, is given by Eq. (3.39). 

Ci = Cok(l - A 01c) + Cg1a2 + Cgp (3.39) 
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Example 3.6 

Assume that a triode amplifier has a gain of 12 and has the circuit capacitances given 
below. If the plate load is resistive and the cathode is bypassed at the signal frequency, 
what is the input capacitance? 

Cgp = 4 µ,µf Cgk = 3 µµf 
From Eq. (3.37) 

Ci = 3 + 4(12 + 1) = 55 µµf 

2. Reactively Loaded Amplifier. An amplifier that operates into a reactive plate 
load will have a phase angle ct, associated with the gain term, that is, A/ <J,. If the 

plate load of an amplifier is capacitive, the input impedance has a positive resistance 
component. Similarly, an inductive plate load produces a negative resistance com­
ponent at the input to the amplifier. A positive resistance in the input-impedance 
term indicates that the signal source will be required to supply power. A negative­
resistance component indicates that the amplifier will supply power to the external 
grid circuit. The latter case is the basis of many oscillator circuits. 

The input impedance, due to the interelectrode capacitances and reactive load, 
can be reduced to a resistive component R"' and a capacitive component c,.. 

-1 
R"' = IAI . wcup sm cJ, 

Ci = Cgk + C01a2 + C0p(l + JAi COS ct,) 
where w = 21rf 

(3.40) 

(3.41) 

cJ, = phase angle of output voltage caused by reactive load, that is, cJ, = </,1 - cJ,2 

where </,1 is the phase angle of the load and q,2 is the phase angle of the 
load impedance plus rp 

Equations (3.40) and (3.41) are valid only if there is neither cathode nor screen-grid 
degeneration. 

Neutralization of tuned triode amplifiers is necessary at the frequency the load 
becomes inductive and feeds back enough power to the grid to cause oscillation. 
Neutralization consists of providing another path from the output to the input through 
which current can flow to compensate for the interelectrode current. 

Example 3.7 

Find the grid-input resistance and capacitance to an amplifier utilizing a triode tube and 
which has the following circuit constants: 

µ = 20 
rp = 8,000 ohms 

Cgk = 3 µµf 
Cgp = 4 µµf 

Frequency = 2 Mc 
Plate load = 12,000 ohms in series with 2.5 mh 
1. Find XL, 

2. Find ZL, 

3. Compute A. 

A 

XL = 21rfL = 6.28 X 2 X 106 X 2.5 X 10-3 

= 31,400 ohms 

ZL = RL + jXL = 12,000 + j31,400 
= 33,600/69.1° ohms 

µZL 20 X 33,600/69.1° 

- Tp + ZL s,ooo + (12,000 + jal,400) 
-18.1/11.6° 

4. Compute R"' from Eq. (3.40). 
-1 

R"' = 6.28 X 2 X 10e X 4 X 10-12 X 18.1 X 0.201 

= -5,460 ohms 
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5. Compute Ci from Eq. (3.41). 

Ci = 3 + 4[1 + (18.1 X 0.98)] = 78 µµf 

3.Bd. Effect of Transit Time on Input Impedance. In a vacuum tube the electron 
flow between the cathode and plate, which is initiated by the grid signal voltage, 
causes a current to flow in the external grid circuit. Electrons approaching the grid 
plane from the cathode cause electrons to flow from the grid to the cathode through 
the external grid circuit, and electrons passing from the grid plane to the plate cause 
an electron flow from the cathode to the grid through the external grid circuit. At 
low and moderate frequencies, the induced grid current appears as a predominantly 
capacitive load on the grid signal source. As the signal frequency is increased, the 
transit time, expressed in degrees of the applied signal, becomes larger and larger. This 
in turn causes the impedance loading the signal source to approach a pure resistance 
and to have a small enough value that it may severely load the input signal source. 
It has been shown by Llewellyn 1 that the grid input resistance due to transit time 
varies inversely as the square of frequency. An expression for input resistance due 
to electron transit time is given by Eq. (3.42). 

1 
Rt= Kgmf2T2 

where Rt = tube input resistance in ohms due to transit time 

(3.42) 

K = a constant which is a function of cathode-grid and grid-plate transit times 
Ym = grid-plate transconductance, mhos 

f = frequency, cps 
T = transit time from cathode to grid, sec 

For conventional voltage amplifier tubes, transit time loading usually becomes 
apparent in the region of 10 Mc and above. The degree of input loading becomes 
very pronounced for most of these tubes in the region of 50 Mc and above. Specially 
constructed tubes such as the lighthouse tube, which has closely spaced planar elec­
trodes, have been designed to permit operation as high as 3,000 Mc and above. 

Some typical values of input resistances at 100 Mc are given in Fig. 7.34. These 
values include the effects of cathode lead inductance (see Sec. 3.8!). 

3.Be. Effect of Transconductance on Input Capacitance. In addition to the increase 
in grid-cathode capacitance due to electron transit time, Cuk is increased as the trans­
conductance is increased because of the movement of the space charge toward the 
grid. 

The incremental change Ac in the grid-cathode capacitance for a hot and cold tube 
represents the combined effects of transit time and transconductance. It is possible 
to introduce complete compensation for this effect by placing an unbypassed resistor 
R,. in the cathode circuit whose value is given by Eq. (3.43). 

Rk = Acib 
YmCgTJk 

Ac 
=--

ohms (tetrode or pentode) 

ohms (triode) 

where .:l0 = cold-to-hot increase in the tube grid-cathode capacitance, µ.µ.f 
Um = grid-plate transconductance at the operating point, mhos 
Cuk = grid-cathode capacitance of the cold tube, µ.µ.f 

lb = plate current 
I,. = cathode current 

(3.43) 

1 F. B. Llewellyn, "Electron Inertia Effects," Cambridge University Press, New York, 
1941. 
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3.8f. Effect of Cathode Lead Inductance on Input Capacitance. At high frequencies, 

the plate-signal current flowing through the cathode lead inductance may cause a 
significant voltage to exist at the cathode which is leading the grid-signal voltage. 
Because of the phase relationship between the applied grid voltage and the cathode 
voltage, the current which flows through the grid-cathode capacitance has a com­
ponent which is in phase with the grid voltage. The value of the input resistance due 
to cathode lead inductance is given by Eq. (3.44). 

where RY = tube input resistance in ohms due to cathode-lead inductance 
gm = grid-plate transconductance, mhos 

w = 21rf 
Lk = cathode lead inductance, henrys 
Cok = grid-cathode capacitance, farads 

(3.44) 

The value of cathode lead inductance for most miniature receiving-type tubes is 
between 0.01 and 0.02 µh. Equation (3.44) is based on the reactance of the cathode 
lead inductance being small as compared to the reactance of the grid-cathode capaci­
tance. Compensation can be made for the effects of cathode lead inductance as 
described in Sec. 7.4h. 

3.9. Gain-bandwidth Product, Pulse Rise Time, and Tube Selection for Wideband 
Amplifiers. The significant considerations in the choice of vacuum tubes for wide­
band amplifiers and the equations for gain-bandwidth product, pulse rise time, and 
figures of merit for comparing tubes are given in this section. 

3.9a. Gain-bandwidth Product of a Resistively Loaded Amplifier. The gain of a 
resistively loaded amplifier stage can be determined from Eq. (3.14). At the -3-db 
upper frequency h, the circuit resistance as measured at the plate of the tube, that is, 
rprb/(rp + rb), is equal to the reactance of the shunt capacitance Ce. From these two 
relationships the absolute value of the midband gain IAI can be expressed by Eq. (3.45). 

IA I = 2.!t:ct (3.45) 

C1 includes the stray wiring capacitances, the output capacitance of the amplifier 
tube, and the input capacitance to the following tube. From Eq. (3.45) it can be 
seen that the product of IAI and b, that is, the gain-bandwidth product, is dependent 
only upon the tube constants and the circuit capacitances. This is based on the 
assumption that f 2 is very much larger than /L. 

Gain X bandwidth = IAlf2 = 2~Ct (3.46) 

The gain-bandwidth product indicates that for an increase or decrease in gain 
there is a corresponding decrease or increase in bandwidth. If the bandwidth is 
increased until it equals the gain-bandwidth product, unity gain will be realized. 
The gain-bandwidth product can be increased, however, by video compensation in the 
form of series and/or shunt peaking. Feedback methods, including cathode com­
pensation, will not increase this product. 

3.9b. Figures of Merit for Tetrode and Pentode Tubes. To permit the comparative 
evaluation of tubes in wideband amplifiers, independent of wiring techniques, the 
figure of merit term FwA is established from Eq. (3.47). 

FwA = ~ 
Ci+ C0 

(3.47) 
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where FwA = figure of merit for a wideband amplifier tube 
c, = input capacitance to the tube, µµf 

Co = output capacitance of the tube, µµf 

gm = grid-to-plate transconductance, µmhos 
Note that FwA is evaluated with the input and output capacitances of the same 

tube and is therefore not readily converted to a gain-bandwidth product except where 
two or more identical tubes are used successively .1 The figure of merit values for 
several tubes are given in Table 3.1. 

TABLE 3.1. FIGURES OF MERIT FOR SEVERAL VACUUM TUBES 

Tube type Um, µmho Ci, µµf Co, µµf FwA 

6AG5 5,000 6.5 1.8 603 
6AH6 9,000 10 3.6* 661 
6AK5 5,000 4 2.8* 735 
6CB6 6,200 6.3 1. 9 756 
6AU6 5,000 5.5 5 476 
807 6,000 12 7 316 
829 8,500 14.5 7 395 

* With shield. 

Where wide bandwidth and a large output voltage are required simultaneously, 
different tube considerations apply. To develop a large voltage across a low-imped­
ance load it is necessary to have large plate current excursions. For output signals 
that have equal positive and negative values, a high d-c plate current must flow. 
This current must be equal to or greater than the peak value of the output signal 
divided by rb. In the case of a plate-loaded amplifier, negative output pulses only 
can be obtained without high steady-state plate current. For positive pulses, the 
use of a highly biased cathode follower will eliminate the need for a high quiescent 
current. 

Maximum plate current rating and low output capacitance are usually the prime 
considerations in the choice of a tube for a large output voltage with wide bandwidth. 
This is based on the assumption that Um and Ci are of less importance because the 
input signal can usually be supplied from some appropriate generator. When this 
is true, the figure of merit Fo for an output tube is given by Eq. (3.48). 

Fo = !_p 
Co 

(3.48) 

where Fo = figure of merit for output tube 
IP = maximum possible value of average plate current for desired plate load 

For a given tube type, the value of Fo is not constant but is a function of the plate 
load. It permits, however, the comparison of different types of tubes. The prac­
tical considerations in supplying the drive signal for such a stage usually require 
that Um and Ci enter into the tube selection. The final choice for this case will usually 
be a compromise between FwA and Fo. 

3.9c. Pulse Rise 'Pime as a Function of Bandwidth. In some cases, pulses or other 
transient waveforms are to be amplified rather than sine waves. For these applica­
tions, it is usually more appropriate to consider the maximum rate of rise of output 
voltage that can be obtained rather than the frequency response to a sine-wave 

1 Since c; in a triode is a function of stage gain, no figure of merit can be established for 
a triode. 
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input. Rise time is defined as the time required for the output-voltage waveform to 
rise from 10 to 90 per cent of its final value in response to a step-function input signal. 1 

The following relationship for uncompensated resistively loaded amplifiers will give 
the rise time as a function of the circuit parameters. 

R . t· 2 2 C 2.2ACt 1se 1me, sec ~ . rb t ~ ---
Ym 

(3.49) 

Equation (3.50) can be used to express the relationship between bandwidth and 
rise time for a single uncompensated stage. 

R
. . Q35 
1se time, sec ~ b d "dth an :WI , cps 

(3.50) 

To express the over-all rise time of a multistage amplifier, the composite rise time to a 
step function input is given by the square root of the sum of the squares of the indi­
vidual rise times. This relationship assumes that the individual amplifiers do not 
have an overshoot that exceeds a few per cent. For input signals with rise times 
appreciably greater than that of the amplifier, the amplifier may be considered to have 
negligible waveform distortion of the leading edge. In the case where the input signal 
rise time approaches that of the amplifier for a step function input, the output signal 
will have a rise time equal to the squa,re foot of the sum of the squares of the input 
and amplifier rise times. · · 

Example 3.8 

In an uncompensated video amplifier using cascaded 6AK5 tubes, determine the maxi­
mum midband gain per stage and the plate-load resistances if the desired stage bandwidth 
is 4.25 Mc and the distributed wirh;i.g capacitan:Ce C..,is 6 µµf per stage. 

From Table 3.1 

From Eq. (3.45) 
Ct = C0 · + Ci + Cw =: 2.8. + 4 + 6 = 12.8 µµf 

5 X 10-s 
IAI = . = 14.6 

2 X 3.14 X 4.25 X 108 X 12.8 X 10-12 

In this problem the grid-to-plate capacitance of the succeeding tube (0.02 µµf) multiplied 
by (jAj + 1),is a negligible quantity and can be disregarded. In some cases it will be neces­
sary to add this term to the other capacitances. 

To determine the value of the a-c plate load rb consistent with the calculated value of A, 
the simple expression for midband gain can be used.·,;' 

IAI 14.6 · , ( · · d · ) 
Tb~-;;.- = 

5 
X 

10
_

3 
= 2,920 ohms · · assummg no egenerat1on 

Example 3.9 

An oscilloscope deflection amplifier must be capable of supplying a 110-volt rms sine 
wave to the deflection plates. Using an 807 tube, petermine the operating conditions for 
2-Mc bandwidth if the sum of the deflection plate input and wiring capacitances is 20 µµf. 

From the tube manufacturer's data: 

Co. = 7.µµf 

The a-c plate-load resistance must be equal to or less tqan 

1 
Tb = 21r'/2C,· 

2 X 3.14 X,2 X 106 X (20 + 7) X 10-12 

= 2,950 ohms 

1 With reference to the input signal, a step function is li.n instantaneous change in the d-o 
value to some new d-c value. · · ' 
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and eo(peak) = -V2 erms = 1.414 X 110 = 155.6 volts 

Q . 1 t I > 155
·
6 

52 8 mescent pa e current bo _ 
2

,
950 

= . ma 

and 
155.6 

lb(max) ~ Ibo + 
2

,
950 

= 105.6 ma 

If the 807 screen voltage is assumed to be equal to 250 volts, the quiescent plate voltage 
equal to 300 volts, and the quiescent control grid voltage equal to -12 volts, (Im will be 
approximately 6,000 µmhos. Under these conditions the quiescent plate current will be 
approximately 100 ma and the tube will not be driven into the positive grid region. 
Therefore, 

IAI ~ (/mTb = 6 X 10-3 X 2,950 
~ 17.7 

3.10. Effect of Bypassed Cathode and Bypassed Screen-grid Resistors on the 
Frequency Response. In determining the low-frequency 

Ebb response, it is necessary to consider the effects of the inter-
stage coupling as discussed in Secs. 3.5c, 3.6a, and 3. 7b in 
addition to the effects of cathode and screen-grid circuit 
bypassing which are discussed in the following sections. 

f?s Both the db loss and phase shift due to interstage coupling 
add to the db loss and phase shift due to the cathode and/or 
screen-grid bypassing. An amplifier employing screen-grid 
and cathode bypassing is shown in Fig. 3.26. 

Csk 3.10a. Low-frequency Gain and Phase Characteristics as 
Determined by Bypassing the Screen Grid to a Grounded 
Cathode. At high, medium, and relatively low frequencies, 

Ck the screen-grid circuit which employs a dropping resistor 
can be stabilized with respect to the cathode by bypassing 
the screen grid to the cathode. At very low frequencies, 
however, the screen-grid circuit becomes degenerative since 

- the reactance of the bypass capacitor becomes sufficiently 
Frn. 3.26. Amplifier large that it has negligible effect on the circuit. In Figs. 
with both screen-grid 3.27 and 3.28 are the amplitude and phase characteristics of and cathode by-
passing. an amplifier as determined by screen-grid circuit bypassing 

as a function off If, for several values of A./ A; provided that 
the cathode is either grounded or very well bypassed at those frequencies in the region 
off,. The terms f, and A./ A; are determined from Eqs. (3.51) and (3.52). 

1 J. = ---2?1'R.c.,., 
A. R. 
-;=l+­
A. r112 

where r 11 2 = dynamic screen-grid resistance, ohms 
R, = screen voltage dropping resistor 
C,k = bypass capacitor between screen grid and cathode, farads 
f, = frequency in cycles per second at which reactance of C,,., = R. 

A. = gain without screen circuit degeneration 
, A; = gain with ecreen circuit degeneration 

(3.51) 

(3.52) 

It is of interest to note that the total loss in gain due to the screen circuit degenera­
tion at low frequencies is dependent only on the value of R,/r11 2. 

The frequency Ii, that is, th(;} low frequency at which the amplifier gain is 3 db less 
than at midband, can be found as follows: (1) compute A./ A;, (2) from Fig. 3.27 
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Fxo. 3.28. Phase characteristics of an amplifier with a bypassed cathode resistor or a screen­
grid resistor bypassed to the cathode. 

determine the value off If, which causes a 3-db loss, and (3) determine the value of Ji 
from Eq. (3.53). 

f 1 = (value from. step 2) X f. (3.53) 

3.10b. Low-frequency Gain and Phase Characteristics as Determined by a Bypassed 
Cathode Resistor. With the application of Eqs. (3.54) and (3.55) and Figs. 3.27 and 
3.28, the low-frequency amplitude and phase characteristics of a triode can be deter-
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mined. These same equations and figures apply to a tetrode or pentode amplifier 
provided that the screen-grid bypass capacitor to the cathode is large enough that 
a very small proportion of the a-c screen current flows through R. and Rk at fre­
quencies in the region of fk. The terms fk and Aki A~ are determined from Eqs. 
(3.54) and (3.55). 

where Rk = cathode resistance, ohms 
Ck = cathode bypass capacitor, farads 
Ak = gain without cathode degeneration 
A~ = gain with cathode degeneration 
fk = frequency in cycles per second at which reactance of Ck = Rk 

(3.54) 

(3.55) 

(3.56) 

The value of f 1 is determined in a manner similar to the one described in 
Sec. 3.10a, except that Aki A;, f /fk, and fk are substituted for A./ A;, f/f., and f., 
respectively. 

3.10c. Low-frequency Gain and Phase Characteristics as Determined by the Combina­
tion of Screen-grid and Cathode Bypassing. Equation (3.19) is applicable for the 
determination of gain if both cathode and screen-grid degeneration exist. The 
applicable equation for the case of the cathode being bypassed to ground and the 
screen circuit being bypassed to the cathode is considerably more complicated. This 
is partially caused by the fact that the screen-grid bypass capacitor is in parallel 
with the series combination of R. and Rk and prevents the substitution of the term 
z.k (C.k in parallel with the sum of R. and Rk) for R. in a manner similar to the pos­
sible substitution of the term Zk (parallel combination of Rk and Ck) for Rk in Eq. 
(3.19). Because of the form of this new equation, it does not lend itself to usable 
simplification and consequently prevents the creation of a convenient and accurate 
means for determining the low-frequency amplitude and phase characteristics due 
to the combination of screen-grid and cathode bypassing. 

A practical means of making a fairly good approximation as to the amplitude and 
phase characteristics is to assume that the attenuation in decibels and the phase shift 
in degrees can each be determined for screen-grid and cathode bypassing separately 
and then the results added so as to obtain the composite amplitude and phase char­
acteristics. This method, although not exact, permits the determination of a response 
curve which usually does not deviate from the true response curve by more than 
about one decibel. 

3.10d. Extension of the High-frequency Response by Cathode and/or Screen-grid 
Circuit Compensation. The high-frequency response of an amplifier which is degen­
erative, because of either an unbypassed cathode and/or an unbyp~ssed screen-grid 
resistor, can be extended by reducing this degeneration at those upper frequencies 
where the plate load is reduped. by the reactance of the shunt capacity. This can 
be accomplished by bypassing the appropriate resistor or resistors, viz., either the 
screen-grid resistor to the ca.thode and/or the cathode resistor to ground, with a small 
capacitor which is effective only at high frequencies. This permits the extension of 
the upper -3-db frequency by a factor equal to or larger than A/ A' as shown in 
Fig. 3.29. The factor A/ A' is equal to Aki A; if only cathode circuit compensation 
is used, A./ A; if only screen-grid .compensation is used, and Aki A~ + A./ A; if both 
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cathode and screen-grid compensation are employed [see Eqs. (3.52) and (3.55)]. 
Note that this permits the realization of the same gain-bandwidth product that 
could be obtained by effectively bypassing the applicable resistor or resistors at all 
frequencies. The same gain-bandwidth product is obtained, however, with reduced 
gain and increased bandwidth. 
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Fm. 3.29. High-frequency response of an amplifier as modified by cathode or screen-grid 
circuit compensation. 

If only the cathode resistor is unbypassed, the high-frequency compensation which 
can be realized by bypassing the cathode resistor with a small capacitor can be deter­
mined from Fig. 3.29. The value of d should be determined from Eq. (3.57). In 
Fig. 3.29, the factor Al A' is equal to Aki A; [see Eqs. (3.55) and (3.56)]. 

d == RkCk 
rbC1 

(3.57) 

Similarly, if only the screen-grid resistor is unbypassed, Al A' in Fig. 3.29 is equal to 
Aal A; [see Eq. (3.52)] and d should be determined from Eq. (3.58). 

(3.58) 

If both the cathode and screen-grid resistors are unbypassed, the curves shown in 
Fig. 3.29 can also be utilized to establish the factor by which the upper -3-db fre­
quency can be extended by properly bypassing these resistors. For this case, Al A' is 
equal to Aki A; + Aal A;. To obtain correct compensation, either Eqs. (3.57) and 
(3.59) or Eqs. (3.58) and (3.60) must be satisfied. 

(3.59) 

(3.60) 

The curves shown in Fig. 3.29 show the high-frequency response of an amplifier 
as a function of frequency for four different values of d. The optimum value for d 
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is usually taken as 1 since with this value the bandwidth is increased by the factor 
A/A' without overcompensation. Where a slight amount of overcompensation is 
permissible, the value of d equal to 1.25 will cause the bandwidth to be increased by 
the factor 1.12A/ A' as shown in the figure. Severe overcompensation results if the 
value of d is much greater than 1.25. 

Example 3.10 
Determine Ji, the -3-db lower frequency, for an amplifier which has the following circuit 

values: 

1. Compute Aki Ak', 
From Eq. (3.55) 

µ = 20 
Tp = 10,000 ohms 

Rk = 2,000 ohms 
Tb = 25,000 ohms 

Ck = 10 µf 

Ak 2,000(20 + 1) 
Ak' = l + 10,000 + 25,000 

= 2.2 

2. Determine the value off /fk which causes a 3-db loss (see Fig. 3.27). 
By interpolation between the curves for Aki A,.' equal to 2 and 3, the value off Ilk which 

causes a loss of 3 db is seen to be approximately equal to 1.7. 
3. Determine Ji. 
Determine fk from Eq. (3.54). 

1 
fk = 2 X 3.14 X 2,000 X 10 X 10-6 

= 7.96 cycles 
and from Eq. (3.53) 

Ji = 1.7 X 7.96 
= 13.53 cycles 

NOTE: To determine the over-all low-frequency response of an amplifier it is also neces­
sary to add the db loss and phase shift introduced by the interstage coupling as discussed in 
Secs. 3.5c, 3.6a, and 3.7b. 

Example 3.11 
A pentode amplifier with Tb of 2,000 ohms and an unbypassed Rk of 240 ohms is operatin11 

with a transconductance (Im of 5,200 µmhos. If the uncompensated bandwidth is 4 Mc, 
determine Ck for the greatest bandwidth without overcompensation. 

At the upper -3-db frequency, the reactance of Ct shunting the load is equal to Tb, 

Therefore 

Ct =-
1
-

21r'2Tb 2 X 3.14 X 4 X 106 X 2 X 103 

= 19.9 µµf 

For maximum bandwidth without overcompensation d = 1, therefore 

l = RkCk 
TbCt 

Ck 2 X 103 X 19.9 X 10-12 

240 
= 166 µµf 

The factor by which the bandwidth is increased is equal to Ak/ A~, therefore from 
Eq. (3.56) 

Ak 
-; '.'.:',:'. 1 + YmRk = 2.25 
Ak 

Actual bandwidth with compensation ,..,_, 2.25 X 4 
.....,9Mc 
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3.11. High-frequency Compensation. In this section, several different types of 

compensating networks and their associated amplitude and phase characteristics 
are discussed. For each type of compensation it has been assumed that the a-c plate 
resistance rp of the tube is much larger than the plate-load impedance. The phase­
shift characteristics for several different types of compensating networks have been 
normalized so as to indicate the degree of phase distortion (see Figs. 3.32, 3.35, 3.37, 
3.40, and 3.42). A network introduces phase distortion if it produces phase shift 
which is not directly proportional to· frequency. Normalized phase-shift curves for 
networks introducing no phase distortion are horizontal lines. The vertical positions 
of these lines are determined entirely by the amount· of phase shift at any given 
frequency whereas the fact that they are horizontal lines indicates that the phase 
shift is directly proportional to frequency. Note that it is the actual magnitude 
of the deviation from a uniform normalized phase-shift value rather than the per­
centage deviation which dP.termines the magnitude of the phase distortion. The phase 
shift of a sine wave can be converted into an equivalent time delay as described on the 
referenced figures. 

A repetitive signal having a complex waveform will be distorted if there is unequal 
amplitude response and/or phase distortion to the frequency components which make 
up the waveform. 

In an amplifier having no phase distortion but having a nonuniform amplitude 
response as a function of frequency, the output waveform to a square wave input 
will be symmetrical. However, the top of the output waveform will not be flat. 
If the top of the output waveform tends to be convex, the high-frequency response is 
inadequate, and if the top of the waveform is concave, the low-frequency response is 
inadequate. 

Phase distortion, with or without a uniform amplitude response as a function of 
frequency, will cause a square wave to become nonsymmetrical. If the top of the 
output waveform has an upward slope, the low-frequency components are delayed 
more than the high-frequency components. This is caused by either insufficient 
phase lead at low frequencies or insufficient phase lag at high frequencies. If the 
top of the output waveform has a downward slope, the high-frequency components 
are delayed more than the low-frequency components. This is caused by either 
excessive phase lead at low frequencies or excessive phase lag at high frequencies. 

A compensating network which provides critical damping will have a normalized 
phase-shift characteristic which decreases with increasing frequency. With reference 
to a step function input, critical damping will cause the output signal to have the 
minimum rise time without overshoot (see Fig. 18.4). In general, critical damping 
is not considered in video amplifiers since the rise time is usually considered to be 
excessive. In the multistage amplifier in which a certain per cent overshoot to a 
step function input is desired, the permissible overshoot per stage is inversely propor­
tional to the number of stages. 

For single input functions such as a step or for repetitive complex waveforms, an 
amplifier which has been compensated to optimize its phase characteristics, i.e., to 
minimize the deviations of the normalized phase shift from a constant value, is fre­
quently considered to provide the best compromise in the reproduction of the refer­
enced input functions. 

If a single sine wave of varying frequency is to be amplified, the compensation 
which provides the best amplitude characteristics is usually used. 

3.11 a. Shunt CompeMation. The conventional resistance-coupled amplifier without 
cathode or plate-circuit compensation will provide a specific value for the upper 
-3-db frequency f 2 for a given a-c plate-load resistance. Equation (3.61) shows that 
f 2 is the frequency at which the reactance of the shunt capacitance Ct is equal to rb, 
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At this frequency, the impedance of the load is equal to 0.707rb and continues to 
decrease with increasing frequency. 

(3.61) 

where f 2 = u'pper frequency in cycles per second at which resistance-coupled ampli­
fier gain is 3 db less than at midband without compensation 

Ci = total shunt capacitance in farads across plate-load resistor (includes 
input capacitance to following stage) 

rb = a-c plate-load resistance, ohms 
If an inductor having the proper value is added in series with the plate-load resistor 

as shown in Fig. 3.30, a low-Q resonant circuit will be obtained in the region of fz. 
The parallel resonant circuit so formed will present an increased plate-load impedance 

to the tube for a limited range of frequencies, 
+E/)/J thereby ·causing the amplifier upper -3-db 

frequency to be extended beyond f z. The 
value of the inductor is given by Eq. (3.62). 

(3.62) 

where Lb is in henrys, kb is an arbitrary con­
stant, rb is in ohms, and Ct is in farads. 

In Figs. 3.31 and 3.32 are the amplitude 
and normalized phase-shift characteristics of 
a shunt-compensated amplifier having several 
different values of compensation. 

The best phase and amplitude character­
Fm. 3.30. Output circuit of a shunt- istics are obtained when kb is approximately 
compensated amplifier. 

equal to 0.35 and 0.50, respectively. The 
maximum value that kb can have without overcompensation is 0.44. Critical damp­
ing occurs when kb = 0.25. 

3.1 lb. Series Compensation. The upper -3-db frequency limit can be extended 
beyondf2 [see Eq. (3.61)]by the use of a series compensating circuit of the type shown 
in Fig. 3.33. The values of Le and Ra can be determined by Eqs. (3.63) and (3.64), 
respectively. 

(3.63) 

where Le is in henrys, kc is an arbitrary constant, C1 = Co + (wiring capacitance on 
plate side of L0 ), and C2 = c, + (wiring capacitance on grid side of Le) (both C1 and 
C2 are in farads). 

where Ra and rb are in ohms and ka is an arbitrary constant. 
The ratio of C2 to C1 is given by Eq. (3.65). 

C2 
a= Ci 

(3.64) 

(3.65) 

Amplitude and normalized phase-shift charac~eristics are plotted in Figs. 3.34 to 
3.37 for various combinations of a, kc, and ka. Most vacuum tubes have an input 
capacitance which is approximately equal to twice the output capacitance, and, con­
sequently, the value of a is frequently very nearly equal to 2. 

Capacitor Cc can be located on either the plate or grid side of Le so as to add its 
distributed capacitance to the side which will be most beneficial in obtaining the 
desired ratio C2/C1. 
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3.11c. Combination of Shunt and Series Compensation. Both shunt and series 
compensation are sometimes employed as shown in Fig. 3.38. 

Shown in Figs. 3.39 to 3.42 are several combinations of shunt and series com-
pensation and the associated amplitude and normalized phase-shift characteristics. 

Ji}»Ro 
THEREFORE rbo::R/J 

Rd 

The value of a has been made equal to both 
1 and 2. Utilizing the values of kb and kc 
given in the figures, the required values of Lb 
and L 0 can be determined from Eqs. (3.62) 
and (3.63). It should be noted that the 
values of Lb and L. are dependent on the total 
shunt capacity Ci which is equal to C1 + C2. 
The reference frequency /2 used in the figures 
refers to the frequency determined by Eq. 
(3.61). 

Examples of optimum amplitude and opti­
mum phase compensation for a square-wave 
input signal having a frequency of /2 are 

·Frn. 3.33. Output circuit of a series- shown in Fig. 3.43. 
compensated amplifier. 3.11d. Low-pass Filter as a Two-terminal 

Compensating Network. By the use of a 
two-terminal compensating network of the type shown in Fig. 3.44, it is possible to 
make the frequency response of an amplifier constant up to a frequency which is 
equal to 2/2. The network consists of a capacitor Cm shunted across the midshunt 
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Frn. 3.34. Amplitude characteristics of an output circuit of the type shown in Fig. 3.33 
when a = l. 

image impedance of a properly terminated constant-k low-pass filter section whose 
cutoff frequency is 2/2. If the reactance of Cm at 2/2 is equal to the terminating 
resistance of the filter, the parallel combination of the capacitive reactance due to 
Cm and the midshunt impedance of the filter will be an impedance having a magnitude 
equal to the filter terminating resistance and will be absolutely constant at all fre­
quencies up to 2/2. The midshunt input capacitor Cn of the constant-k low-pass 
filter section will be equal to Cm. The sum of the two capacitors Cm and Cn represents 
the total shunt capacitance Ce for the tube. The value of the series inductance and 
the elements in the terminating half section are given in Fig. 16.11. With reference 
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Fm. 3.35. Normalized phase-shift characteristics of an output circuit of the type shown in 
Fig. 3.33 when a = 1. 
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Fm. 3.36. Amplitude characteristics of an output circuit of the type shown in Fig. 3.33 
when a = 2. 

to Fig. 16.11, Cm = Cn = C/2 and 2f2 = Jc, The normalized phase-shift character­
istics are shown in Fig. 3.46. 

The normalized phase-shift characteristics can be made fairly constant when the 
cutoff frequency Jc for the filter is made approximately equal to 2.44h, In this case 
the calculated value of C from Fig. 16.11 will be less than Ct and the amplifier gain 
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will not be constant up to the frequency of cutoff. The -3-db frequency will be 
approximately equal to 2.3/2. 

3.11e. Low-pass Filter as a Three-terminal Compensating Network. The three­
terminal compensating network shown in Fig. 3.45 can also be employed to extend the 
frequency response. This type of compensation takes advantage of the fact that 
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FIG. 3.37. Normalized phase-shift characteristics of an output circuit of the type shown in 
Fig. 3.33 when a = 2. 

the output capacitance Ci is composed of two terms, C1 and C2 (do not confuse with C 
and C in the figure), which can be used as circuit elements in a constant-k low-pass 
filter. If C1 is equal to C2, the frequency response can theoretically be made abso­
lutely constant up to 4h, If C2 is equal to 2C1, the upper limit is 3/2. In Fig. 3.45, 

Rc»Rb 
THEREFORE rb """Rb 

the value of C must be determined from 
Fig. 16.11. If C1 = C2, the value of Jc 
is equal to 4/2 and C = Ci = C2, If 
C2 = 2C1, Jc is equal to 3/2 and 

In this latter case, it is necessary to par­
allel C1 with another capacitance of the 
same value. The normalized phase-shift 
characteristics are shown in Fig. 3.46. 

3.11/. High-frequency Boost in Audio 
Amplifiers. In an audio amplifier, there 
is not the severe requirement for obtain­
ing as exact compensation as in a video 
amplifier. The amplifier gain can devi­

Frn. 3.38. Output circuit of an amplifier 
using both series and shunt compensation. ate above or below the midband value by 

several decibels, and in addition there 
can be considerable deviation from a linear phase characteristic without causing 
the signal to be unpleasant to the human ear. Since many persons prefer high­
frequency components to be emphasized, most audio amplifiers are designed with 
the provision for high-frequency boost. 

High-frequency boost can be obtained by employing special equalizing networks 
of the type discussed in Sec. 17.2 or by employing impedance elements as plate loads 
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Frn. 3.39. Amplitude characteristics of an output circuit of the type shown in Fig. 3.38 
when a = 1. 
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FIG. 3.40. Normalized phase-shift characteristics of an output circuit of the type shown in 
Fig. 3.38 when a = 1. 

whose values increase in the high-frequency region where the boost is desired. An 
example is a parallel R, L, and C network in series with the plate-load resistance. 
The resonant frequency for Land C determines the region in which the boost will be 
obtained, and the value of R, the inductance Q, the plate-load resistance, and the 
tube characteristics determine the amount of boost. 

High-frequency boost can also be obtained by bypassing the cathode and screen­
grid circuits with capacitors whose values are such that they are ineffective at low 
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when a = 2. 
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FIG. 3.42. Normalized phase-shift characteristics of an output circuit of the type shown in 
Fig. 3.38 when a = 2. 

(0) PHASE DISTORTION CAUSED BY THE COMPENSATION 
GIVEN BY CURVE 3 OF FIGS. 3.39 ANO 3.40 

{bl DISTORTION CAUSED BY THE COMPENSATION GIVEN 
BY CURVE 6 OF FIGS. 3-.39 ANO 3.40 { DISTORTION 
IS DUE PRIMARILY TO THE NONUNIFORM AMPLITUDE 
RESPONSE AS A FUNCTION OF FREQUENCY) 

FIG. 3.43. Examples of the distortion to a square wave at frequency /2 in passing through 
two different output circuits. Small dip in (b) is due to reduced amplitude of 5th harmonic. 
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frequencies but which provide the desired increase in amplifier gain at high frequencies. 
Boost will be realized if either the product RkCk or R.C.k is greater than rbCt (see 
Fig. 3.29). The term rb is the a-c plate-load resistance, and Ci is the shunt capacitance 
across rb. 

Another common means of obtaining treble boost is to employ negative feedback 
in which the feedback loop has a transfer function which decreases with increasing 

FIG. 3.44. Output circuit of an amplifier 
employing a low-pass filter for compen­
sation. The shunt capacitance Ct is repre­
sented by Cm and Cn. 

Rc>>Rb THEREFORE rb~Rb 

Cc 

+Ebb 

FIG. 3.45. Output circuit of an amplifier 
employing a low-pass filter for compen­
sation. 

frequency. The reduced feedback causes an associated increase in gain at high 
frequencies. 

Example 3.12 
Determine the value of Lb for a shunt-compensated amplifier employing a tube having b. 

1,500-ohm load and an output capactance of 5 µµf. Let kb be equal to 0.5. Cw is 8 µµf, 
and the following tube has an input capaci­
tance of 13 µµf. Therefore 

Ct = Co + Ci + Cw 
= 5 + 13 + 8 
= 26 µµf 

and from Eq. (3.62) 

Lb = 0.5 X 1,5002 X 26 X 10-12 

= 29.3 X 10-e henry, or 29.3 µh 

Example 3.13 
For the amplifier in Example 3.12, deter­

mine (1) '2, the -3-db frequency without 
compensation and (2) '2', the -3-db fre­
quency with compensation. 

From Eq. (3.61) 

1 
2 X 3.14 X 1,500 X 26 X 10-12 

= 4.08 Mc 
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FIG. 3.46. Normalized phase shift in output 
circuits shown in Figs. 3.44 and 3.45. 

The gain-bandwidth improvement factor is determined from Fig. 3.31 and is found to be 
equal to 1.8. Therefore 

/2' = 1.8 X 4.08 
= 7.34 Mc 

3.12. Low-frequency Compensation. The low-frequency response of an amplifier is 
usually established by one or more RC network combinations such as a cathode 
resistor and its bypassing capacitor or an RC interstage coupling network. In addi­
tion to the frequency-response considerations, caution should be exercised in using 
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RC networks in_plate, screen, cathode, or interstage circuits if the signal being ampli­
fied has a d-c component. A unipolar signal is an example of a signal having a d-c 
component since the average value of the signal is not equal to zero. If a video 
amplifier having a plate-circuit decoupling network is used to amplify large positive 
unipolar input signals of long duration, the average plate current will increase con­
siderably above that value caused by smaller signals of shorter duration. For this 
reason, the voltage drop across the decoupling network will not be constant; con­
sequently, the effective supply voltage for the tube will not be constant and will 
result in a shift of the operating point and may cause a change in the amplifier gain. 
This same type of d-c shift will occur in cathode circuit self-biasing networks and 
screen-circuit decoupling networks. In video amplifiers which must be decoupled 
from the supply voltages and which are used to amplify non.symmetrical signals 
having varying amplitudes, the recommended procedure is to minimize the size of the 
screen and plate decoupling resistors and maximize the size of the decoupling capaci­
tors. In many instances it is necessary to incorporate special regulated supplies for 
the plate and screen circuits to achieve both the desired isolation and the desired 
stability in the supply. If possible, the bias should be obtained by returning the 
grid circuit to a biasing network. If self-biasing must be used, avoid bypassing the 
cathode resistor if the change in average tube current caused by a typical change in 
signal level will shift the operating point and noticeably affect the gain or limit the 
size of the signal being amplified. If an RC interstage coupling network is used, it is 
possible to employ a clamping network to avoid an appreciable shift in the operating 
point in the following stage provided only unipolar signals are being amplified. In 
the absence of a clamping network, the shift in the operating point will be equal to the 

d-c component in the signal. Typical inter-
+Ebb stage networks for clamping the signal to a 

given level are shown in Fig. 12.13. 

-=-
Frn. 3.47. Output circuit of an amplifier 
with the low-frequency compensating 
network consisting of Ra and Ca. 

The design information contained in Secs. 
3.12a to 3.12e is intended for class A 
amplifiers with sine-wave input signals; 
therefore the problems associated with 
changes in the level of nonsymmetrical 
signals do not exist. 

3.12a. Low-frequency Compensating Net­
work for an Amplifier. The low-frequency 
amplitude and phase characteristics of an 
amplifier as modified by the components 
Ra and Ca shown in Fig. 3.47 can be deter­
mined with the aid of Figs. 3.27 and 3.28 
provided that the dynamic plate resistance 
rp is much larger than Rb + Ra. The 
decibel scale on Fig. 3.27 should be read 
as decibel gain rather than loss, and the 

phase angle as determined from Fig. 3.28 should be read as lagging instead of leading. 
The individual curves are then for different values of Aa/ A~, and the abscissas are 
plotted in terms off If a- The terms fa and Aa/ A: can be determined from Eqs. (3. 66) 
and (3.67), respectively. 

(3.66) 

where Ra is in ohms, Ca is in farads, and fa is the frequency in cycles per second at 
which the reactance of Ca is equal to Ra. If rp is much larger than Rb + Ra, the value 
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of Aa/ A~ to be used when referring to Figs. 3.27 and 3.28 can be determined from 
Eq. (3.67). 

(3.67) 

For all other cases, it is not possible to employ Figs. 3.27 and 3.28, and the amplifier 
gain and phase characteristics as modified by Ra and Ca must be determined experi­
mentally or from Eq. (3.68). 

A(f) = µ[Rb + Ra/(1 + jf /fa)] (3.68) 
rp +Rb+ Ra/(1 + jf /fa) 

3.12b. Low-frequency Compensation of a Bypassed Cathode and/or a Bypassed Screen­
grid Resistor. If rp is much larger than Ra + Rb, it is possible, with the proper choice 
of values for Ra and Ca, to exactly compensate for both the loss in gain and the leading 
phase shift caused by a bypassed cathode resistor and/or a bypassed screen-grid 
resistor. Equations (3.69) and (3.70) express the relationships required for exact 
compensation of both the amplitud~ and phase distortion caused by a bypassed 
cathode resistor. 

Ra= gmRbRk 
RaCa = R1rCk 

(3.69) 
(3.70) 

Exact compensation for both amplitude and phase distortion caused by bypassing a 
screen-grid resistor to the cathode can be obtained by satisfying Eqs. (3.71) and (3.72). 

R - RbR. 
a - r0 2 

RaCa = R.C,k 

(3.71) 

(3.72) 

To compensate simultaneously for both a bypassed cathode resistor and a screen­
grid resistor bypassed to. the cathode, it is necessary that fa, /k, and f. have a specific 
relationship to one another.. These relationships are obtained by satisfying either 
Eqs. (3.70), (3.73), and (3.75) or Eqs. (3.72), (3.74), and (3.75). 

f. = Ak!k 
Ak 

A.f. 
fk = --, 

A. 
Aa Ak A. 

A l= A'+ A' 
a k • 

(3.73) 

(3.74) 

(3.75) 

3.12c. Low-frequency Compensation for the Effects of Interstage RC Coupling. If 
the value of Ra were infinite and if rp were large compared to Rb and Re, it would be 
possible to provide perfect low-frequency compensation for the effects of RC inter­
stage coupling. In practice, where this type of compensation is desired, Ra is made 
as large as the amplifier stage will permit and the value of Ca is determined from 
Eq. (3.76). 

(3.76) 

where Re and Cc = interstage coupling elements 
If rp is not large compared to Rb and Re, the value of Ca. is best determined experi­

mentally. 
3.12d. Low-frequency Compensation for the Combined Effects of Bypassing, Coupling, 

etc. In an amplifier, there are usually several sources which contribute to the loss in 
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gain'and the leading phase characteristics at low frequencies. It is desirable to com­
pensate each stage individually; however, it is not possible to choose values for Ra 
and Ca which will exactly compensate for the three possible sources which contribute 
to the inadequate low-frequency characteristics. Consequently, if good low-frequency 
response is required, it frequently is necessary either to use very large bypass and 
coupling capacitors or to avoid cathode and screen-grid bypassing and to use direct 
coupling between stages whenever possible. In those stages which have no frequency­
sensitive networks, it is then possible to employ values of Ra and Ca which will con­
tribute to the over-all amplifier compensation. 

It is very difficult to determine the effectiveness of the over-all compensation by 
using a sine-wave signal generator and attempting to measure the amplifier amplitude 
and phase characteristics. The most effective means is to employ a square-wave 
generator and observe the output signal. The procedure is to adjust experimentally 
the values of the compensating networks until the output signal has the optimum 
characteristics. 

3.12e. Low-frequency Boost in Audio Amplifiers. As discussed in Sec. 3.llf, there 
is not the severe requirement for obtaining as exact amplitude and phase compensa­
tion in an audio amplifier as in a video amplifier. Actually, low-frequency boost in an 
audio amplifier is frequently desirable even though it is obtained at the expense of 
phase distortion. 

Low-frequency boost can satisfactorily be obtained by employing special equalizer 
networks of the types discussed in Sec. 17.2 or by employing impedance elements as 
plate loads whose values increase in the low-frequency region where the boost is 
desired. A typical example is a parallel R, L, and C network in series with the plate­
load resistance. The resonant frequency for Land C determines the region in which 
the boost will be obtained, and the value of R, the inductance Q, the plate-load resist­
ance, and the tube characteristics determine the amount of boost. Another example 
might be a network consisting of Ra and Ca as shown in Fig. 3.47. The value of Ra 
is chosen so that the value of Aa/ A: determined from Eq. (3.67) is sufficient to produce 
the desired boost. The next step is to determine from Fig. 3.27 a value for fa which 

will cause the boost to be realized at the 
desired frequencies. The value of Ca can 
then be determined from Eq. (3.66). It 
should be remembered that when using 
Figs. 3.27 and 3.28 for determining the 

t effects of Ra and C "' the decibel values 

60 given in the figure are gain values, phase 
angles are lagging, and the abscissa scale 

-b_ _i is in terms of f /fa, 
Another means of obtaining low-fre­

quency boost is to employ a series capaci­
Frn. 3.48. An amplifier with feedback for tor in the feedback loop of a negative feed­
bass boost. back amplifier. At low frequencies, the 

reactance of the capacitor increases and 
the amount of feedback decreases with an associated increase in amplifier gain. An 
example of a circuit of this type is shown in Fig. 3.48. 

3.13. Gain and Phase Characteristics of Multiple-stage Amplifiers. The over-all 
gain of a multistage amplifier can be expressed as the product of the individual stage 
gains. However, if the individual stage gains are given in decibels, the over-all gain 
in decibels will be equal to the sum of the individual stage gains in decibels. The 
over-all phase shift in a multistage amplifier is equal to the sum of the phase shifts 
in the individual stages. 

3.13a. Gain of an Amplifier with n Stages. A multistage amplifier composed of n 
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stages will have an over-all power, voltage, or current gain A 0 equal to the product 
of all the individual stage gains. 

Ao = A1A2As , , , An 

The value of Ao will vary as a function of frequency since the individual stage gains 
vary with frequency. The values of the individual stage gains must be determined 
when operating into the load imposed by the succeeding stages and with the output 
load connected. If all the stages are identical, the over-all gain Ao will be equal to 
An where n is the number of stages and A is the gain of each stage. 

The power gain of the individual stages of an amplifier can also be expressed in 
decibels. 

p . db 10 1 power output from stage 
ower gam, = ogio power input to stage 

If the power gains of the individual stages of a multistage amplifier are expressed in 
decibels, the over-all power gain A op in decibels can be expressed by the sum of the 
individual gains 

Aop(db) = A1(db) + A2(db) + • • • + An(db) 
_ 

101 
power output from final stage 

- ogio power input to first stage (3.77) 

Voltage or current gain can also be expressed in decibels. In general, most text­
books state that the input and output voltages or currents must be referred to the 
same impedance level in determining the voltage or current gain in decibels. In 
practice, however, the over-all voltage gain Ao. in decibels ordinarily refers to the 
actual ratio of the output voltage to the input voltage, and the over-all current gain 
Aoi in decibels refers to the actual ratio of the output current to the input current. 

A (db) _ 20 1 output voltage from final stage 
0

• - ogio input voltage to first stage (3.78) 

A (db) _ 
20 1 

output current from final stage 
oi - ogio input current to first stage 

The incremental difference in gain AAo(db) of an amplifier at two different fre­
quencies is of ten expressed in decibels. The decibel change in gain can be determined 
by the ratio of the output voltages at the two frequencies with a constant value of 
input signal. In general, the incremental gain is expressed as a plus or minus num­
ber of decibels with respect to the gain at the frequency chosen as a reference, e.g., 
the midband frequency. 

A (db) A (db) A (db) 20 1 
eo at evaluating frequency 

A op = A oe = A oi = og10 eo at midband 

3.13b. Determination of the Gain of a Multistage Amplifier by Graphical Methods. 
Graphical methods are frequently used to determine the over-all gain of an amplifier 
over a wide frequency range if the individual stage gains are known. A logarithmic 
plot of the gains of the individual amplifier stages as a function of frequency, as shown 
in Fig. 3.49, permits the determination of the gain of the over-all amplifier. If the 
curves A1 and A2 represent the numerical gains of two amplifier stages, the sum of the 
heights of the respective curves above the unity gain base line, at any frequency, will 
be equal to the total gain of the amplifier at that frequency. The over-all amplifier 
gain can easily be plotted by performing the curve addition with a pair of dividers. 

When the curves of gain versus frequency for the individual stages are plotted on 
a linear decibel gain scale, the over-all gain curve can also be determined by successive 
summation. 
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3.13c. Phase Response of an Amplifier Having n Stages. The expression for the 
gain of a single-stage plate-loaded amplifier including the phase resp0nse can be 
written in the form A/180 + 8. The 180° component is the normal relationship 

between the plate circuit output signal and the input signal for an amplifier in which 
the plate, screen, and cathode circuits are resistive and electron transit time is negligi­
ble. The 8 component denotes the departure from the 180° relationship due to circuit 
reactances. For a steady-state sine-wave input signal, the phase angle () represents 
an equivalent time delay t between the input and output terminals. 

(} 

t = 360f 

where t = time delay, sec 
f = frequency, cps 
() = phase shift, deg 

At any given frequency, the total phase shift is the sum of the phase angles associated 
with the individual stages. 

100 ~- -~ ~~ - -~ ~-~ ~ 

,,· Ao . 
I ' I/ ' I ~ 

A2 

/ )~ "' 
--. , 
~ 

' ,, , .. " ., -7 ~' ·- "' ~ 
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V I\~~ 
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Fm. 3.49. Graphical computation of the gain as a function of frequency for a two-stage 
amplifier. 

If sinusoidal or audio signals are to be amplified, the over-all phase shift is usually 
unimportant or at least noncritical. The satisfactory reproduction of complex signal 
waveshapes, however, can be achieved only with amplifiers having relatively uniform 
gain and linear phase characteristics for the major frequency components which make 
up the complex signal waveshape. A linear phase characteristic, i.e., the character­
istic of introducing the same time delay to all frequency components, ensures that each 
frequency component in the output will have the same time relationship to all other 
frequency components as existed in the input signal. 

3.14. Cathode Followers. A cathode follower is an example of a feedback amplifier 
which has 100 per cent negative voltage feedback. This amount of feedback accounts 
for the lack of gain and the low output impedance. Typical cathode-follower circuit 
configurations are shown in Fig. 3.50. 

3.14a. Gain, Input Capacitance, and Input and Output Resistances. The gain A 
of a cathode follower is given by either Eq. (3.79) or (3.80). Note that the gain can 
never exceedµ/(µ + 1). 

A = µrk 
rp + rk(µ + 1) 

and Ymrk 
~ 1 + (Jmrk 

(3.79) 

(3.80) 
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where rk = a-c circuit resistance between the cathode and ground, ohms 

r P = dynamic plate resistance, 
ohms +Ebb 

gm = tube transconductance, mhos 
The input capacitance Ci for a tetrode 

or pentode with the screen grid bypassed 
to -the cathode is given by Eq. (3.81). 

c, = Cup + (cu1u2 + Cuk) (l - A) (3.81) 

If the tube is a triode, cu1o2 is equal to 
zero. 

If the bottom end of the grid resistor is 
returned either to ground, or to a bias sup­
ply, or is bypassed to ground as shown 
in Figs. 3.50a and 3.50b, the output 
resistance Ro is determined from Eq. 
(3.82) or (3.83) and the input resistance 
R, is determined from Eq. (3.84). 
Equation (3.84) is based on the electron 
transit time and the cathode lead induct­
ance being equal to zero. 

R ._ l 
0 

- 1/rk + (µ + 1)/rp 
1 

~ 1/rk + gm 
R, = Re 

(3.82) 

(3.83) 

(3.84) 

If the bottom end of the grid resistor 
is returned to a tap on the cathode re­
sistor, as shown in Fig. 3.50c, the output 
resistance is determined from Eq. (3.85) 
or (3.86) and the input resistance is 
determined from Eq. (3.87). Equation 
(3.87) is valid only when neglecting 
such effects as transit time, cathode 
lead inductance, etc., and assuming that 
Rel (1 - A) is large compared to R2. 

Re T 
eo 

BIAS SOVRCE 
OR TO GROVNO 

TO GROVNO OR __[° 
NEG.AT/VE SVPPLY ":'" 

l_ 

(al SELF OR EXTERNAL BIASING 

+EIJ/J 

c, ,, 

R; 

-=- J;.CJ 
TO GRO/.INO OR 

NEG.ATIV£ SVPPLY 

T 

(b) CONTROL GRID DECOUPLED FROM CATHODE CIRCUIT 

T 

TOGROVNO OR 
NEGATIVE Sl/PPI..Y 

(Cl CONTROL GRID WITH COUPLING TO THE CATHODE CIRCUIT 

Frn. 3.50. Typical cathode-follower circuit 
configurations. Note: If tube is a tetrode 
or pentode, screen grid should be bypassed 
to the cathode. 

(3.85) 

(3.86) 

(3.87) 

3.14b. Quiescent Operating Point, Signal Handling Capabilities, and Gain. In the 
case of a triode, the quiescent operating point is determined graphically by the inter­
section of the d-c plate-load line and the bias line as described in Sec. 3.3a. 

If the tube is a pentode, the bias line must be drawn on the d-c transfer character­
istic to determine the quiescent operating point.• The d-c transfer characteristic is 
constructed from the d-c plate-load line as described in Sec. 3.4b. 

For a triode, the slope of the d-c plate-load line is equal to the negative reciprocal 
of the d-c resistance Rk in the cathode circuit and is drawn from Ebb on the abscissa. 
In establishing the d-c resistance Rk of the circuit, the effect of any external d-c loa.d 
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should also be included. If the tube is a pentode, the value of the cathode circuit 
resistance used to determine the d-c plate-load line must be modified as described in 
Sec. 3.4a because of the presence of the screen current. In those instances where the 
cathode resistor is returned to a negative supply, the d-c plate-load line must be drawn 
from a value on the abscissa which is equal to Ebb plus the absolute value of the nega­
tive supply. 

The bias line for the circuit shown in Fig. 3.50a is constructed as detailed in Secs. 
3.3a and 3.4c. If the circuit is of the type shown in Figs. 3.50b and 3.50c, the bias 
line is established in a similar manner. However, the Hf ective resistance to be used 
in the construction of the bias line is R1Rk/ (R1 + R2), where Rk is the net d-c resistance 
in the cathode circuit and includes R1, R2, and any d-c load resistance. 

Having determined the quiescent operating point, it is necessary to locate the a-c 
plate-load line. If the cathode circuit a-c rel!listance is the same as the d-c resistance, 
the a-c load line is identical with the d-c load line. However, if the cathode circuit 
a-c resistance differs from the d-c resistance, it is necessary to calculate this new resist­
ance and construct the a-c load line with its proper slope through the quiescent oper­
ating point. 1 From the a-c load line it is possible to directly determine the amplifier 
signal-handling capabilities and the cathode-follower gain. 

Assuming no shunting capacitance across the cathode circuit impedance, it is quite 
simple to analyze the performance of a cathode follower. For a given output signal 
which is measured along the abscissa, the required input signal is equal to this output 
signal plus the absolute value of the change in tube bias associated with the assumed 
output signal. 

3.14c, Maximum Sine-wave Output-signal Amplitude as Limited by Plate Current 
Cutoff. The maximum negative output-signal amplitude is determined by the 
quiescent plate current and the cathode circuit impedance. Due to capacitance 
shunting the cathode circuit a-c resistance, the cathode circuit impedance decreases 
with increasing frequency. It follows that the maximum output-signal amplitude 
also varies inversely with frequency. The maximum rms value of a sine-wave output 
signal, as established by plate current ~utoff, can be determined from Eq. (3.88). 

0.707lork 
eo(ma.x) = Vl + (f /fk)2 

where eocma.xJ = maximum rms voltage in volts of a sine-wave output signal 

(3.88) 

f = frequency in cycles per second at which eocma.x) is to be determined 
/k = 1/2,rnCk 
Io. = quiescent plate current, amp 
rk = cathode circuit a-c resistance, ohms 

3.14d. High-frequency Response. The -3-db upper frequency limit f2, which is 
determined by the tube and circuit parameters, can be calculated from Eq. (3.89) 
provided the output-signal amplitude is equal to or less than the value determined 
by Eq. (3.90). If the output-signal amplitude is larger than the value established 
from Eq. (3.90), distortion will result because of plate current cutoff. 

!2 = fk [ 1 + rk(µ,r; 1)] 

~ fk(l + gmrk) 
0.701/ork 

eo = -v''"1=+=[=1=+=rk=(=µ,==+=1)=/=rp=]2 

0.701/ork 

~ Vl + (1 + gmr1,) 2 

(3.89) 

(3.90) 

1 To be exact, this a-c load line does not pass through the quiescent operating point 
because of harmonic distortion. See Sec. 3.3b. 
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where Ym is in mhos, rk is in ohms, and rp is in ohms. The high-frequency operating 
limits of a cathode follower as established 
by excessively large signals and the out­
put shunting capacity are shown graph­
ically in Fig. 3.51. 

3.14e. Transient Response. The tran­
sient response of a cathode follower is 
dependent on the quiescent plate current, 
cathode impedance, and the amplitude 
and shape of the input signal. For 
positive pulses, the requirements for 
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Fm. 3.51. High-frequency characteristics of 
a cathode follower. Output signal ampli­
tude and frequency must fall in shaded area 
in order to avoid distortion due to plate 
current cutoff and/or losses greater than 
3 db. 

Fm. 3.52. Plate current waveshapes re­
quired to produce sample positive and nega­
tive output pulses. 

satisfactory pulse reproduction are given by Eqs. (3.91), (3.92), and (3.93). Refer 
to Fig. 3.52 for typical current waveshapes. 

1 > 0.8Cke (3.91) 
0 

- T2 

Im = Io + e (O.SCk + .!) (3.92) 
T1 Tk 

and for best results, 

whichever is smaller (3.93) 

where Io = quiescent plate current, amp 
Ck = cathode shunt capacitance, farads 

T1, T 2 = transition periods in seconds of leading and trailing slopes of the signal 
between 10 and 90 per cent amplitude points (see Fig. 3.52) 

rk -= cathode circuit a-c resistance, ohms 
Ro = output resistance of cathode follower, ohms 

e = peak amplitude of cathode pulse, volts 
Im = maximum plate current, amp (must be obtained without grid being 

driven positive unless grid driving source has impedance which is low 
as compared to resistance of positively driven grid) 
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The requirements for transmitting negative pulses are contained in Eqs. (3.93), 
(3.94), and (3.95). Refer to Fig. 3.52 for typical current waveshapes. 

Io ~ e (0.8Ck + l) 
T1 rk 

(3.94) 

Im = Io + 0-~ke (3.95) 

Example 3.14 
For the cathode follower shown in Fig. 3.53 and assuming the tube characteristics to be 

those given in Fig. 3.54, determine the quiescent operating point and the low-frequency 
gain, i.e., the gain when neglecting the effects of Ck. 

+JOOV 

I 

Fm. 3.53. Cathode-follower circuit for Examples 3.14 and 3.15. 
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Fro. 3.54. Graphical solution for Example 3.14. 

500 

The d-c plate load line is drawn with a slope of -1/(750 + 19,250) and from the 300-volt 
point on the abscissa as shown in Fig. 3.54. The bias line is drawn by connecting the 
specific values of plate current on the bias curves which are required through R1 to obtain 
the associated values of bias. The point of intersection of the bias and load lines deter­
mines the quiescent operating point. · The quiescent plate voltage and current are 170 
volts and 6.5 ma. 

The a-c load line is drawn with a slope of -1 /10,000 through the quiescent operating 
point. 

A low-frequency input signal which causes the instantaneous grid to cathode voltage to 
vary between -2 and -8 volts will develop a 63-volt output signal (137 to 200 volts as 
measured on the abscisea). The amplifier gain under these ,conditions is therefore equal to 
63/(63 + 6), that is, (output signal)/(output signal + absolute change in bias), which is 
equal to 0.91. IfEq. (3.79) is used and if r11 andµ are taken as 7,700 and 20, respectively, 
A is calculated to be equal to 0.92.· 
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Example 3.15 

For the cathode follower shown in Fig. 3.53, determine (1) the largest 1-Mc sine-wave 
output signal which can be obtained and (2) the best rise time possible for a negative 18-volt 
output pulse. 

From Eq. (3.88) 

and 

From Eq. (3.94) 

eo(max) 

1 
21r X 10,000 X 600 X 10-12 

= 26.54 kc 
0.707 X 6.5 X 10-3 X 10,000 

✓1 + (2.65~o; 104)2 

= 1.22 volts (rms) 

6_5 X 10_ 3 = 18 (0.8 X 600 X 10-12 + _1_) 
T1 10,000 

T1 = 1.84 µsec 

NOTE: For best performance RoCk should be equal to or less than Ti/5 as specified by 
Eq. (3.93). In this example RoCk is equal to 0.212 µsec; therefore the calculated rise time 
can be achieved. 

(ol (bl 
Fm. 3.55. Grounded-grid amplifiers. 

3.16. Grounded-grid Amplifiers. A grounded-grid amplifier is nonphase-inverting 
and provides good isolation between the input and output circuits due to the low 
internal cathode-to-plate capacitance. At high frequencies it is more stable than a 
grounded-cathode stage, and, for this reason, they are frequently used in i-f and r-f 
amplifiers as described in Sec. 7.4i. The inherent characteristics of grounded-grid 
amplifiers permit the use of triodes at frequencies where grounded-cathode triodes 
are unstable because of their high input-to-output capacitance. The input resistance 
to grounded-grid amplifiers is relatively low; consequently they are often used to 
match low impedance lines. 

The grounded-grid amplifier is unconventional in that the input signal e8 is applied 
to the cathode and the grid is grounded (see Fig. 3.55). The input signal is in series 
with the amplifier, and the circuit therefore acts as though the tube had an amplifica­
tion factor of (µ + 1). 

The gain of the amplifier shown in Fig. 3.55 is given by Eq. (3.96). 

A=~= 
e. 

(3.96) 
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The input resistance R, is given by Eqs. (3.97) and (3.98). 

R, = r: ! 1b (for Fig. 3.55a) 

R. = Rk(rp + Rb) (for Fig. 3.55b) 
' Rk(µ + 1) + rp + Rb 

(3.97) 

(3.98) 

The output impedance Zo is given by Eq. (3.99). 

z _ Rbrp + RbZk(µ + 1) 
'-'o - Rb + Tp + Zk(µ + 1) 

(3.99) 

where Zk = impedance in cathode circuit at the frequency of interest. 
The grid of this circuit can be used as an independent element for the application of 

positive or negative feedback in a multi­
stage amplifier. The feedback signal is 
usually applied across a resistor from 
grid to ground. Such a resistance should 

c f not be large in a wideband amplifier as r~ I degeneration may result because of the 
es eo cathode driving the grid through the 

Lo--------+---..._--o_J- ::t:::;e t:.
1
:id capacitance. 

Frn. 3.56. Cathode-coupled amplifier. 
A generator with an open-circuit voltage 

of 4 volts and an internal resistance of 500 
ohms is to drive the amplifier of Fig. 3.55b. 

Determine the gain A, the input resistance R;, the amplifier input signal e,, the output volt­
age eo, and the output impedance Zo. Assume that 

From Eq. (3.96) 

From Eq. (3.98) 

f!- = 30 
rp = 9,000 ohms 

Rb = 27,000 ohms 
Rk = 1,000 ohms 

A = (30 + 1)27 X 103 = 23 2 (9 + 27)103 . 

103(9 + 27) 103 

Ri = 103(30 + 1) + (9 + 27) 103 = 537 ohms 

R; 537 
e, = egen R, + Ri = 4 X 500 + 537 = 2.07 volts 

eo = Ae, = 23.2 X 2.07 = 48.0 volts 

For computation of Zo it is necessary to evaluate Zk. 

From Eq. (3.99) 

500 X 1,000 = 333 ohms 
1,500 

(27 X 103 X 9 X 103) + (27 X 103 X 333 X 31) 
27,000 + 9,000 + 333(31) 

= 11,300 ohms 

3.16. Cathode-coupled Amplifiers. A cathode-coupled amplifier provides a high 
degree of isolation between the input and output circuits. The amplifier is nonphase­
inverting and has a high input impedance. 

The cathode-coupled amplifier, shown in Fig. 3.56, is essentially a cathode follower 
driving a grounded-grid amplifier. The common cathode resistor Rk is the coupling 
impedance for signal transfer from. Vl to V2. The signal developed across Rk and 
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the output signal are in phase with the input signal at low frequencies. At high 
frequencies, the reactances of the shunt capacitances across Rk and Rb cause a phase 
angle to exist between the input and 
output signals. 

This type of amplifier is exceptionally 
free from changes in input admittance 
due to changes in the load. Because of 
this property, it frequently is used as a 
buffer, e.g., between an oscillator and a 
varying load. 

The analysis of the amplifier can be 
simplified by separating it into a cathode 

Frn. 3.57. Circuit for the analysis of a cath­
follower and a grounded-grid amplifier as ode-coupled amplifier. 
shown in Fig. 3.57. The unloaded gain 
of the cathode follower Act and its output resistance Roi can be computed from Eqs. 
(3.100) and (3.101). 

Act = eo1 = µ1Rk 
e. rp1 + Rk(µ1 + 1) 

"-' Ym1Rk 
-1 + Ym1Rk 

1 Roi = ~-----~-
1/Rk + (µ1 + l)/rp1 

1 

The input resistance R,2 to V2 can be computed with Eq. (3.102). 

R . _ rp2 + Rb 
•

2 
- µ2 + 1 

~_!_ provided rp2 » Rb 

The gain of the loaded cathode follower A;1 is computed from Eq. (3.103). 

I R;,2 
Ac/ = Act X R + R. 

ol •2 

(3.100) 

(3.101) 

(3.102) 

(3.103) 

The gain A 2 of the grounded-grid stage is given by Eq. (3.104). The product of 
this value and the loaded cathode follower gain A;1 determines the over-all gain A. 

A2 = !!..!!._ = (µ2 + l)Rb 
e.2 rp2 + Rb 

(3.104) 

~ Ym~b If rp2 » Rb 

A=~= A'1 A2 ea C 
(3.105) 

The output resistance Ro of the over-all amplifier is equal to the output resista.nce 
for the single stage V2 when functioning with the same plate load Rb and a cathode 
resistor whose value is equal to the output resistance Roi of Vl. 

(3.106) 

To determine the values of the dynamic plate resistances and the amplification 
factors, the operating condition of each tube must be known. The common cathode 
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resistor makes it necessary to determine the quiescent operating points by means of a 
simultaneous graphical solution. This procedure is illustrated in the following 
example. 

Example 3.17 
Determine the quiescent operating points and the gain of a dual-triode cathode-cor.pled 

amplifier in which 
Rk = 4,000 ohms 
Rb = 30,000 ohms 

Ebb = 300 volts (for cathode-follower section) 
Ebb = 400 volts (for grounded-grid amplifier) 

Assume that the tube characteristics shown in Fig. 3.58 apply to each half of the dual 
triode. 

1. Determine the quiescent operating points. 
A. Plot plate current versus bias for the cathode follower section. 

16 

14 

12 
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w 
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Fm. 3.58. Graphical analysis for Example 3.17. 

Assume 'values of bias between cutoff and zero bias and plot the values of plate current 
associated with the assumed values of bias. For example, if the bias is assumed to be 
-10 volts, the voltage across Vl is 300 - 10, or 290 volts. The plate current for a bias of 
-10 volts and a plate voltage of 290 volts is 8.7 ma (see tube curves) and is shown as point 
A in Fig. 3.58. Curve 1 represents a series of points similarly located. 

B. Plot the bias line. 
The bias line is constructed on the same coordinates as the transfer characteristic drawn 

in the preceding step. The slope is -1/Rk, that is, -1/4000. The resulting line defines 
the bias as a function of the total cathode current. 

C. Construct the curve that defines the values of 12 which satisfy the requirement that 
the sum of the quiescent values of Ii and 12 must equal the value of current determined by 
the bias line. 

This is accomplished by plotting those values of current obtained by subtracting curve 1, 
that is, I 1 versus bias, from the bias line, that is, I 1 + 12 versus bias. The new curve is 
curve 2. 

D. Calculate the plate voltage which would exist across V2 for the values of bias and 
plate current determined by curve 2. For each value of bias and the calculated value of 
plate voltage, determine from the tube curves the associated value of plate current. Plot 
these values of plate current as a function of bias. 

If the bias is assumed to be -13 volts, the value of 12 must be 0.6 ma (from curve 2). 
For a bias of -13 volts and a voltage drop across V2 of 369 volts, that is, Ebb - I bias! - drop 
across Rb, or 400 - 13 - (30,000 X 0.6 X 10-3), the plate current through V2 would be 
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approximately 10.5 ma. This value is shown as point B. Curve 3 is a plot of similarly 
located points. 

E. Determine the quiescent operating points for Vl and V2. 
The intersection of curves 2 and 3 determines the quiescent bias for both Vl and V2 and 

the quiescent plate current through V2. The quiescent plate current through Vl is read 
from curve 1. 

102 = 2.4 ma 
101 = 1.2 ma 
Ee = '-14.4 volts 

F. Determine the dynamic plate resistances and amplification factors for both VI and V2 
From tube curves, 

µ1 = 17.5 
Tpl = 25,000 
µ2 = 17.5 

rp2 = 17,000 ohms 

2. Compute AcJ from Eq. (3.100). 

AcJ 
17.5 X 4,000 

25,000 + 4,000(17.5 + 1) 
= 0.707 

3. Compute Roi from Eq. (3.101). 

Roi 
1 17.5 + 1 

4,000 + 25,000 
= 1,010 ohms 

4. Compute Ri2 from Eq. (3.102). 

17,000 + 30,000 
17.5 + 1 

= 2,540 ohms 

5. Compute Ac/ from Eq. (3.103). 

2,540 
Act' = 0.707 X 1,010 + 2,540 

= 0.506 

6. Compute A2 and A from Eqs. (3.104) 
and (3.105). 

A _ (17.5 + 1)30,000 
2 

- 17,000 + 30,000 
= 11.8 

A = 0.506 X 11.8 
= 5.97 

7. Compute Ro from Eq. (3.106). 

R _ 30,000(17,000 + 1,010(17.5 + 1)] 
0 

- 30,000 + 17,000 + 1,010(17.5 + 1) 
= 16,300 ohms 

(0) 

(bl 

(Cl 

TO GROIJNO OR 
NEGATIVE SIJPPLY 

Ebb 

TO NEGATIVE 
SIJPPLY 3.17. Differential Amplifiers. An ideal 

differential amplifier is an amplifier which 
Frn. 3.59. Differential-amplifier configur­

will amplify only the instantaneous differ- ations. 
ence between two input signals. Practical 
differential amplifiers, however, are not perfect and, consequently, amplify with a 
small amount of gain those signals which are common to the two input channels; 

The differential amplifiers shown in Fig. 3.59 are essentially identical to cathode-
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coupled phase inverters and differ only in the application and design considerations 
(see Sec. 3.18c). These circuits can be designed to have much lower gain for identical 
input signals than for differential signals. It is important to note that this dis­
crimination will occur even when two identical signals are components of larger signals 
having differential values, e.g., power-supply ripple voltage which is in phase on the 
two sides of a balanced line. For balanced signals, i.e., push-pull signals, this circuit 
is simply a balanced amplifier. The gain of the differential amplifier for balanced 
input signals is given by Eq. (3.107). 

(3.107) 

When a single-ended input signal is applied, as when e.2 = 0, the gain to each plate 
is approximately equal to A/2 provided µRk is large compared to rp + Rb. The value 
of e01 will be slightly larger than eo2. For example, if e.1 is a positive input signal 
and e.2 is zero, eo1 will be a negative output signal whose amplitude is slightly larger 
than Ae.i/2 and eo2 will be a positive output signal whose amplitude is slightly less 
than Ae.i/2. The plate-to-plate signal will be Ae.i. An exact expression for the gain 
of VI when ea2 is equal to zero is given by Eq. (3.108). 

Ao = eo1 = A rp + Rb + Rk(µ + 1) 
e.i rp + Rb + 2Rk(µ + 1) 

for e.2 = 0 (3.108) 

The gain A' for identical, i.e., common mode, input signals is given by Eq. (3.109). 

for e.1 = e.2 (3.109) 

A significant design parameter for differential amplifiers is the ratio of the gain for a 
push.;.pull input signal to the gain for identical input signals. This is often referred to 
as the common mode rejection ratio Rem. With reference to the circuits shown in 
Fig. 3.59, the common mode rejection ratio as measured at the plate of either Vl or 
V2 can be determined from Eq. (3.110). 

R = -4_ = 1 + 2Rk(µ + 1) 
cm A' rp + Rb (3.110) 

If a plate-to-plate load is employed, the common mode rejection ratio will be equal to 
infinity provided the system is balanced. 

If the plate load resistor of the tube not being loaded is deleted, both the gain and 
the common mode rejection ratio can be increased somewhat beyond that given by 
Eq. (3.107) and Eq. (3.110). In this case, the common mode rejection ratio Rem as 
measured at the single-ended output is given by Eq. (3.110a), the gain A1 from the 
grid of the tube being loaded to the single-ended output is given by Eq. (3.110b), 
and the gain A2 from the grid of the other tube to the single-ended output can be 
determined from Eq. (3.110c). 

Rem = 1 + 2Rk(µ + l) (3.110a) 
rp 

Ai = - µRb[rp + Rk(µ + 1)] (3.110b) 
rp[rp + Rb + Rk(P. + l)B] 

A2 = µRbRk(µ + 1) (3 110 ) 
rh11 + Rb + Rk(µ + l)B] · c 

where B = 2 + Rb/rp 
The importance of using large values of Rk can be seen from Eqs. (3.110) and 

(3.110a). To avoid an excessively large bias produced by a large value of Rk, the 
cathode can be operated from a negative supply with the grids returned to ground, 



VOLTAGE.· AMPLIFIERS 3-63 
the grids can be returned to a tap on R1c, or R1c can be grounded and the grids returned 
to a positive voltage. 

When extremely high rejection of identical input signals is desired, a tube can be 
used in place of R1c. Such a circuit is shown in Fig. 3.59c. If V3 has an unbypassed 
cathode resistor, R6, and constants µ3 and rpa, the value to use in the preceding equa­
tions for Rk is given by Eq. (3.111). 

Rk = Tpa + Rs(µa + 1) (3.111) 

where R1c = equivalent cathode resistance due to V3 and Rs 
The design of the circuits shown in Fig. 3.59 is facilitated by assigning voltage drops 

to R1c, the tube, and Rb such that the ratio R1c/Rb can be made as large as desired 
[see Eq. (3.110)). The sum of these voltages must equal the applied d-c potential. 
With an assigned value of plate-to-cathode voltage Eb, it is possible to establish a 
suitable operating current lb for each tube and the associated bias Ee from the tube 
curves. Each plate-load resistor Rb will have a value determined by the assigned 
voltage drop across the resistor divided byl1,. The value of the cathode resistor is 
equal to the assigned voltage drop across the resistor divided by 2lb. For the cathode 
circuit shown in Fig. 3.59c, it is first necessary to select a tube type for V3 and a value 
for Rs which will maximize the equivalent value of R1c as established by Eq. (3.111). 
The value of Ee3, which is consistent with the desired plate voltage Eba, voltage drop 
across Rs, and current 2lb, can be determined from the Eb-lb curves for V3. The 
divider network consisting of R 7 and Rs can then be designed to place the desired 
bias on V3. 

The bias for Vl and V2 required for the assigned tube current lb and the plate 
voltage Eb can be obtained by several methods as shown in Fig. 3.59. For the circuit 
shown in Fig. 3.59a, the voltage drop assigned to the cathode resistor must be such 
that the amplitude of the cathode voltage above ground is equal to the required 
amplitude of Ee, For the circuit shown in Fig. 3.59b, the value of R1 is made equal 
to Ee/2lb. The amplitude of the quiescent voltage on the grids of Vl and V2 in Fig. 
3.59c, due to the divider network composed of R4 and R6, must be less than the quies­
cent cathode voltage of Vl and V2 with reference to ground by an amount equal to 
the absolute grid bias voltage on the tubes. The method of grid biasing shown in 
Fig. 3.59c is satisfactory if the power supply is free from objectionable amounts of 
ripple. If this is not the case, decoupling should be employed. Whenever the 
cathodes of the differential amplifier tubes are at an elevated potential with respect 
to ground, the maximum cathode to heater potential rating should not be exceeded. 
This may require a separate elevated heater supply. 

The quiescent operating points for Vl and V2 can easily be determined graphically. 
Since each of the two tubes is operated under identical conditions, it is necessary only 
to consider one tube. The cathode resistor, however, must be treated as though it 
had a value equal to 2R1c. In this manner, the effects of the other tube are included. 

Example 3.18 
If a dual triode is operated under the conditions where Ee = -2 volts, µ = 70, 

rp = 44,000 ohms, lb = 2.3 ma (each half section), and Eb = 250 volts: 
1. Design a differential amplifier to operate from a negative supply of -150 volts and a 

positive supply of 300 volts and to have both grid resistors returned to ground as shown in 
Fig. 3.59a. . 

With the grid resistors returned to ground, the cathode voltage E1c is equal to -Ee or 
+2 volts. 

R = IEnegl + IEel = 150 + 2 = 33 000 h 
k 21b 0.0046 ' 0 ms 

Ebb - (Eb + Ek) 300 - (250 + 2) 
Rb lb 0.0023 

= 20,900 ohms 
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2. Assuming the output is to be taken from either the plate of :Vi or V2, determine the 
gain for differential and identical input signals and determine the value of A/ A'. 

From Eq. (3.107) 

-70 X 20,900 
A == 44,000 + 20,900 = - 22'5 

From Eq. (3.109) 

A' -70 X 20,900 = _0_308 
44,000 + 20,900 + (2 X 33,000 X 71) 

A 22.5 
A' = 0.308 = 73·1 

3.18. Phase Inverters. A phase inverter is used when it is necessary to convert a 
single-ended signal, i.e., unbalanced to ground, to a push-pull or balanced signal. 
Although this result can be achieved with a .transformer having a center-tapped 
secondary or an inductor having a center tap, this discussion is limited to tube methods. 

The desirable properties of a phase inverter are equal output signals, relative inde­
pendence from effects due to power-supply variations, and long-time stability. In 

some cases bandwidth, output resistance, 
or number of components required will be 
of importance. 

The most common types of phase in-
verters are: 

1. Side-branch phase inverter 
2. Split-load phase inverter 
3. Cathode-coupled phase inverter 
4. Floating paraphase inverter 

3.1 Ba. Side-branch Phase Inverter. 

Fm. 3.60. Side-branch phase inverter. 
Ideally, if the plate circuits of the phase 
inverter shown in Fig. 3.60 are symmetri­

cal and linear, a common unbypassed cathode resistor can be used without causing 
degeneration. In practice, where the tube characteristics are not linear or symmet­
rical, the balance of the outputs will be improved if the cathode is unbypassed, since 
the resulting degeneration will tend to equalize the currents through Vl and V2. The 
voltage divider consisting of R1 and R2 must satisfy Eq. (3.112). 

(3.112) 

To preserve plate circuit symmetry, Ra should be made equal to the sum of R 1 and 
R2. The output resistance Ro at either plate is given by Eq. (3.113). 

R-~ 0 
- Tp + Tb 

(3.113) 

Disadvantages of this circuit are that changes in either the circuit elements or the 
characteristics· of V2 will cause an unbalance in the two outputs. The circuit sim­
plicity and small number of components are advantageous. 

Example 3.19 
Determine the values of the circuit components for a phase inverter using tubes having 

the constants listed below: 

µ. = 20 
r11 = 12,000 ohms 

Rb1 = Rb:: = 33,000 ohms 
Ra = 470,000 ohms 
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1. Determine the sum of R1 and R2. 
To preserve plate circuit symmetry: 

R1 + R2 = R3 = 470,000 

2. Determine the a-c plate-load resistance rb2 for V2. 

3. Determine A2. 
From Eq. (3.112) 

33,000 X 470,000 = 30 S00 h 
503,000 ' 0 ms 

-20 X 30,800 
A 2 = 12,000 + 30,800 -14.4 

4. Determine the values of R1 and R2. 
From Eq. (3.112) 

R1 ~ R2 =- 14_4 

R2 = 470,000 = 32 600 h 
14.4 , o ms 

R1 == 470,000 - 32,600 = 437,400 ohms 

3-65 

In practice a potentiometer is usually used to provide the correct values of R 1 and R 2• 

t 

0--------0 T l 
(171 (b) 

(Cl 

Frn. 3.61. Split-load phase inverter. 

S.18b. Split-load Phase Inverter. An amplifier with an equal load in the plate 
and cathode circuits comprises a very simple phase inverter as shown in Fig. 3.61a. 
In a triode circuit, the plate current flowing through the two resistors results in two 
equal voltages of opposite phase. Pentodes or other multielement tubes are not as 
satisfactory, since the cathode and plate currents are not identical and do not neces­
sarily retain the same ratio from tube to tube. 
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The gain of the split-load phase inverter to either output is less than unity. How­
ever, the following stage is driven by a signal which is the sum of eo1 plus eo2, indicating 
that the total stage gain is double the gain to either output. The gain from the input 
to either output for the circuits shown in Fig. 3.61 is given by Eq. (3.114). 

(3.114) 

where Rk = Rb 
Equation (3.114) indicates that with large values of Rk the gain can approach 

µ/ (µ. + 2) as a limit. In the circuit shown in Fig. 3.61a, any attempt to make Rk 
extremely large will not be practicable since the bias on the tube would be increased 
to cutoff. The circuits shown in Figs. 3.61b and 3.61c make it possible to obtain any 
reasonable value of bias with any given value of Rk and thus permit the gain to become 
very nearly equal to µ/(µ + 2). Another big advantage of these modified circuits 
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Frn. 3.62. Graphical analysis for Example 3.20. 

500 

is the ability to handle larger signals than is possible with the simple circuit. The 
configuration shown in Fig. 3.61a can never deliver a sinusoidal output signal with a 
peak value greater than the bias voltage. 

In the split-load phase inverter the two outputs have different source resistances Ro, 

Roi 
Rk(rp + Rb) 

rp + Rb + Rk(µ. + 1) 
Rb[rp + Rk(µ + 1)] 

rp + Rb + Rk(µ. + 1) 

(3.115) 

(3.116) 

Disadvantages of this type of circuit are the low gain and the ability to handle 
only approximately one-half of the peak signal level delivered by the other types of 
inverters. This fact is apparent since the sum of the two peak-to-peak output 
signals plus the minimum tube-plate voltage can never exceed the supply voltage Ebb• 

Example 3.20 
Design a split-load phase inverter for maximum signal handling ability (see Fig. 3.61b or 

Fig. 3.61c) assuming that the tube to be used has the characteristics shown in Fig. 3.62. 
Use a 300-volt power supply and 22,000-ohm loads for Rk and Rb, Determine the maxi­
mum peak-to-peak output voltage, the gain, and the output resistances. 
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1. Determine the quiescent operating point and the maximum peak-to-peak output 

voltage. 
It is necessary to draw a load line to establish the optimum operating point. In Fig. 3.62 

a load line is drawn for 44,000 ohms (Rk + Rb). The maximum plate current occurs at 
zero bias and is equal to 5.4 ma. The plate current can therefore swing between 0 and 
5.4 ma. If the midpoint, i.e., 2. 7 ma, is selected as the quiescent operating point, the static 
voltage at the cathode will be equal to 22,000 X 0.0027, or 59.4 volts. The maximum 
peak-to-peak output voltage swing will therefore be between O and 2 X 59.4, or 119 volts. 

Along the load line, the bias Ee corresponding to 2.7 ma is -7.5 volts. The other 
constants taken at this operating point are: 

µ = 20 
rp = 14,000 ohms 

2. Determine the circuit values. 
If the circuit of Fig. 3.61b is used, the grid divider composed of R4 and Rs must be selected 

to apply 59.4 - 7.5, or 51.9 volts, to the grid. For the circuit of Fig. 3.61c, the resistor R1 
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Frn. 3.63. Cathode-coupled phase inverter. 

provides the bias. The required value of R1 would be 7.5/0.0027, or 2,780 ohms. The 
resistor R2 is made equal to 22,000 - 2,780, or 19,220 ohms. 

3. Determine the gain to each output and the two output resistances. 
From Eq. (3.114) 

From Eq. (3.115) 

Roi 

From Eq. (3.116) 

Ro2 

A 
20 X 22,000 = 

0
_
88 

14,000 + 22,000 + 22,000(21) 

22,000(14,000 + 22,000) = 11590 ohms 
14,000 + 22,000 + 22,000(21) 

22,000[14,000 + 22,000(21)] = 21 ,000 ohms 
14,000 + 22,000 + 22,000(21) 

3.18c. Cathode-coupled Phase Inverter. In Fig. 3.63a, the signal current i1 through 
Vl produces a voltage across the cathode resistor Rk which in turn causes an out-of­
phase current i 2 to flow through V2. The value of i1 will always be greater than i2; 
consequently, for a balanced output Rb2 must theoretically be larger than Rb1- The 
required value of Rbz for a balanced output is given by Eq. (3.117). 

R _ Rb1[rp2 + (µ2 + l)Rk] 
bZ - (µ2 + l)Rk - Rb1 

(3.117) 

It can be seen that if the value of (µ2 + l)Rk is very large compared to rp2 and Rb1, 
Rbz can be made equal to Rb1• The circuit shown in Fig. 3.63b permits a large value 
of Rk since the desired bias can be obtained by selecting the proper value for R1. 
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Having selected the values of Rb1 and Rb2 for a balanced output, the gain can be 
determined from Eq. (3.118). 

A= (3.118) 

The cathode-coupled phase inverter offers the advantages of a simple circuit and a 
voltage gain. The disadvantages are that changes in µ2, rp2, Rk, Rb1, and Rb2 will 

FIG. 3.64. Floating paraphase inverter. 

affect the degree of balance. The larger the value of Rk, the less the balance will be 
affected for a given percentage change in R1e. 

Example 3.11 

Determine the value of Rb2 for balanced output and the gain for the cathode-coupled 
phase inverter in which Vl = V2, µ = 20, rp = 14,000 ohms, Rk ""' 1,500 ohms, and 
Rb1 = 10,000 ohms. 

1. Determine the required value of Rb2 from Eq. (3.117). 

R _ 10,000(14,000 + (20 + 1)1,500] 
bl - (20 + 1)1,500 - 10,000 

= 21,200 ohms 

2. Determine the gain to the plate of Vl from Eq. (3.118). 

A 
-20 X 10,000 

14,000 + 10,000 + 1,500(20 + 1) (1 - lO,OOO) 
21,200 

== -4.92 

3.18d. Floating Paraphase Inverter. The circuit illustrated in Fig. 3.64 is char­
acterized by the addition of the two output signals eo 1 and eo2 to develop the input 
signal for V2. The feedback around V2 tends to stabilize the performance of this 
part of the circuit. The cathode resistor should be bypassed unless the plate loads 
for Vl and V2 are identical. In the case of identical plate loads, an unbypassed 
cathode resistor will tend to improve a faulty signal balance and will introduce no 
degeneration when the output is balanced. 
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To produce equal output voltages it is necessary to satisfy Eq. (3.119). 

where 

_ R2Ra(IA2l - 1) 
Ri - R2 + Ra(IA2I + 1) 

-Rb2(µ,2R2 - rp2) 

This circuit offers relatively good balance and stability. 

Example 3.22 

3-69 

(3.119) 

(3.120) 

Determine the required value of R1 for a balanced output and the resulting gain if 
VI = V2, µ, = 20, rp = 10,000 ohms, R2 = 220,000 ohms, Ra = 1 megohm, and 

Rb2 = 40,000 ohms. 

1. Determine A2 from Eq. (3.120). 

-40,000(20 X 220,000 - 10,000) 
220,000(10,000 + 40,000) + 10,000 X 40,000 

= -15.4 

2. Determine R1 from Eq. (3.119). 

R _ 220,000 X 106(15.4 - 1) 
1 

- 220,000 + 106 (15.4 + 1) 
= 191,000 ohms 

3.19. D-C Amplifiers. D-C amplifiers are used primarily in instruments, servo­
mechanisms, analog computers, and other devices in which the amplification of either 
a d-c voltage or a slowly varying voltage is required. The basic types of d-c amplifiers 
are direct-coupled amplifiers, carrier amplifiers, and amplifiers employing the com­
bination of a direct-coupled amplifier and 
a carrier amplifier. This latter type of 
amplifier ordinarily employs a particular 
type of carrier amplifier known as a 
chopper amplifier. The combination of 
a direct-coupled amplifier and a chopper 
amplifier is usually referred to as a 
chopper-stabilized amplifier. 

3.19a. Direct-coupled D-C Amplifiers. 
These amplifiers use direct coupling 
between stages, and, in general, the basic 
design is either limited or complicated by 
design considerations which fall in one or 
more of the following categories: 

1. Interstage coupling techniques 
2. Variable attenuators 
3. Level adjustment 
4. Stability 
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Frn. 3.65. Methods of supplying power to 
1. Interstage Direct-coupling Techniques. multistage d-c amplifiers. 

Conductive coupling is required from 
input to output terminals. The use of reactive elements, e.g., capacitors and peaking 
coils, must be restricted to those cases where the resulting frequency response is 
acceptable or desirable. 

Since the plate voltage on a tube must be higher than its grid voltage, cascaded 
power sources are required for a multistage amplifier if the plate of each tube is 
connected to the grid of the following stage. In Fig. 3.65a, a cascaded power supply 
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using batteries is illustrated. A single power supply may be used with a voltage 
divider supplying the specific potentials as shown in Fig. 3.65b. For amplifiers with 
more than two stages, higher voltages are required and other interstage coupling 
methods usually become more desirable. Inherent disadvantages of the type of 
coupling shown in Fig. 3.65 are the high cathode operating potentials in the latter 
stages, the fact that the output is superimposed on a high d-c voltage, and undesirable 
degeneration or regeneration due to common power source impedances. One advan­
tage, however, is that there is no coupling attenuation between stages. 

A form of interstage coupling that avoids the problem of cascaded power sources 
is one which utilizes a coupling divider which is returned to a negative supply as 
shown in Fig. 3.66a. This type of coupling results in reduced gain since the signal 
is attenuated between the plate and the following grid by the ratio R2/ (R1 + R2). 
As the voltage of the negative supply becomes larger, the value of this fraction 
increases, reducing the attenuation. This type of coupling will have impaired high­
frequency response because of the resistor Ri, through which signal currents must flow, 
and the input capacitance c, of the following tube. This condition can be corrected 

fee 
lb! 

Frn. 3.66. Interstage coupling networks utilizing a negative supply. 

by paralleling R1 with a capacitor C1• The value of C1 to form a frequency-com­
pensated voltage divider is given by Eq. (3.121). 

(3.121) 

In Fig. 3.66b, a tube having a combination of fixed and self-bias has been sub­
stituted for R2. The circuit can be adjusted to have the desired d-c resistance to 
place the required bias on V2 and will have an a-c resistance equal to rp3 + R 3(µ 3 + 1). 
If the a-c resistance is sufficiently large, the signal loss incurred by the divider will 
be negligible. 

A thyrite element is a passive nonlinear device having an a-c resistance which is 
smaller than its d-c resistance for any value of d-c current through the element. For 
this reason, thyrites are sometimes used in d-c interstage coupling networks as shown 
in Fig. 3.66c, since they provide less attenuation to a signal than does a resistor which 
has a value equal to the d-c resistance of the thyrite element. 

The type of d-c coupling illustrated in Fig. 3.67a employs a gas tube, usually a 
voltage reference type, to introduce a nearly constant voltage drop between the plate 
and the succeeding grid. Gas tubes introduce several problems which limit the 
possible application of this circuit. The current through a gas tube must be equal to 
or greater than some minimum value below which the regulation is poor. This 
stipulates that the resistors Rb and R1 must be made small enough to ensure that 
more than this minimum· current flows. By limiting the value of the resistors that 
constitute the plate load for the amplifier, the available gain is also limited. Other 
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problems associated with gas tubes are random noise and changes in d-c resistance 
as a function of temperature and ambient light level. Gas tubes generate wideband 
noise currents and random d-c voltage level changes as great as one volt. The band­
width of the noise current can be reduced by a capacitor shunting the gas tube. The 
maximum value of this capacitor is specified by the manufacturer. In general, the 
noise and random d-c level changes prohibit the use of this type of coupling in sections 
of an amplifier where the signal levels are low. The gain can be computed in the 
normal manner where the plate load is assumed to be equal to Rb in parallel with R 1• 

This is based on the assumption that the a-c resistance of the gas tube is much less 

Ecc 

Fm. 3.67. D-C amplifier coupling utilizing gas tubes. 

!O l 0-C COUPLING WITH SCREEN lb l HIGH-FREQUENCY COMPENSATION FOR 
INJECTION SCREEN INJECTION CIRCUIT 

Fro. 3.68. D-C coupling to screen grid. 

than the value of R 1• If this assumpt,ion is valid, the signal at the grid of the follow­
ing tube is approximately equal to the signal existing at the plate of the first tube. 
The resistor R1 may be returned to ground or to a negative supply. 

Figure 3.67b illustrates an improved circuit for use of the gas tube, but the improve­
ment is obtained at the expense of adding a cathode follower to supply the current 
for the gas tube which permits Rb to be determined by amplifier considerations only. 
The gain of this composite stage will be the amplifier gain multiplied by the cathode­
follower gain provided Rk is much larger than the a-c resistance of the gas tube. As 
in the other gas-tube circuit, the noise can be reduced by shunting the gas tube with a 
capacitor. 

The circuit in Fig. 3.68a makes it unnecessary to drop the d-c level between the 
output of one tube and the input to the next. This is possible because of the ability 
of the pentode to operate with the screen potential equal to or higher than that of the 
plate. The low input resistance of the screen grid makes it desirable to drive the 
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screen from a cathode follower to avoid loading the preceding amplifier. The gain 
of a pentode with signal injection in the screen grid is low compared to that possible 
with grid injection. The gain of this type of amplifier can be evaluated in the con­
ventional manner if the screen-grid constants µ0 2 or g0 2p are substituted for the con-

trol-grid constants. The control grid of 
the second stage can be used to extend 
the high-frequency response far beyond 
the normal upper frequency limit. The 
circuit of Fig. 3.68b shows a method of 

T 
a-c coupling the signal to the control 
grid. This must not be done within the 
normally flat response range of the 
amplifier since it will cause a pronounced 
hump in the gain-frequency characteristic. 
If, however, the coupling of the signal 
into the control grid becomes appreciable 
only at those frequencies where the plate­
load impedance is dropping because of 

Fm. 3.69. D-C coupling using a cathode 
follower and cathode coupling. shunt capacitance, the region of essenti-

ally flat response will be increased. 
Another type of interstage coupling which does not require a negative supply is 

that shown in Fig. 3.69. The quiescent cathode voltage on V2 and V3 can be made 
relatively high if the value of Ra is made sufficiently large. In this manner, the 
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Fxo. 3.70. Variable attenuators for d-c amplifiers. 
(Cl 

quiescent grid voltage on V2 can also be made relatively high, thereby permitting a 
small signal loss in the divider composed of R1 and R2. If signal inversion is desired, 
the grids of V2 and V3 can be interchanged. 

2. Variable Attenuators for Direct-coupled Amplifiers. In general, the operation of a 
variable attenuator in a direct-coupled d-c amplifier must not produce any change in 
the quiescent output voltage. 

A basic principle to be followed in thQ location of an attenuator within an amplifier 
is that the two points joined by the potentiometer or step switcli must have the 
same steady-state potential with no input signal. The simplest variable attenuator 
is illustrated in Fig. 3. 70a. This type is satisfactory where one terminal of the gen­
erator is grounded and the zero signal level is ground potential. Another attenuator 
of this type is illustrated in Fig. 3. 70b where a signal on a d-c base is applied to a 
cathode follower operating between a positive and a negative power supply. The 
attenuator has one of its reference points taken as ground; hence, the other end of the 
a.ttenuator must" be connected to a point on the cathode-follower resistor so as to be 
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at ground potential in the absence of an input signal. A reference voltage other than 
ground potential can be used by employing a voltage regulator for the stable reference 
point. If a voltage divider is used to pro-
vide the reference potential as shown in 
Fig. 3.70c, complete attenuation of the 
signal cannot be realized. With the 
potentiometer Ra, the achievable ratio K 
of the maximum output to the minimum 
output is given by Eq. (3.122). 

(3.122) 

In Fig. 3. 71, Vl and V2 constitute a 
cathode-coupled amplifier whose gain can 
be varied by the potentiometer Ra. If 
the bias on V2 is initially adjusted so 
that the cathode voltage on V2 is equal to 
the cathode voltage on Vl in the absence 
of an input signal, different settings of Ra 
will introduce different values of attenua­
tion to the signal without disturbing the 
quiescent output level. For this circuit, 

T 

FIG. 3.71. Method of introducing attenu­
ation in a cathode-coupled amplifier. If 
the bias on V2 is adjusted so that the cath­
ode voltage on V2 is equal to the cathode 
voltage on VI in the absence of a signal, 
different settings of Ra will not cause d-c 
level shifts in the output. 

the ratio K achievable with Ra is given by Eq. (3.123). 

In a push-pull d-c amplifier, the method of introducing attenuation shown in Fig. 
3. 72 is frequently used. The available attenuation is infinite, and if the maximum 
value of Ra is much greater than Rbi + Rb2, essentially all of the potential gain of the 
stage can be 'realized. 

3. Level Adjustment of a Direct-coupled Amplifier. Because of the fact that there 
may be changes in the output voltage as a result of tube replacements, variations in 

heater and supply voltages, temperature 
changes and aging effects in components, 
it is necessary to provide a means of ad­
justing the quiescent output voltage level 
in a high-gain direct-coupled amplifier. 
In general, the procedure is to place the 
amplifier input terminals at the zero sig­
nal input level and adjust the level con­
trol to obtain the desired quiescent output 
voltage. This is usually- referred to as 
"balancing" the amplifier. The balanc­
ing control must be in a low-level stage; 

FIG. 3.72. Attenuator for a balanced d-c otherwise excessive drift in the input 
amplifier. stage might cause either the second or 

third stage of the amplifier to be cut off 
or driven into the positive grid region. In many applications, it is important that the 
gain not be changed by an adjustment of the balance control. 

An amplifier having a push-pull or differential input can be balanced by the addition 
of a potentiometer as shown in Fig. 3. 73. Balancing of a differential input stage can 
also be achieved by connecting one end of a small potentiometer to the cathode of 
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one tube and the other end to the cathode of the other tube. The cathode resistor 
should be connected to the potentiometer arm. With either circuit, a minor adjust­
ment of the balance potentiometer causes no significant change in gain. 

Other methods of providing output level adjustments without causing objectionable 
gain changes utilize the coupling networks shown in Figs. 3.66b and 3.69. Balancing 
is accomplished by an adjustment of R5. 

With reference to Fig. 3.67a or b, the signal level is very nearly the same at both 
the cathode and anode of the gas tube. Therefore, if a potentiometer is shunted 
across the gas tube, the signal voltage at the arm will remain very nearly the same as 
the potentiometer is adjusted. The d-c level,· however, will change appreciably. 
If the grid of the following stage is connected to the arm of the potentiometer, the 
potentiometer will serve as a satisfactory balancing control. 
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Frn. 3.73. Method of adjusting the output level of a d-c amplifier having a differential input 
stage. 

4. Stability of a Direct-coupled Amplifier. In a high-gain direct-coupled amplifier, 
a very small drift in the input stage can result in a significant error in the d-c output 
voltage. Drift in the input stage can ordinarily be attributed to one or more of the 
following: 

1. Variations in grid current 
2. Variations in heater voltage 
3. Variations in the d-c supply voltages 
4. Variations in the input tube and other circuit components 

Effect of Grid Current Variations. A constant value of grid current in the input 
stage of a high-gain direct-coupled amplifier is usually not detrimental since the 
balance control can be used to compensate the bias component introduced by the 
grid current flowing through the grid circuit impedance. However, a small change 
in the grid current through the grid circuit impedance can produce a sufficiently large 
bias change to introduce an undesirable change in the d-c output voltage. Replace­
ment of tubes of the same type having considerably different values of grid current 
will also necessitate a readjustment of the balance control. If the balance control 
is in a low-level stage, this should not present a problem. If the balance control is 
not in one of the low-level stages, variations in grid current in the input stage may 
require that the balance-control voltage range be exceptionally large. 

Changes in grid current are introduced by heater voltage changes, aging of tubes, 
and variations in the grid, scteen grid, and plate voltages. Grid current can be either 
positive or negative even though the grid-to-cathode voltage is negative (see Sec. 
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3.8a). A typical plot of grid current as a function of bias voltage for a constant value 
of plate voltage is shown in Fig. 3.74. · Atthe larger values of bias, the grid current is 
negative and has the minimum rate of change as a function of bias voltage. Another 
important consideration is that the changes in 
grid current resulting from heatet voltage 
changes will be considerably less for · larger 
values of grid bias since a change ,in heater 
voltage essentially shifts the grid current curve 
horizontally. In general, the transition be­
tween negative and positive grid current will 
occur at a bias voltage between -1 and -2 
volts for most receiving-type tubes. 

In the design of a low-level input stage, the 
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tube variations in both grid current and other 
characteristics is ordinarily selected in prefer­
ence to a tube type which has high gain only. 
Therefore it is suggested that experimental test 

Frn. 3.74. Typical plot of grid current 
as a function of grid bias for a con­
stant value of plate voltage. 

data be obtained for the tube types being considered for the input stage of a high-gain 
dire€t-coupled amplifier. The bias region in which the grid current remains fairly 
constant as a function of grid voltage should be established, and a comparison of many 
tubes of the same type should be made, in order to determine the expected variations 
from tube to tube. Differences in grid currents among tubes of the same type appear 
to be significantly larger for subminiature tubes than for miniature and octal receiving­
tube types. A further consideration which often is of importance is that the plate 
current associated with the operating conditions required to optimize the grid cur­
rent characteristics must be sufficiently large to permit operation in the regions 
covered by the published tube characteristics. Otherwise, the performance of the 
tube cannot be predicted and, in some cases, may vary appreciably from tube to tube. 

Effect of Heater Voltage Variations. The effect of heater voltage changes is most 
pronounced in the input stage of a direct-coupled amplifier. Variations in the heater 
voltage cause changes in both the grid current and the voltage required between the 
cathode and the other electrodes to maintain a given value of plate current. Assum­
ing a low value of plate current, approximately a 100-mv increase in grid bias is 
required to maintain a constant plate current if the heater voltage of a tube having an 
oxide-coated unipotential cathode is increased by 10 per cent. This relationship 
can also be expressed by stating that there is an equivalent grid bias change of 100-mv 
as the result of a 10 per cent heater voltage change. As the plate current increases, 
the effect becomes somewhat greater and more erratic. 

Although heater voltage changes can be satisfactorily minimized by regulating the 
line voltage or by applying a regulated d-c heater voltage to the input tube, more 
eccmomical methods are ordinarily used. As an example, a fraction of the output 
voltage of an unregulated power supply is sometimes used to vary the control grid, 
screen grid, or cathode voltage of the input tube so as to compensate for the heater 
voltage changes. However, more typical methods of compensating for heater voltage 
variations include the use of an additional tube. The plate current variations in 
the added tube due to changes in heater voltage causes the voltage across a common 
cathode resistor to vary. This change in cathode voltage introduces a change in the 
grid-to-cathode potential of the input tube of the correct polarity so as to tend to 
hold the plate current of the input tube constant. 
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A compensating circuit of the above type is shown in Fig. 3.75a. The cathode 
follower V2 and the amplifier input stage Vl have a common cathode resistor Rk. 
The value of R 2 should be approximately equal to rp2/ µ 2 where Tp2 is the dynamic plate 
resistance of V2 under the bias condition established by the value of R1. In practice, 
it is usually found that the value of R 2 should be in the order of one to three times as 
large as R 1• In order to operate Vl and V2 at approximately the same values of plate 
current, it is usually necessary to make the value of the plate supply voltage for V2 
much lower than the plate supply voltage for Vl. In practice, the values of R1 
and R 2 are usually established experimentally, which accounts for the use of the 
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~..,IG, 3.75. Circuits which compensate for variations in heater voltage. 

potentiometer. For best results, the tubes should be aged and the heater voltage 
cycled numerous times before the .adjustment is made. A correct choice of values 
for R1 and R2 can be expected to reduce the effects of the heater voltage changes by a 
factor of 15 to 20. In the absence of the compensating tube, the equivalent grid 
voltage drift due to.a 10 per cent heater voltage change will usually be in the onder of 
100 mv. Therefore, with proper compensation, the equivalent drift at the grid for a 
10 per cent heater voltage change can be expected to be as small as 5 mv. A dis­
advantage in using this circuit is the significant reduction in the gain of Vl and 
the fact that the optimum adjustment of Rk changes with tube aging and tube 
replacements. 

In Fig. 3.75b, a diode is used as the compensating tube. In order to maximize 
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the compensating voltage at the cathode of Vl, the value of Rk should be large com­
pared to the resistance changes in V 2 caused by heater voltage changes. For given 
supply voltages and bias on Vl, the value of Rk must not be too large, otherwise V2 
will be cut off. Larger values of Rk can be used as the value of the negative supply 
becomes more and more negative. The gain of the input stage will not be appreciably 
affected by using a larger value of Rk since the cathode circuit resistance is equal to Rk 
in parallel with the a-c resistance of the diode. With this particular circuit, the 
equivalent drift at the grid of Vl for a 10 per cent heater voltage change can be 
expected to be as low as 10 mv. The gain of Vl with respect to the uncompensated 
circuit will usually not be reduced as much as when the circuit shown in Fig. 3. 75a 
is used. In an effort to achieve similar cathode characteristics, one-half of a dual 
triode is often used as the input tube and the other half is used as the diode. Best 
performance can be expected if Vl and V2 have the same cathode as in the diode­
triode and diode-pentode tubes. 

The operation of the circuit shown in Fig. 3.75c is similar to that of Fig. 3.75b 
since the control grid serves as a diode. For this application, a pentode with a 
relatively high screen grid to plate amplification factor is desirable. If the circuit 
values are correctly chosen, a 6V6 or a 6AQ5 will provide a stage gain comparable 
to that of a medium-µ triode with relatively good stabilization against the effects of 
heater voltage variations. For the circuit shown in Fig. 3. 75c the gain is approxi­
mately 25, and the equivalent drift at the screen grid is approximately 5 mv for a 10 
per cent change in heater voltage. 

The circuit shown in Fig. 3.75d can be adjusted to provide complete cancellation 
of the equivalent grid voltage drift due to heater voltage changes. If Vl and V2 
are identical, complete compensation and a gain equal to µ/2 results when R 1 is equal 
to R 2• Since the characteristics of Vl and V2 will very likely be noticeably different, 
R1 should have a value between 50 and 150 per cent of R2 in order that it can be 
adjusted to provide complete compensation. As in the case of the circuit shown in 
Fig. 3.75a, the tubes should be aged and the heaters cycled numerous times before 
the final adjustment is made. 

Differential amplifiers and bridge circuits (see Figs. 3. 77 and 3. 78) provide very 
high rejection to both filament voltage and power-supply voltage variations and are 
treated in conjunction with the circuits providing compensation for power-supply 
voltage variations. 

Ejf ect of Power-supply Variations. The requirement that the power supplies for a 
direct-coupled amplifier be well regulated becomes more stringent as the gain of the 
amplifier is increased. The actual degree of regulation required can be evaluated 
for a specific application only. For example, if a value is assigned to the permissible 
deviation of the amplifier .output voltage due to power-supply voltage changes, the 
allowable variation at the plate of the input stage can be established by dividing the 
assigned tolerance by the gain from the plate of the input stage to the output stage. 
This value can then be converted into the permissible power-supply voltage variation 
based on the characteristics of the input stage. The seriousness of power-supply 
variations can be appreciated by considering as an example a direct-coupled amplifier 
which has a gain of 200 from the plate of the input tube to the amplifier output. If a 
1-volt variation in the power supply for the input stage should cause a 250-mv change 
in the plate voltage of the input tube, the amplifier output voltage change resulting 
from the 1-volt power-supply change would be equal to 200 X 0.25, or 50 volts. 

The input circuit frequently consists of one of the circuits shown in either Fig. 3.75, 
3.76, 3.77, or 3.78. The input circuits shown in Fig. 3.75 have previously been 
described and offer no special discrimination against power-supply voltage changes. 
The circuit shown in Fig. 3. 76 is a differential amplifier with a single-ended output. 
vi provides a moderate stabilizing effect against heater voltage chan,ies and also 
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permits the use of a second input1 without phase inversion. This circuit has very 
low gain for common mode (see Sec. 3.17) input signals on the grids. The single­
ended output voltage, however, is sensitive to power-supply voltage changes. The 
common mode rejection ratio and the gain from the grids of Vl and V2 are given by 
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mode input signals can be determined 
from Eq. (3.124). 

-µRb 
Acm = rp + Rb + BRk(µ + 1) 

(3.124) 

where B = 2 + Rb/rp 
Input circuits which provide very high 
rejection to both heater voltage changes 
and power-supply voltage changes are 
shown in Figs. 3. 77 and 3. 78. 

In the input circuit shown in Fig. 3. 77, 
a precision voltage divider network is in 

Frn. 3.76. Differential amplifier with a 
single-ended output. parallel with the circuit shown in Fig. 
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3.75d. Ra in the divider is adjusted so 
that the voltage at the tap on the voltage divider is equal to the quiescent voltage at 
the plate of V2. Increases or decreases in either the d-c supply voltage or the heater 
voltage should not disturb this equality. Since the two inputs of the differentia 
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Frn. 3.77. Input circuit which is stabilized against heater and supply voltage changes. 
Circuit consists of a bridge circuit and a differential amplifier tiircuit having a single-ended 
output. 

amplifier are connected to the plate of V2 and to the tap on the voltage divider, 
respectively, the identical voltage changes which appear at the inputs of the differen­
tial amplifier because of supply voltage changes are common mode signals. As can 
be seen from Eq. (3.124), the gain of the common mode input signals to this stage can 
usually be considered to be insignificant. 

A differential amplifier with a balanced output is used in the input stage of the 
circuit shown in Fig. 3.78. If the two halves of the input tube are identical, the 
incremental voltage changes at the plates of the tube due to heater and supply voltage 
changes will be equal and appear as common mode input signals to the following 

1 The second input is often used in conjunction with balancing (see the input stage of 
Fig. 3.78) and, in a chopper stabilized amplifier, as the point at which the chopper amplifier 
output is injected into the common amplifier (see Sec. 3.19c). 
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differential amplifier stage. Since the differential amplifier stage has very low gain 
for common mode input signals, the effects of the typical variations in regulated 
power supplies are usually insignificant. The same considerations apply to grid 
current changes provided the resistances in each grid circuit of the input tube are 
identical. Many of the premium twin-triode tubes are well balanced and, con­
sequently, have particular value when employed in differential amplifiers. The 
plate-to-plate gain A of a balanced differential amplifier for the case where an input 
signal is applied to only one of the grids is given by Eq. (3.125). 

(3.125) 

where Rb = plate-load resistance 
The gain to each plate is approximately equal to A/2 provided µRk is large compared 

to rp + Rb. 
Effect of Changes in Components. With particular reference to the low-level stages, 

variations in tube characteristics and changes in resistor values are sources of unde­
sired changes in the d-c output voltage. In critical applications, (1) the tubes should 
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FIG. 3.78. Input circuit consisting of cascaded differential amplifiers to provide stabilization 
against heater and supply voltage changes. 

be aged, (2) resistors having low temperature coefficients should be used, (3) the 
amplifier ambient temperature should be stabilized, and (4) the power dissipated 
in each resistor should not be more than approximately one-eighth to one-fourth the 
wattage rating of the resistor. 

3.19b. Carrier D-C Amplifiers. In this type of amplifier, the input signal is filtered 
in a low-pass filter and then converted into an a-c signal, viz., a carrier modulated by 
the input signal, which is amplified in an a-c coupled amplifier. The amplified signal 
is rectified and then filtered in a low-pass filter to produce the output signal. If the 
bandwidth of the input low-pass filter is equal to or greater than one-half the carrier 
frequency, there will be ambiguities in the relationships between the input signal 
frequencies and the frequencies at which the carrier is modulated. For example, 
an input signal frequency Ji and all other input signal frequencies which are displaced 
from the fundamental and the harmonics of the carrier frequency by a frequency f. 
will cause the carrier to be modulated at a frequency equal to k Consequently, 
the input bandwidth is usually limited to some frequency less than one-half the carrier 



3-80 ELECTRONIC DESIGNERS' HANDBOOK 

frequency. In addition, the bandwidth of the output low-pass filter must be made 
less than the carrier frequency, otherwise the carrier will appear in the output. Since 
the carrier type of d-c amplifier does not employ direct-coupled amplifiers, the prob­
lems of drift normally encountered with multistage direct-coupled amplifiers do not 
exist. 

The circuit shown in Fig. 3.79a represents one type of carrier d-c amplifier. The 
input voltage level establishes the magnitude of the a-c voltage, i.e., the carrier, which 
is fed into the amplifier. The output is obtained by rectifying and filtering the 
amplified carrier. 

A carrier amplifier which employs two choppers is shown in Fig. 3. 79b. The 
choppers are usually operated at the power-line frequency. One of the cho:opers is 
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FIG. 3.79. Sample configurations of carrier type d-c amplifiers. 

used to alternately switch the amplifier input between the d-c input signal level and 
ground potential. In this manner, a square wave carrier is generated which has an 
amplitude and phase determined by the magnitude and polarity of the d-c input 
voltage. The resulting square waves, after amplification, are synchronously rectified 
by switching the amplifier load circuit, viz., a low-pass filter, between the amplifier 
output and ground potential. This is accomplished by means of the second chopper. 
For any given polarity of the d-c input signal, the polarity of the d-c output signal 
can be reversed by either adding another amplifier stage for phase reversal, by moving 
the amplifier output lead to the unused contact on the output chopper (see Fig. 3.79b), 
or by reversing the phase of the a-c driving voltage at the coil of one of the choppers. 
If an a-c voltage at the line frequency should be introduced on the input lead to the 
chopper contact, there will be a d-c component introduced in the output since the 
chopper is synchronous with the a-c voltage pickup. For this reason, the chopper 



VOLTAGE AMPLIFIERS 3-81 
coil and its leads are often shielded in order to minimize pickup at the chopper contact 
terminals. 

The circuit in Fig. 3.79c is the more common type of chopper amplifier and requires 
a single-pole double-throw switching arm. It is necessary to use the proper number of 
amplifier stages to achieve the desired phase relation between the input and output 
signals. When high-gain a-c amplifiers are used, the chopper contacts should be 
make-before-break to minimize the switching transients introduced into the amplifier 
input which might otherwise introduce oscillations. If break-before-make contacts 
are used, it is usually necessary to use separate input and output choppers as shown 
in Fig. 3.79b to isolate the input and output stages. 

l 
FIG. 3.80. Block diagram of a typical chopper-stabilized amplifier. ' 
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Frn. 3.81. Circuit configuration of an operational amplifier employing a chopper-stabilized 
amplifier. 

3.19c. Chopper-stabilized Amplifiers. A chopper-stabilized amplifier is an amplifier 
which contains both a direct-coupled amplifier and a chopper amplifier. A block 
diagram of a typical configuration is shown in Fig. 3.80 where a chopper amplifier 
is placed in parallel with a direct-coupled amplifier which has considerably less gain. 
The d-c outputs of the two amplifiers are mixed and amplified in a common direct­
coupled amplifier. The reason for the incorporation of the chopper amplifier is to 
provide increased stability against drift in the direct-coupled amplifier when over-all 
negative feedback is employed. 

Chopper-stabilized amplifiers are often used as shown in Fig. 3.81. By the correct 
choice of components for Zi and Z1, specific mathematical operations, e.g., integration, 
differentiation, summation, etc., can be performed. Chopper-stabilized amplifiers 
with the associated input and output impedances so employed are referred to as 
operational amplifiers and are used in analog computers. In many operational 
amplifier applications utilizing chopper-stabilized amplifiers, there is a gain require­
ment from direct current to several kilocycles. Since reliable choppers have not, 
as yet, been made to operate at such high frequencies, it is not possible to use a chopper 
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The chopper amplifier, therefore, provides gain at low frequencies 
higher-frequency requirements are satisfied by the direct-coupled 

Drift in a Chopper-stabilized Amplifier. The particular function which an opera­
tional amplifier performs is dependent on the characteristics of the input impedance 
Zi and the feedback impedance Z1 of Fig. 3.81. The accuracy and stability are 
dependent on the stability and precision of Zi and Z1 and the drift in the d-c amplifier. 

Consider a direct-coupled amplifier having a gain of -1,000 which has been bal­
anced so that the output voltage is equal to zero when the input terminal to the 
amplifier is grounded. Assume, after balancing, that the heater voltage is changed 
sufficiently to cause the output voltage to change from 0 to -10 volts. The drift 
caused by the heater voltage change can, therefore, be expressed as an equivalent 
input voltage change ile. equal to -10/ -1,000, or 0.01 volt. If d-c negative feedback 
is applied as shown in Fig. 3.82, the feedback will cause the input terminal voltage 
at point 2 to have a value ilei very nearly equal in magnitude to the equivalent 
input voltage change ile. except that it will have the opposite sign. It should be 
noted that negative feedback in a direct-coupled amplifier does not tend to reduce 
the input voltage to zero if the drift is due to any of the referenced sources. Instead, 
d-c negative feedback in a direct-coupled amplifier causes the input voltage to be 
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3 

FIG. 3.82. D-C amplifier with negative feedback. 

approximately equal to - ile.. Also, it follows that d-c feedback does not tend to 
reduce the output voltage offset caused by the referenced sources of drift to zero but to 
a value equal to (Ri + R1) fled Ri, In contrast, a chopper amplifier with d-c nega­
tive feedback in a configuration as in Fig. 3.82 tends to reduce both the input terminal 
voltage (point 2) and the output voltage to zero; hence the term automatic balancing 
is often applied to chopper-stabilized amplifiers. Therefore, in operational amplifiers, 
a chopper amplifier is usually used in parallel with a direct-coupled amplifier as shown 
in Fig. 3.80. With reference to Fig. 3.80, the factor by which the chopper amplifier A 2 

reduces the input and output voltages resulting from drift in the direct-coupled ampli­
fier A1As is approximately equal to Ai/(A1 + A2), where A1 is the gain of the direct­
coupled amplifier which parallels the chopper amplifier. For this reason, A 2 should 
be high compared to A1. 

Another major source of drift is grid current. With the proper choice of tubes and 
operating conditions, i.e., usually -2 to -3 volts bias, low-plate current, and low 
plate, screen, and filament voltages, the grid current can be fairly small, e.g., - 10-4 

µamp or smaller. Grid current flowing through the grid circuit impedance develops a 
d-c input voltage which is a source of error in an operational amplifier. D-C negative 
feedback around either a direct-coupled amplifier or a chopper amplifier, however, 
tends to reduce this input voltage to zero. The output voltage will be driven to a 
value approximately equal to the product of the total grid current and the feedback 
resistance. 

To eliminate the problems associated with grid current flowing through the imped­
ances Zi and Z1, the input to the direct-coupled amplifier A1 is sometimes capacitively 
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coupled (see Fig. 3.86). This is especially desirable in the case of an integrator or a 
holding amplifier. If the chopper amplifier input and output low-pass filter time 
constants are established by Eqs. (3.126) and (3.127), respectively, the time constant 
of the added input capacitor C and grid resistor R should be 10/fc or larger, where Jc is 
the chopper frequency. This time constant will place the low-frequency break point 
(Fig. 3.87) for the amplifier consisting of A1 and As below fx. Precautions must be 
exercised in the use of capacitive coupling since the input capacitor can acquire an 
appreciable charge when the operational amplifier is driven to saturation. The 
result is that the input stage may be cut off for a relatively long period after the input 
voltage has been reduced to zero or reversed in polarity. A satisfactory solution 
consists of reducing the input voltage to zero and shorting out the input capacitor 
with a relay whenever it is necessary to reset the amplifier after an overload. 
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FIG. 3.83. Summing and inverting operational amplifier. 

Balancing an Op
0

erational Amplifier. The balance control is usually adjusted so 
that the amplifier output eo is equal to zero when the input terminal, i.e., point 1 
of Fig. 3.81, is grounded. Balancing is usually done just prior to the use of the 
amplifier so as to minimize the interval during which drift can occur. During the 
balancing adjustment, it is important that the grid circuit resistance have a value 
identical to that which it has when used in the computing operation so as to ensure 
that the amplifier will be properly balanced when in the compute condition. As an 
example, the summing amplifier shown in Fig. 3.83a can be balanced when points 1 
through 3 are grounded, or, if more convenient, the grid circuit can be switched as 
shown in Fig. 3.83b for balancing. 

In the process of balancing, a d-c offset voltage is introduced at some point in the 
direct-coupled amplifier so as to make the d-c output voltage equal to zero. The 
chopper section tends to maintain the output voltage equal to zero except for the 
drift resulting from grid current changes. 



3-84 ELECTRONIC DESIGNERS' HANDBOOK 

Stability Considerations. Since chopper-stabilized amplifiers are usually employed 
with feedback, they should be designed to minimize the external circuitry required 
to prevent oscillations or undesired transient behavior. Inverting, summing, inte­
grating, and holding operational amplifiers present no particular problems as far as 
attaining over-all stability. However, if the chopper-stabilized amplifier has a phase 
shift in the order of -90° in the frequency range where the operational amplifier open-

loop (see Fig. 3.84) gain is equal to unity, 
it is not possible to design a stable dif­
ferentiator utilizing a single capacitor for 
Zi and a single resistor for Z1 (see Fig. 
3.81). A differentiator of this type would 

Zt oscillate since the feedback resistor and 

Z; Zo 

WHERE z0 IS THE INPUT IMPEDANCE TO THE 
CHOPPER-STABIL !ZED AMPLIFIER 

capacitor would introduce an additional 
phase lag of 90°. Therefore, in the case 
of a differentiator, it is necessary to in-
clude a lead network in the feedback path 
to reduce the open-loop phase shift to a 
value significantly less than 180° at the 
frequency where the open-loop gain is 

Frn. 3.84. Open-loop configuration for the unity. The required phase lead can usu­
stability analysis of the operational amplifier ally be obtained by either placing a re­
shown in Fig. 3·81. sistor in series with the differentiator 
capacitor or a capacitor in parallel with the feedback resistor as shown in Fig. 3.85. 
The considerations in the design of a chopper-stabilized amplifier having a maximum 
phase lag of approximately 90° in the frequency range where the amplifier gain is 
unity are discussed in the remainder of this section. 
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FIG. 3.85. Typical differentiating circuits with stabilizing c~mponents. 

As shown in Fig. 3.80, the chopper amplifier is in parallel with a direct-coupled 
amplifier. The over-all gain through the chopper-stabilized amplifier is equal to 
Aa(A1 + A2). In a typical amplifier, A2 is much larger than A 1 at direct-current 
and at frequencies small compared to the chopper frequency. At higher frequencies, 
A1 is larger than A2. A partial wiring diagram of a typical amplifier is shown in 
Fig. 3.86, and a Bode plot (see Sec. 18.5b) in Fig. 3.87. The Bode plot is typical of 
the desired frequency response for a chopper-stabilized amplifier. This type of 
response can be achieved, in part, by establishing the chopper input and output time 
constants R1C1 and R2C2 (see Fig. 3.86) from Eqs. (3.126) and (3.127). 

RC 1.6 1 1~7: 
RC 6.4A2 

2 2 ~ fcA1 

(3.126) 

(3.127) 
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Frn. 3.86. Schematic of a typical chopper-stabilized amplifier. 
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Frn. 3.87. Bode plot of a typical chopper-stabilized amplifier. 
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where A1 = d-c gain of the direct-coupled amplifier paralleling the chopper amplifier 
A 2 = d-c gain of the chopper amplifier 
Jc = chopper frequency 

The time constant R2C2 establishes the break frequency fw in Fig. 3.87. The break 
point at f., is determined by making the time constant R1C1 less than 6.4/fc. 
Since Eq. (3.126) establishes R1C1 to be approximately equal to A1R2Cd4A2, the 
break point at f., is assured. If the recommended time constants for R1C1 and R2C2 
are used, it can be assumed that the over-all amplifier consists only of the chopper 
amplifier A 2 and the direct-coupled amplifier A 3 for d-c input signals and input signals 
having frequencies below f.,. However, for frequencies greater thanf.,, the gain A1Aa 
will be greater than A2Aa, and, consequently, the chopper section can then be dis­
regarded. The break frequency fy is determined by the time constant R1C1 and, 
as established by Eqs. (3.126) and (3.127), is two octaves above f.,. The break 
frequency fz is dependent on the desired bandwidth of the amplifier. In typical appli­
cations, this break frequency is made one or more octaves greater thanf., and is accom­
plished by introducing a lag circuit, e.g., a shunt capacitor across one of the plate­
load resistors, in the common amplifier Aa. With reference to the Bode plot shown 
in Fig. 3.87, the lag circuit in the common amplifier Aa has a time constant equal to 
0.8/fc. The natural -3-db upper cutoff frequency for the amplifier consisting of A 1 

and Aa in series, viz., the -3-db upper frequency before the introduction of the lag 
circuit in the amplifier Aa, should be considerably higher than the frequency at which 
the over-all amplifier response curve crosses the 0-db gain line. If this is not the 
case, a special lead-lag network will be required to minimize the phase shift in the 
frequency region where the amplifier gain is near unity. The 0-db gain crossover 
frequency will be equal to A1Aafz provided the amplifier response curve has a slope 
of -6 db per octave from the frequency fz to the 0-db gain frequency. 
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4.1. Class Al Single-ended Transformer-coupled Power Amplifiers. Class Al 
transformer-coupled power amplifiers are used primarily in audio and video applica­
tions. In a class Al amplifier, the input signal never causes the grid-to-cathode volt­
age to become positive. Consequently, there is no grid input power requirement. 
Transformer coupling to the load is ordinarily used in a power amplifier since it 
provides d-c isolation between load and tube and, by utilizing a transformer having 
the correct turns ratio, the optimum a-c plate-load resistance can be presented to the 
tube. 

Typical operating conditions for power tubes used as class Al single-ended trans­
former-coupled power amplifiers are published by the tube manufacturers. The data 
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Frn. 4.1. Basic power amplifier circuits. 

usually include typical tube quiescent operating points and the associated signal 
voltages and currents, power outputs, and distortion percentages for different a-c 
load resistances. If the actual operating conditions do not correspond with the pub­
lished typical conditions, a complete graphical analysis of the amplifier must be made 
to establish its performance. 

The output stage of an amplifier is usually a power amplifier. It ordinarily requires 
a relatively large amount of d-c power and usually distorts the signal more than all 
the preceding stages combined. This distortion occurs because the plate current 
swing is so large that the tube is operated in nonlinear regions. Ordinarily, the 
a-c plate-load resistance and the quiescent operating point are selected to minimize 
the harmonic distortion and to maximize the output signal power. In determining 
the maximum power output for any given load line and operating point, the grid 
input signal is assumed to be adequate to drive the grid to either zero bias or to 
the value of bias which produces the maximum allowable distortion. 

4.1a. Fundamental Power Relationships in the Plate Circuit of a Class At Power 
Amplifier. In Fig. 4.1 are triode and pentode single-ended transformer-coupled 
amplifiers having fixed bias. For each amplifier, the quiescent operating point is 
established by the intersection of the d-c load line and the grid-bias curve which has a 
value equal to the bias supply voltage1 Ecc• The d-c load line is drawn from the plate 
supply voltage Ebb on the abscissa and has a slope of -I/RP where RP is the resistance 
of the transformer primary winding. Neglecting transformer core losses, the a-c plate-

1 If self-bias is employed, the quiescent point for a triode amplifier is established by the 
intersection of the bias line and the d-c load line (see Sec. 3.3a), and, for a tetrode or pentode 
amplifier, the quiescent point is established by the intersection of the bias line and the 
d-c transfer characteristic (see Sec. 3.4). 

4-2 
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load resistance rb is given by Eq. (4.1). If self-bias is used, it is assumed that the 
cathode resistor is adequately bypassed at signal frequencies. 

where R. = secondary winding resistance 
RL = secondary load resistance 
NP = number of primary turns 
Na = number of secondary turns 

(4.1) 

The a-c load line is drawn with a slope equal to -1/rb and passes throllgh the quies­
cent operating point only if the tube characteristics are perfectly linear. If non­
linearities exist, the amount of the displacement of the a-c load line from the quiescent 
operating point is proportional to the signal amplitude, the degree of nonlinearity, 
and the d-c load resistance (primary winding resistance and cathode resistance if self­
bias is employed). The procedure for plotting the a-c load line (Sec. 3.3b) is identical 
for triodes, tetrodes, and pentodes. From the d-c and a-c load lines, it is possible 
to determine (1) the amplitudes of the signal harmonics, (2) the required d-c input 
power to the plate circuit, (3) the signal output power, (4) the plate circuit efficiency, 
and (5) the plate power dissipation with and without a signal. The plate circuit 
efficiency is defined as the ratio of the output power at the fundamental frequency 
to the d-c power supplied to the plate circuit expressed as a percentage. 

Determination of Harmonic Distortion. To make a harmonic analysis, it is necessary 
to accurately construct the a-c load line and the dynamic transfer· characteristic. 
For the 2nd, 3rd, and 4th harmonics, the method described in Sec. 3.3b permits the 
determination of the peak value of each harmonic and the percentage that each 
harmonic is of the fundamental. 

Plate Circuit D-C Input Power P do• The d-c input power P do to the plate circuit 
can be determined from Eq. (4.2). 

(4.2) 

where Ebb = d-c plate supply voltage 
Iba = average value of plate current and can be calculated from (Eq. 3.7) (Iba 

= quiescent plate current Iba if there is no input signal or if there is no 
distortion) 

Signal Output Power Pa. Assuming no distortion, the power output Pa of a single­
ended class Al amplifier having a sinusoidal input· signal can be determined frolll 
Eq. (4.3). 

Po = 0.125[eb(max) - eb(min)Jlib(max) - ib(inin)] 

where eb(max) = maximum plate voltage with signal 
eb(min) = minimum plate voltage with signal 
ib(max) = maximum plate current with signal 
ib(min) = minimum plate current with signal 

(4.3) 

If distortion exists, the power output due to any harmonic component n can ht 
determined by evaluating Eq. (4.4). 

(4.4) 

where I Hn = rms value of the nth harmonic 
Pon = output power due to the nth harmonic 
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The rms values of the, 2nd, 3rd, and 4th harmonics can be determined by multiplying 
the peak values given by Eqs. (3.8), (3.10), and (3.12) by 0.707. Therms value of 
the fundamental I HI is given by Eq. (4.5). 

I Hl(rma) = 0.236(ib(max) + ix - iu - ib(min)) (4.5) 

where ib(max), ix, iu, and ib(min) are defined in Sec. 3.3b 
The total output power is the sum of the power output terms due to the fundamental 

and each of the harmonics. 
Plate Circuit Efficiency 71. The plate circuit efficiency 71 is given by Eq. (4.6). 

Pol X 100 ,,, = 
Pde 

(4.6) 

where P 01 = signal output power due to fundamental component of plate current 
Pde = d-c input power to plate circuit with signal present 

If there is no distortion, Po1 can be determined from Eq. (4.3) and Pde wilfbe equal to 
Ebbibo• Under these conditions the theoretical maximum value of 71 is equal to 50 per 
cent and is obtained when eb(min) and ib(min) are equal to zero and eb(max) and ib(max) 

are equal to twice Ebb and Ibo, respectively. In practice, the efficiencies of class Al 
power amplifiers are between 15 and 35 per cent. Greatest efficiencies are obtained 
with tetrodes and pentodes. 

In some instances the over-all efficiency of a power amplifier stage is desired. In 
this case, the input power to the screen-grid circuit and the filament power must be 
included with the d-c input power to the plate circuit. 

Plate Power Dissipation. The quiescent plate power dissipation Ao is given by 
Eq. (4.7). 

(4.7) 

where Rk = cathode resistor (if used) 
Ibo = quiescent plate current 
RP = resistance of the transformer primary winding 

If a signal is present, the plate power dissipation A, can be determined from Eq. (4.8). 

(4.8) 

where Iba = average plate current with the signal present 
Po = total signal output power, i.e., power due to fundamental and all har-

monic components of plate current 
Ordinarily, A, will be 15 to 35 per cent less than Ao. In class Al operation, the tube 
actually operates at a lower plate dissipation with the signal applied than it does in 
the absence of a signal. 

4.Jb. Triode Class Al Single-ended Transformer-coupled Power Amplifiers. The 
harmonic distortion in class Al single-ended triode amplifiers is almost entirely 2nd 
harmonic. If the distortion is assumed to be entirely due to the 2nd harmonic, the 
per cent distortion can be determined from Eq. (4.9). 

P t H _ 0.5(p/n - 1) X 100 
er cen 2 - p/n + 1 

where p = value of the positive plate current peak = ib(max) - ht 
n = value of the negative plate current peak = I bt - ibCmin) 

(4.9) 

Ibe = plate current on a-c load line associated with bias which exists when a 
signal is present (see Sec. 3.3b) 
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Equation (4.9) can be derived from Eq. (3.9) provided iz is halfway between ib(max) 

and Ibe and if iu is halfway between lbt and ib(mini, as is the case when the 3rd harmonic 
is equal to zero. The ratio p/n can readily be established from the a-c load line. 

A compromise between maximum power output and minimum harmonic distortion 
can be obtained by careful selection of the operating point and the a-c load resistance 
Tb. In general, the optimum a-c load 
resistance for a triode class Al single- 9.6 ..----.....-----.--------

ended transformer-coupled amplifier can V) 9_0 1----~--+---....,.-.:~-1------J 

be determined from Eq. (4.10). :: 
~ 

(4.10) ~ 
8.4 

The curves shown in Fig. 4.2 illustrate the 
manner in which the relative power out­
put, per cent distortion, and ratio Tb/Tp 

are related in a typical triode class Al 
single-ended transformer coupled ampli­
fier. They show that for a given value 
of distortion the maximum power out­
put is obtained when the a-c load resist­
ance Tb is approximately equal to 2Tp. 

Associated with each value of the a-c load 
resistance, however, is also the selection 
of the optimum operating point. 

7.8 

7.2 

6.6 

6.0 
0 2 3 4 

'iJ 
7P 

Fm. 4.2. Curves showing power output and 
total distortion as a function of the ratio of 
plate-load resistance to dynamic plate 
resistance for a typical power triode. 

The optimum operating conditions are obtained by a series of experimental graphical 
solutions. For a given supply voltage Ebb, equal to or less than the maximum rated 
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FIG. 4.3. Typical power triode characteristics with three different a-c load lines, each of 
which causes 5 per cent second harmonic distortion. 

voltage for the tube, locate on the tube characteristics the plate current which causes 
the maximum rated plate dissipation. This procedure establishes point Oa in Fig. 4.3. 
At this point, the a-c plate resistance is equal to 2,250 ohms. To illustrate how the 
fundamental power output varies as a function of the ratio of the load resistance to 
the dynamic plate resistance, assuming a given value of distortion, three load lines 
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TABLE 4.1. CALCULATED VALUES OF POWER OUTPUT AND HARMONIC DISTORTION 

FOR THE A-C LOAD LINES PLOTTED IN FIG. 4.3 

A-C load Fundamental 
2nd harmonic, Efficiency, 

Load line resistance, power output, 
ohms watts 

per cent per cent 

A 2,250 0.45 5 4.5 
B 4,500 0.95 5 9.5 
C 4,500 0.80 5 11.2 

have been constructed. Load line A has been drawn through point Oa for an a-c 
plate load of 2,250 ohms; therefore, rb/rp = 1. Load lines Band C have been drawn 
for rb/rp = 2. The length of each load line indicates the plate current excursion 
which will cause the 2nd harmonic to be equal to approximately 5 per cent of the 
fundamental. From Table 4.1, it can be seen that for a total of 5 per cent 2nd har­
monic distortion, considerably more output power can be obtained when the a-c plate­
load resistance is twice as large as the dynamic plate resistance. The tabulated data 
for load line C indicate that it may be desirable to consider operation at plate current 
values less than the maximum rated value provided comparative values of output 
power and improved efficiency can be obtained. If additional load lines and operating 
points are evaluated, a family of curves such as those shown in Fig. 4.2 can be con­
structed, thereby establishing the optimum operating conditions. 
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FIG. 4.4. Power output and distortion curves for a class Al single-ended amplifier using a 
6L6 beam power tube with Ebb = E,0 = 250 volts, Ee = -14 volts, and peak grid signal 
voltage = 14 volts. At the quiescent point, rp = 22,500 ohms. 

4.1c. Beam Tetrode and Pentode Class Al Single-ended Transformer-coupled Power 
Amplifiers. The principal advantages in using beam tetrodes and pentodes instead 
of triodes are that higher efficiencies can be obtained and less grid-drive voltage is 
required per unit of output power. These tubes are more efficient than triodes since 
the shapes of their Eb-h characteristics permit the path of operation to be extended 
more nearly toward zero plate voltage when the grid is driven to zero bias. Typical 
efficiencies of beam tetrode and pentode class Al single-ended transformer-coupled 
power amplifiers are between 35 and 45 per cent. 

The power output and distortion curves of Fig. 4.4 are typical of single-ended 
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class Al beam tetrode and pentode power amplifiers and differ appreciably from those 
obtained from triodes in similar applications. The power output curve in Fig. 4.4 
indicates that the maximum power output for a 6L6 tube is realized when Tb is approxi­
mately equal to Tp/6. The total harmonic distortion percentage has a minimum 
value when Tb has a value slightly less than Tp/6. In this particular example, the 
optimum value of Tb is approximately equal to that value which minimizes the over­
all distortion since the power output under the minimum distortion conditions is 
approximately equal to the maximum possible power output. A general relationship 
for optimum T• for beam tetrodes and pentodes is given by Eq. (4.11). 

Tp < < Tp 
12 - Tb - 6 

where Tp = dynamic plate resistance of tube at quiescent operating point 

(4.11) 

In addition, the optimum Tb is very nearly established by the a-c load line which 
passes through the quiescent plate current, as determined by the maximum plate 
voltage and maximum plate dissipation ratings, and the knee of the zero bias curve. 

The distortion in beam tetrode and pentode class Al single-ended power amplifiers 
is appreciably greater than for triodes used in the same type of operation and is 
primarily due to the 3rd harmonic when operated in the region of maximum power 
output. Figure 4.4 shows that the 2nd harmonic reaches a minimum value when Tb 

is approximately equal to the value which produces maximum power output. 
Precautions should be taken to avoid excessive screen dissipation. The average 

screen current can be determined by applying Eq. (3.7) to the dynamic screen current. 
The screen dissipation is equal to the product of the average screen current and the 
screen grid-to-cathode voltage. 

Example 4.1 

A 6L6 is to be operated as a class Al single-ended power amplifier with fixed bias and 
with Eaa and Ebb both equal to 250 volts. Assuming that the d-c voltage drop in the output 
transformer is negligible, determine the quiescent and dynamic operating points, a-c plate­
load resistance, power output, total harmonic distortion, and efficiency. The maximum 
allowable plate dissipation is 19 watts, and the transformer secondary load impedance is 
equal to 600 ohms. 

1. Locate the quiescent operating point. 

Ibo = Pbo = ~ = 76 ma 
Ebo 250 

From Fig. 4.5, the fixed bias is found to be equal to -13. 7 volts. 
2. Construct a tentative a-c load line from the knee of the zero bias curve through Ibo 

to -2Ec, that is, -27.4 volts. 
3. Determine the shift in the a-c load line from the quiescent value due to the presence 

of the signal (see Sec. 3.3b). 
A tentative value for the average plate current Iba is calculated based on the tentative 

a-c load line. 
Iba = 0.167(ib(max) + 2i:,; + 2iu T ib(min)) 

= 0.167(155 + 236 + 82 + 15) 
= 81.5 ma 

Assuming I&a, as established from the tentative a-c load line, to be correct, relocate the a-c 
load line to pass through the calculated value of I&a• Recalculating Iba based on the shifted 
a-c load line establishes Iba to be approximately 82 ma. Since the second calculated value 
of Iba very nearly agrees with the value of I&a through which the a-c load line has been 
redrawn, it can be assumed that the new position of the load line is very nearly correct. 
Since the bias is fixed, the bias does not change with a change in the average plate current. 
Consequently, the intersection of the shifted a-c load line and the -13.7-volt bias line 
establishes the time axis of the signal. At this point the plate current I&t is approximately 
76 ma. 
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Fm. 4.5. Average plate characteristics for a 6L6 showing load lines for Class A power 
amplification. 

4. Determine Tb from the slope of the a-c load line. 
From Fig. 4.5, the slope is -3.64 X 10-4 = -l/Tb, 

The value of Tb is, therefore, 2,750 ohms. 
5. Determine the power output in the fundamental using Eqs. (4.5) and (4.4). 

I Hl(rms) = 0.236(158 + 120 - 42 - 15) = 0.0522 amp 
P 0 1 = (0.0522) 2 X 2,750 

= 7.49 watts 

6. Determine the total harmonic distortion. 

%HT = V(%H2) 2 + (%H3) 2 + (%H4) 2 

The values of %H2, %Ha, and %H4 can be calculated from Eqs. (3.9), (3.11), and (3.13), 
respectively. Their values are as follows: 

Therefore, %HT = 9.13. 

%H2 = 8.15 
%Ha = 2.94 
%H4 = 2.83 

7. Determine the efficiency, using Eq. (4.6). 

'YJ = 
Poi X 100 

Pde 

7.49 X 100 
250 X 0.082 

= 36.5% 

8. Determine the required transformer characteristics. 
The transformer must be designed to have a 2,750-ohm primary winding and a 600-ohm 

secondary winding, to operate with approximately 82 ma direct current through the 
primary winding and to have a power rating of at least 7 .5 watts. In addition, the desired 
frequency response and maximum distortion which the transformer may introduce should 
be specified. 

4.2. Classes A, AB, and B Push-pull Transformer-coupled Power Amplifiers. Two 
typical push-pull transformer-coupled power amplifier circuits are shown in Fig. 4.6. 
In Fig. 4.6a, fixed bias is used, and the circuit shown in Fig. 4.6b has self-bias. The 
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input signal can be supplied from a transformer, a push-pull stage, or a phase inverter 
(see Figs. 3.60 et seq. for typical phase inverter circuits). 

A push-pull transformer-coupled power amplifier has several advantages over a 
single-ended amplifier. The most important advantages are (1) elimination of d-c 
saturation in the output transformer, (2) no generation of even-order harmonics, (3) 
higher efficiency for the same per cent distortion, and (4) the cancellation of power­
supply ripple in the output transformer, thereby minimizing the filtering required 
in the power supply. 

1. Effect of the D-C Plate Current through the Primary Winding of the Output Trans­
former. The magnetizing force due to the quiescent plate current through one-half 
of the primary winding directly opposes the magnetizing force due to the quiescent 

(0) 
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ro-j 
Np! llfJ1 INPUT •I 

l_o-j +EiJb llp { 

Cc 
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Frn. 4.6. Typical push-pull transformer-coupled power amplifier configurations. 

plate current through the other half of the primary winding. If the tubes have 
equal quiescent currents and if the transformer has been properly center-tapped, good 
cancellation will be achieved. As a result, the output transformer for a push-pull 
amplifier can be made smaller than one designed to have the same power output and 
frequency response for use with a single-ended amplifier. 

2. Harmonic Components. If the tubes are matched, a push-pull transformer­
coupled amplifier will introduce no even harmonics. However, if the input is dis­
torted and contains even harmonics, these harmonics, and any odd harmonics which 
may also exist, will be amplified and appear in the output. It is only the even har­
monics caused by distortion in the output tubes which are canceled. 

3. Efficiency. Since only odd harmonics are introduced by push-pull transformer­
coupled amplifiers, it follows that the tubes can be driven harder than in single-ended 
amplifiers for the same total per cent distortion. Driving the tubes harder produces 
an increase in the output power and results in an increase in efficiency. 

4- Power-supply Ripple-voltage Requirements. If the two tubes have identical 
dynamic plate resistances, the power-supply ripple voltage will cause equal a-c cur-
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rents to flow in each tube. Because these currents flow in opposite directions through 
the transformer primary winding, no voltage is induced in the output winding. If 
the tubes are matched at quiescence, power supplies may be used which have con­
siderably more ripple voltage than would be acceptable for single-ended amplifiers. 
The presence of a signal, however, causes the instantaneous plate resistance of one 
tube to increase and the instantaneous plate resistance of the other tube to decrease, 
thereby causing an induced voltage to appear in the output due to the power-supply 
ripple voltage. If the power-supply ripple voltage does not cause an objectionable 
signal to be induced in the output at quiescence, the ratio of the desired output signal 
to the undesired induced signal will usually be sufficiently large that the undesired 
signal will be negligible compared to the desired signal. 

In Fig. 4.6, the midband plate-to-plate resistance RPP presented to Vl and V2 by 
the terminated output transformer is given by Eq. (4.12) provided the transformer 
exciting current is neglected. 

RPP = Rp1 + Rp2 + 4(RL + R,) (~: r (4.12) 

where NP = number of turns in one-half primary winding 
N. = number of turns in secondary winding 

Rp1 = resistance of primary winding connected to Vl 
Rp2 = resistance of primary winding connected to V2 
RL = terminating resistance 
R. = resistance of secondary winding 

Neglecting the transformer winding resistances, Eq. (4.12) reduces to Eq. (4.13). 

(4.13) 

The analysis of a push-pull transformer-coupled power amplifier is complicated by 
the fact that the instantaneous plate voltage across each tube varies not only as a 
result of the variations in plate current through that tube but also because of the 
inductive coupling of the plate voltage variations existing at the plate of the other 
tube. However, general relationships in regard to the loads presented to the indi­
vidual tubes can be stated. If Vl and V2 have equal instantaneous dynamic plate 
resistances, each tube will operate into an a-c load resistance equal to Rpp/2. If 
either VI or V2 is at cutoff, the other tube will operate into a resistance equal to 
RPP/ 4. Whenever the dynamic plate resistances of the two tubes are not the same, 
the tube having the smaller dynamic plate resistance will operate into an a-c load 
resistance having a value between RPP/2 and Rpp/4 and the other tube will operate 
into an a-c load resistance having a value between Rpp/2 and infinity. Consequently, 
in a push-pull amplifier, neither tube operates into a fixed load resistance since the 
instantaneous values of tube dynamic plate resistance are a function of the instan­
taneous values of Eb and I b which change with the instantaneous values of the signal. 
The actual analysis, however, can be accomplished in a straightforward manner by 
constructing the composite characteristics for the two tubes (see Sec. 4.2a). The 
composite characteristics are a composite Eb-lb plot which takes into account the 
two tubes when used in push-pull operation, thereby permitting the construction of a 
single load line for the two tubes. 

4.2a. Class At Push-pull Transformer-coupled Power Amplifiers Using Triodes. 
In class Al push-pull operation, the common cathode resistor used for self-biasing is 
usually not bypassed. If the tubes are balanced, the total cathode current will be 
equal to the sum of the d-c and the even-order harmonic currents through both tubes. 
There will be no fundamental signal component across the biasing resistor. Con-



POWER AMPLIFIERS 4-11 
sequently, the signal that does exist across the cathode resistor consists primarily 
of a d-c and a 2nd harmonic term. 

For a given distortion percentage, a triode class Al push-pull transformer-coupled 
amplifier can be designed to have more than twice the power output obtainable from 
a single-ended amplifier employing the same tube type. The distortion in triode 
amplifiers is predominantly 2nd harmonic and will appear in the output of a single­
ended amplifier but will be canceled in a push-pull transformer-coupled amplifier. 
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FIG. 4. 7. Method of constructing the composite characteristics for a push-pull transformer 
coupled amplifier which utilizes triodes. Only the quiescent bias curves for Vl and V2 
have been shown in order to simplify the figure. 

The efficiency for a triode class Al push-pull transformer-coupled amplifier is usually 
between 30 and 45 per cent. 

Composite Characteristics. The construction of the composite characteristics for a 
push-pull transformer-coupled amplifier consists of properly positioning the individ­
ual Eb-lb characteristics and plotting the combined Eb-lb characteristics, thereby 
permitting the construction of a single load line for the two tubes. One of the tube 
~haracteristics is inverted and positioned relative to the other so that the individual 
quiescent plate voltage values are coincident. Consider the example in which the sup­
ply voltage is equal to 145 volts; the quiescent plate current through each tube is equal 
to 60 ma, and the resistance of each half of the primary winding is equal to 167 ohms. 
The quiescent IR drop in each half of the primary winding in this case is equal to 
10 volts, and the quiescent plate voltage on each tube is 145 - 10, or 135 volts. It is, 
therefore, necessary to position the individual tube characteristics as shown in Fig. 4. 7. 



4:-12 ELECTRONIC DESIGNERS' HANDBOOK 

Only the quiescent bias curves for Vl and V2 have been shown to simplify the figure. 
If self-bias were employed, the quiescent plate voltage would be equal to 135 volts 
minus the bias voltage. 

Having properly positioned the tube characteristics, the first step is to construct 
the composite quiescent bias line. This line represents the instantaneous differences 
in plate currents which would flow through Vl and V2 if the bias on each tube were 
maintained equal to the quiescent value and the plate voltages on the two tubes 
varied in equal incremental steps in opposite directions. The line is drawn so that it is 

~ n,-
VI ~ 

150 
<fl 
w 
Q:: 
w n. 
::!i 
ct 
:::i 100 ...J 

::1 
w 
I-
ct 
...J n. 

50 

'"" en 
0 0 
0 0 

0 
0 
U> 

OS 

" r 
l> 
-i 
l"'1 

;:: 

001 
;= 
r 
j; 
;:: 
"U 

COMPOSITE (}(l!ESCENT BIAS LINE l"'1 
::0 
l"'1 
ti> 

OSI 

.?A 

FIG. 4.8. Composite characteristics for push-pull 6L6's triode connected with Ebo = 250 
volts, Ee = -22.5 volts, and Rpp = 4,000 ohms. 

equal to ib1 - ib2 for all the resulting values of plate voltage. The first point is at the 
quiescent plate voltage where ib1 is equal to Ibol and ib2 is equal to Ibo2; hence, ib1 - ib2 

at this point is equal to zero. The other points are located so that the current yx 
is equal to yw - yz. The line connecting these points is the composite quiescent 
bias line. 

The complete composite characteristics for two 6L6 triode-connected tubes operated 
in push-pull are shown in Fig. 4.8. The other composite lines have been constructed 
in a manner similar to the method used for constructing the composite quiescent bias 
line. For example, consider the composite line labeled +7.5 volts. It has been 
assumed that the bias on Vl has been decreased by 7.5 volts and the bias on V2 has 
been increased by 7.5 volts. If these bias voltages are maintained and the respective 
plate voltages varied in equal incremental steps in opposite directions, the instantane­
ous differences in plate currents will be defined by the line labeled + 7 .5 volts. It is 
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apparent that the composite characteristics are much straighter and more nearly 
equidistant than the individual tube characteristics. 

Composite A-C Load Line. The composite a-c load line is constructed with a slope 
equal to -4/RPP [see Eqs. (4.12) and (4.13)] and passes through the composite 
quiescent bias line at the zero current point. In Fig. 4.8 the value of RPP is equal 
to 4,000 ohms, and the composite a-c load line has been plotted with a slope equal 
to -1/1,000. 

The composite a-c load line defines the composite path of operation for the two 
tubes, and the two curved dashed lines describe the paths of operation for the indi­
vidual tubes. The curvature is due to the transformer coupling between the two 
tubes, and the slope at any given point indicates the instantaneous a-c load resistance 
into which the tube is operating. The individual paths of operation are determined 
by constructing vertical lines through the points at which the composite bias lines 
intersect the a-c load line, e.g., see points labeled b in Fig. 4.8. The dashed lines can 
then be constructed by connecting the points defined by the intersections of the 
vertical lines and the individual bias lines associated with the composite bias lines, 
e.g., see points labeled a in Fig. 4.8. For class A operation, the quiescent bias for 
each tube must not be sufficiently negative for the individual plate currents (dashed 
lines) to go to zero for any portion of the cycle. The quiescent bias is not critical, and 
relatively large changes in bias do not significantly alter the linearity of the composite 
bias lines. The considerations for establishing the quiescent bias are plate current 
cutoff during the cycle as one extreme (too much bias) and excessive plate power 
dissipation as the other extreme (insufficient bias). 

The composite bias lines shown in Fig. 4.8 have been labeled in terms of input signal 
amplitudes. To determine the output signal peak amplitude for a given input signal, 
consider the example in which the input signal at the grid of each tube is a sine wave 
having a peak amplitude of 22.5 volts. Along the composite a-c load line, the com­
posite path of operation will be between the points at which the load line intersects 
the composite bias lines labeled +22.5 and -22.5 volts. The plate-to-plate peak 
output signal amplitude is, therefore, equal to 343 - 157, or 186 volts for a 22.5-volt 
input signal since the plate voltage on one tube increases to 343 volts as the plate 
voltage on the other tube decreases to 157 volts. 

The optimum composite load line for a triode push-pull transformer-coupled 
amplifier, i.e., the load which maximizes the power output and minimizes the har­
monic distortion, has a slope approximately equal to the negative of the slope of the 
composite characteristics. Consequently, the optimum a-c plate-to-plate load resis­
tance is approximately equal to four times the inverse of the slope of the composite 
characteristics. The approximate value of the optimum a-c plate-to-plate load resis­
tance can also be determined from Eq. (4.14). 

(4.14) 

where rp = dynamic plate resistance of each tube at quiescent operating point 
Harmonic Distortion and Power Output. The distortion in a push-pull transformer­

coupled amplifier is due primarily to the 3rd and 5th harmonics since the even har­
monics are equal to zero. Therms value of the fundamental output current and the 
percentage values of the 3rd and 5th harmonic currents can be determined from Eqs. 
(4.15), (4.16), and (4.17), respectively. These equations are based on the instan­
taneous composite plate current values resulting from the instantaneous grid signal 
values shown in Fig. 4.9. These particular values of the grid-input signal have been 
chosen to maximize the accuracy in determining the value of the fundamental and 
the percentages of the odd harmonics. 
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I 
7i1 + 6io.g + lOio.s - 6io.i 

Hl = 15 V2 
% Ha = 0.33(i1_ - 2io.6) X lOO 

V2lm 
ct_ H = 0.20(i1 - 2io.s + 2io.3) X 100 
--,,o Ii V21Hl 

where I n1 = rms value of the fundamental output current 
% Ha = I Ha expressed as a percentage of Im 
% H 6 = J n 5 expressed as a percentage of I ni 

and ii, io.s, iu, and io.a are determined as shown in Fig. 4.9. 

(4.15) 

(4.16) 

(4.17) 

Fro. 4.9. Composite characteristics for push-pull triodes showing the current points for 
power o-q,tput and distortion calculations. 

The power output P 01 due to the fundamental can be determined from Eq. (4.18). 

p _ lm2Rpp 
ol -

4 
(4.18) 

where P 01 is in watts, I Hl is the rms value of the plate current in amperes as deter­
mined from Eq. (4.15), and RPP is in ohms. If the 3rd and 5th harmonics are small, 
which is usually the case for push-pull triodes, the approximate power output Po can 
h, determined from either Eq. (4.19) or (4.20). 

p _ i1 2Rpp 
0 - 8 

p _ e1i1 
0 - 2 

(4.19) 

{4.20) 

where Po is in watts, e1 is in volts, and is determined from Fig. 4.9, i1 is in amperes and 
is determined from Fig. 4.9, and RPP is in ohms. 
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4.2b. Class A1 Push-pull Amplifiers Using Beam Tetrodes and Pentodes. Beam 

tetrodes and pentodes have an important advantage over triodes having the same 
plate dissipation ratings since the plate voltages of the tetrodes and pentodes can be 
reduced to much lower values before there is an appreciable reduction in plate current. 
Higher efficiencies can, therefore, be obtained with tetrodes and pentodes since the 
path of operation along the load line can be extended closer to zero plate voltage. 
Typical efficiencies of tetrodes and pentodes used in class Al push-pull amplifiers 
are between 35 and 50 per cent. 
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Fro. 4.10. Method of constructing the composite characteristics for a push-pull transformer­
coupled amplifier which utilizes tetrodes or pentodes. 

The construction of the composite characteristics for push-pull tetrodes and pen­
todes is similar to that for push-pull triodes. However, the resulting curves are not 
nearly as straight as the triode characteristics. In Fig. 4.10 are typical pentode char­
acteristics positioned so that the quiescent plate voltages are ooincident (the quiescent 
plate voltage and plate current are determined in the same manner as for a single­
ended amplifier). The composite quiescent bias line represents the instantaneous 
differences in plate currents which would flow through Vl and V2 if the bias on each 
tube were maintained equal to the quiescent value and the plate voltages on the two 
tubes varied in equal incremental steps in opposite directions. The difference cur­
rent yx js seen to be equal to yw - yz at all points on the composite quiescent bias 



4-16 ELECTRONIC DESIGNERS' HANDBOOK 

curve. The composite quiescent bias line goes through zero at the quiescent plate 
voltage since yw = yz at this value of plate voltage. 

The composite grid signal lines have been constructed similar to the method used to 
construct the composite bias line. As an example, consider the 5-volt grid signal 
line shown in Fig. 4.10. It has been assumed that the bias on Vl has been reduced 
by 5 volts and the bias on V2 increased by 5 volts. If these bias voltages are main­
tained and the respective plate voltages varied in equal incremental steps in opposite 
directions, the instantaneous differences in plate currents will be defined by the 
+5-volt grid-signal line. The difference current y'x' is seen to be equal to y'w' - y'z' 
at all points on the composite +5-volt grid line. 
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Fm. 4.11. Upper half of the composite characteristics for push-pull transformer-coupled 
6L6's which have a quiescent plate voltage of 250 volts, a screen voltage of 250 volts, and a 
bias of -15 volts. 

Figure 4.11 shows one-half of the complete family of composite characteristics for 
push-pull 6L6 tubes operating with quiescent plate voltages of 250 volts, screen volt­
ages of 250 volts, and a fixed bias voltage of -15 volts. Note that the curvature of 
the composite lines is much the same as the individual characteristics. 

The optimum composite load line for push-pull tetrodes and pentodes extends from 
the knee of the composite curve associated with the most positive grid signal to the 
point defined by zero plate current and the quiescent plate voltage (see Fig. 4.11). 
As in the case of a triode transformer-coupled amplifier, the composite load line slope 
is equal to -4/RPP, where RPP is the plate-to-plate a-c load resistance [see (Eq. 4.12)]. 
The optimum value of the plate-to-plate a-c load resistance is, therefore, equal to 
4 times the reciprocal of the optimum composite load line slope. The paths of opera­
tion for the individual tubes can be found in the same manner as for push-pull triodes 
(Sec. 4.2a). 

The power output can be calculated by the use of either Eq. (4.18), (4.19), or (4.20), 
whichever is applicable. The percentages of 3rd and 5th harmonics can be deter­
mined using Eqs. (4.16) and (4.17) and the composite characteristics as shown in 
Fig. 4.11. 

Example 4.2 

Calculate the maximum power output and the harmonic distortion for the 6L6's operat­
ing under the conditions delineated in Fig. 4.11. The current values taken from the figure 
are as follows: 



From Eq. (4.15) 

POWER AMPLIFIERS 

i1 = 157 ma 
io.s = 126 ma 
io.& = 80 ma 
io.a = 54 ma 

(7 X 0.157) + (6 X 0.126) + (10 X 0.080) - (6 X 0.054) 

15 v2 
= 0.11 amp rms 

From Eq. (4.18) 

From Eq. (4.16) 

% Ha 

Poi 
(0.11) 2 X 5,000 

4 
= 15.1 watts 

0.33[0.157 - (2 X 0.080)] X I00 

v21n1 
= -0.64% 

4-17 

The negative sign indicates that the harmonic subtracts from the fundamental when 
the fundamental reaches its positive crest value. 

From Eq. ( 4.17) 

% H
5 

= 0.20[0.157 - (2 X ~126) + (2 X 0.054)] X lOO 

V21Hl 
= 1.67% 

4.2c. Class AB1 and Class AB2 Push-pull Transformer-coupled Power Amplifiers. 
Class AB push-pull amplifiers are used where higher power is required from a given 
set of tubes than is obtainable when class A operation is used. In both class ABl 
and class AB2 amplifiers, each tube conducts for more than 180 but less than 360 
electrical degrees of each cycle. The class AB2 amplifier differs from class ABl 
only in the respect that grid cu.rrent flows in class AB2 during a portion of the cycle. 
As a result of the grid current flow, additional consideration must be given to the 
design of the input circuit. 

The limiting case for class A push-pull operation is realized if the bias voltage is so 
selected that the plate current of one tube reaches zero at the instant the grid signal 
and the plate currep.t of the other tube are at a maximum. If the bias were to be 
increased, class A operation would no longer exist and class AB would begin since each 
tube would be driven beyond cutoff for a portion of each cycle. In class AB operation, 
the same tubes will yield a higher power output and an increase in plate efficiency. 
The harmonic distortion also increases because the plate current no longer flows for 
the full cycle in either tube. Because of the mutual coupling in the output trans­
former, however, the effect of interrupted plate current flow in the individual tubes 
is greatly reduced. 

In class AB operation, the quiescent value of the plate current is made lower for a 
particular plate voltage than in class A operation because of the increased bias volt­
age. Therefore a higher plate supply voltage can be used without exceeding the 
quiescent plate dissipation rating of the tube. However, associated with the applica­
tion of the grid signal is an increase in the average value of the plate current. Hence, 
the power supplied by the plate power supply increases with grid signal in the class AB 
case, whereas in the class A linear amplifier the input power remains constant. The 
plate dissipation may either increase or decrease depending upon the rate at which the 
power output and power input change relative to one another. In general, for high 
negative grid bias voltages, the plate dissipation increases over the quiescent value 
with grid excitation, and for bias voltages approaching class A operation, the plate 
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dissipation decreases. The increase in power output over a class A amplifier is due 
to the increased plate voltage and the extension of the path of operation into the 
nonlinear region of the tube characteristics. 

The composite characteristics for push-pull class AB operation are constructed in 
the same manner as for class A amplifiers except that in the case of class AB2 it is 
necessary to include the positive grid bias curves for the individual tubes. The bias 
voltage is selected so that the plate current in each tube will flow for more than half 
but less than the full electrical cycle. 

Fixed bias is recommended in preference to self-bias in class AB amplifiers, unless a 
constant amplitude signal is being amplified, since the magnitude of the self-bias is a 
function of the average plate current which is a function of the input signal level. 

1. Push-pull Class AB1 Power Amplifiers. Class ABl push-pull power amplifiers 
present no specific design considerations beyond those detailed in the preceding 
paragraphs. Typical efficiencies will usually be between 45 and 55 per cent. 

2. Push-pull Class AB2 Power Amplifiers. Class AB2 amplifiers are used where 
higher power output is required than is possible with a given pair of tubes in class ABl 
operation, and the distortion is to be less than is obtained with class B operation. 
Typical efficiencies for class AB2 push-pull amplifiers are usually between 50 and 
60 per cent. 

The phase-inverter method of grid excitation, which could be used with class A 
and class ABl amplifiers, cannot be applied to class AB2 amplifiers since a low­
impedance driving source is required to drive the grids in the positive region with a 
minimum of distortion. If the output impedance is sufficiently low, the variation in 
grid loading, due to driving the grid from the negative region into the positive region, 
will not cause the grid input waveform to be objectionably distorted. The most 
common low-impedance input system is a step-down transformer with a center-tapped 
secondary (see Sec. 4.2d for a discussion of driver stages). Since the driver stage 
must supply power to the grid circuit, it also is referred to as a power amplifier. 

4.2d. Push-pull Class B Audio Power Amplifiers. Class B push-pull amplifiers 
are used in both audio and radio frequency applications. Class B r-f amplifiers are 
treated in Sec. 4.3. 

Class B push-pull audio amplifiers are used where higher power is required from a 
given set of tubes than is obtainable from either a class ABl or a class AB2 amplifier. 
Associated with the increase in power output is an increase in distortion, driving 
power, and efficiency. The theoretical maximum value of efficiency in a class B 
push-pull amplifier is 78.5 per cent. Practical values, however, are ordinarily between 
50 and 65 per cent. 

In class B operation, the bias voltage on the two tubes is increased until the indi­
vidual tube currents are very nearly equal to zero at quiescence. The composite 
characteristics are constructed in the same manner as for class A, but, because of the 
high value of bias, the composite characteristics are essentially the individual char­
acteristics as shown in Fig. 4.12. Only at small values of plate current do the com­
posite characteristics deviate from the individual characteristics. 

Class B amplifiers are almost always operated in class B2, where the grids are driven 
far into the positive region by the grid input voltage peaks. The optimum load line 
for class B push-pull triodes has a slope very nearly equal to the negative of the average 
slope of the individual characteristics. In general, the optimum load line for class B 
push-pull tetrodes or pentodes can be considered tg be that load line which intersects 
the knee of the most positive grid-bias curve to which the tube is driven. For exam­
ple, if the quiescent bias were equal to -30 volts, an input signal having a peak 
value of 50 volts would drive the grid to a potential of +20 volts. The optimum load 
line in this case should be drawn from the knee of the +20-volt grid-bias curve 
through the point defined by zero plate current and the quiescent plate voltage. For 
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either triodes, tetrodes, or pentodes, the optimum plate-to-plate load resistance RPP 

is equal to four times the negative inverse of the optimum load line slope. 
The distortion of the grid-input signal caused by driving the grids in the positive 

region for a portion of each cycle is often the largest source of distortion in a push-pull 
class B amplifier. By utilizing a sufficiently low impedance driver, however, this 
source of distortion can be disregarded. The use of a driver stage having a step-down 
output transformer or a driver stage consisting of two cathode-follower circuits 

~ 
<( 
...J 
Q. 

oc; 

001 

OSI 

;E 

~ 
;i:: 

F 
i> 
C 
"O 
fTI 
~ 
m 
(I> 

Frn. 4.12. Composite characteristics for push-pull class B triode connected 6L6 tubes. 
Ebo = 350 volts and Ecc = 52.5 volts. 

operated in push-pull represents two of the most common means of obtaining a low­
output impedance. If a transformer is used, it should have a low leakage inductance 
since this inductance is effectively in series with the grids. Another reason for mini­
mizing the leakage inductance is that the abruptly changing grid-load impedance 
often causes transient ringing in the resonant circuit consisting of the leakage induct­
ance and the capacitance shunting the secondary. The d-c resistance of the grid 
current path must also be very low or the flow of grid current will cause a change in 
bias. This criterion imposes the i:equirement of a bias source having a low internal 
resistance. In this respect, the push-pull cathode-follower driver has an advantage 
over the driver utilizing a step-down transformer since the cathode followers can be 
operated so that their quiescent cathode voltages are at the potential necessary to 
provide the proper bias on the output stage. Self-bias is never used in class B stages 
for the reasons given in Sec. 4.2c for class AB amplifiers. 
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Although the peak grid input power ordinarily imposes a more severe requirement 
on the design of the driver stage than does the average grid-input power, there often 
is a need to calculate the average grid input power. If the input signal is sinusoidal, 
the grid will conduct for only a small portion of each cycle. Since the grid signal is 
very nearly equal to its maximum value during the entire period of grid conduction, 
the average grid-input power Pu per tube can be determined from Eq. (4.21). 

(4.21) 

where eum = peak value of grid-input voltage 
iua = average value of grid current in each tube 

The power-supply regulation for a class B stage should be good, otherwise the large 
change in average plate current between quiescence and full output power will cause 
a significant change in the operating point. 

The power output and plate dissipation of a class B push-pull power amplifier can 
be determined approximately if the following simplifying assumptions are made: 

1. The grid-input voltage waveform is sinusoidal. 
2, The output transformer is an ideal transformer. 
3. The plate current through each tube is a half sinusoid. 
Based on the preceding assumptions, the power output can be determined from 

either Eq. (4.19) or (4.20) where i1 is the maximum instantaneous value of the plate 
current per tube. The average value of the half-sinusoid plate current waveform 
per tube and the total power supplied by the plate circuit power supply can be deter­
mined from Eqs. (4.22) and (4.23), respectively. 

(4.22) 

where h = average current through each tube 
i1 = peak plate current through each tube 

A= 2Ebblb (4.23) 

where A = total power supplied by plate circuit power supply 
In Fig. 4.12 are typical composite characteristics for a class B push-pull amplifier. 

The power output with a grid signal having a peak value of 67.5 volts is 16.1 watts 
with a total harmonic distortion of 11 per cent. If the 6L6's are operated as pentodes, 
the maximum push-pull power output with a plate voltage of 350 volts is approxi­
mately 50 watts. 

4.3. Class B Radio-frequency Power Amplifiers. In a class B r-f power amplifier, 
the plate load is resonant and plate current flows for 180° of each electrical cycle. 
A class B r-f amplifier is used where the power level of a signal is to be increased, but 
with a linear relationship between the input and output voltages. It is frequently 
referred to as a "linear amplifier." A class A r-f amplifier is also a linear amplifier, 
but the efficiency is considerably lower. A class C r-f amplifier (see Sec. 4.4) is some­
what more efficient than a class B amplifier, but a linear relationship between the 
input and output voltages does not exist. The linearity of a class B r-f amplifier is 
important when it is used to amplify signals such as an amplitude-modulated carrier 
or a single sideband suppressed carrier. 

A typical linear amplifier is shown in Fig. 4.13. The amplifier does not have to be 
push-pull in r-f applications since the plate circuit is resonant. In most r-f power 
amplifiers, the maximum power output possible from a given tube is usually desired. 
Therefore the input grids are ordinarily driven into the positive grid region during 
the peak of the excitation cycle, causing grid current to fl.ow. This means that grid­
leak bias cannot be used since a change in modulation would cause a change in the 
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a.verage grid current and result in a change in bias. It follows that the bias source 
must be well regulated if nonlinearities between the input and output voltages are 
to be prevented. 

In the design of a class B r-f power amplifier, the semigraphical method outlined 
in Sec. 4.4 for class C power amplifiers should be used with the following modifications: 

1. Since the angle of plate current conduction is 180° for class B, the bias voltage E cc 

can be selected directly from the constant current characteristics for the tube. This 
bias voltage is the value which just causes zero plate current to flow with zero grid 
excitation. 

2. The minimum instantaneous plate-to-cathode voltage is limited to approxi­
mately twice the peak positive grid-to-cathode voltage during the excitation peak. 

3. In the selection of a tube for a class B r-f power amplifier which is to amplify a 
100 per cent amplitude-modulated carrier, the rated plate dissipation of the tube 
should be of the order of twice the unmodulated carrier power output. In Eq. (4.39), 
the value of k is equal to 2.0. 

RFC 
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Ecc 
lflXEO BIAS AOJUSTEO 
FOR ZERO PLATE CUR­
RENT WITH NO EXCITATION) 

Cp 

R 

RFC 

FIG. 4.13. Class B radio freq~ency power amplifier. 

The remainder of the design considerations and calculations is the same as for a 
class C amplifier. The maximum theoretical plate efficiency for the linear amplifier 
is the same as for a class B audio amplifier, i.e., 78.5 per cent. Usual peak operating 
efficiencies are between 60 and 70 per cent. 

When a carrier is 100 per cent amplitude-modulated by a sinusoidally varying 
function, the peak r-f voltage during modulation reaches twice the carrier level and the 
minimum voltage drops to zero. Therefore, if the modulated carrier is to pass 
through the amplifier without distortion, the unmodulated input carrier level must be 
adjusted so that the output voltage is one-half the maximum output voltage that the 
tube is capable of delivering. The fundamental component of plate current and the 
average plate current in a class B r-f power amplifier are directly proportional to the 
amplitude of the grid excitation voltage; therefore the efficiency of the amplifier is 
directly proportional to the grid voltage provided the amplifier is not overdriven. 
Since the efficiency of the linear amplifier is in the order of 60 to 70 per cent with 
maximum grid excitation, i.e., at the peak of a 100 per cent modulated carrier, the 
efficiency of the amplifier for an unmodulated carrier is in the order of 30 to 35 per 
cent. Since the class B r-f power amplifier is linear, the plate circuit d-c input power 
remains constant and there is a 50 per cent increase in the average output power when 
100 per cent sinusoidal modulation is applied to the carrier. With 100 per cent 
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mc-dulation, the average efficiency is in the order of 45 to 50 per cent. The fact that 
the plate current with modulation remains constant indicates that cathode bias can 
be used. The absence of a change in the input power as modulation is introduced 
does not ensure that the amplifier is linear; hence an oscilloscope should be used for 
modulation checks. 

4.4. Class C Radio-frequency Power Amplifiers. Class C amplifiers provide high 
efficiencies and are used primarily in r-f applications where either an increase in power 
level or a multiplication of frequency is required and where there is no need for linearity 
between the input and output voltages. 

Class C amplifiers can be amplitude-modulated by injecting the modulating voltage 
on the plate, screen grid, suppressor grid, control grid, or cathode. They can also 
be used to amplify a frequency-modulated carrier. A detailed analysis of modulation 
is given in Sec. 5. 

Although plate circuit power efficiencies as high as 85 per cent are possible in class C 
amplifiers, most amplifiers are designed to operate at efficiencies in the order of 75 per 
cent since there must be a very significant increase in the grid driving power to increase 
the plate circuit efficiency from 75 to 85 per cent. Highest efficiencies are obtained 
with high plate voltages. 

In a class C amplifier, the grid is biased below cutoff and plate current flows for 
less than 180° of each cycle of the grid excitation voltage. Consequently, class C 
amplifiers are not used in audio applications since the output voltage is not propor­
tional to the input voltage and the short plate current pulse would cause excessive 
distortion even if a push-pull arrangement were used. However, a class C amplifier 
can be used as an r-f amplifier if the plate circuit is resonant at either the funda­
mental or some harmonic of the grid excitation frequency. 1 In an r-f amplifier, 
the fundamental component of the plate current pulses is filtered by the plate resonant 
circuit to provide an output which is very nearly sinusoidal. When the amplifier 
is used as a frequency multiplier, i.e., when the plate circuit is resonant at some 
harmonic of the excitation voltage, the power output is somewhat reduced. Class C 
amplifiers used for frequency doubling and tripling will ordinarily have efficilencies 
in the order of 40 to 50 and 15 to 20 per cent, respectively. 

4.4a. Basic Circuit Configurations. Several typical circuit configurations of class C 
r-f amplifiers and associated neutralizing networks are shown in Fig. 4.14. 

It should be noted that in those circuits having a balanced grid and/or plate circuit, 
the center tap of the inductance is not connected to the rotor of the split stator tuning 
capacitor. Connecting these points can result in a reduction in the plate circuit 
efficiency due to the increase in circulating currents in the tank circuit if either the 
inductor or the tuning capacitor is not exactly symmetrical. In the circuits of Fig. 
4.14 the rotor of the tuning capacitor has been put at zero signal potential and the 
center tap of the inductance establishes its own signal level since it has been isolated 
by either a grid-leak biasing resistor or an r-f choke. In Fig. 4.14b, the rotor of Ca 
has been placed at zero signal potential by the capacitor Cu. This permits Ca to have 
a lower voltage breakdown rating since, with the addition of R2, the d-c voltage 
drop across Ca has been removed. R2 is not needed if the amplifier is not to be plate­
modulated and the rotor of Ca can be connected directly to the high-voltage power 
supply. 

Lumped Land C input and output circuits as shown in Fig. 4.14 are seldom used 
at frequencies higher than approximately 300 or 400 Mc. Instead, the input and 
output circuits usually consist of either coaxial lines or parallel lines. Also, grounded­
grid amplifiers are usually used at these higher frequencies since they are inherently 
more stable than grounded cathode amplifiers. 

1 In push-pull operation, the plate circuit must be tuned to either the fundamental or an 
odd harmonic. 
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Bias Considerations. Cathode bias, fixed bias, and grid-leak bias can be used indi­
vidually or in combinations to provide the bias for a class C amplifier. Grid-leak 
bias is most commonly used and obviates the need of a bias supply. Also, grid-leak 
bias is self-regulating, and, consequently, the bias automatically tends to adjust itself 
to the peak value of the grid excitation voltage, thereby eliminating the need for a 
critical adjustment of the excitation voltage. However, if grid-leak bias is used, 
caution must be taken to ensure that excessive plate or screen current does not flow 
in the absence of grid excitation. Frequently, this minimum bias requirement is 
provided in the form of either cathode bias or fixed bias (see Fig. 4.14d). Protection 
can also be achieved by utilizing a current overload relay in series with the high volt­
age supply (this relay is usually placed in the ground lead to reduce the relay insula­
tion requirements). Loss ~f excitation causes an appreciable increase in plate current 
which operates the relay, thereby providing the desired protection. Another means of 
obtaining protection when screen-grid tubes are employed is to use a screen-grid volt­
age dropping resistor and to shunt the screen grid with a small tube which uses the 
same bias source as the tube to be protected. With the loss of excitation, the added 
tube conducts sufficiently so that the voltage drop across the screen-grid resistor 
causes the screen voltage of the power tube to drop to an abnormally low voltage, 
thereby preventing damage to the power tube in the absence of the operating bias. 
When a class C amplifier is amplitude-modulated, special bias considerations apply 
(see Sec. 5.3a). 

Tube Types. Triodes, tetrodes, and pentodes are employed in class C amplifiers. 
Tetrodes are often employed in preference to triodes because of their low internal 
grid-to-plate capacitance and because of the much lower grid power excitation require­
ments. In uhf applications, the foregoing considerations are of particular importance. 
Very few high-power pentodes are manufactured. 

Types of Coupling. Both inductive and capacitive coupling have been shown as 
the means of coupling power into the grid circuit and out of the plate circuit. Induc­
tive coupling introduces more attenuation to the harmonics coupled to the load than 
does capacitive coupling. In addition, a Faraday shield can be placed between the 
plate tank coil and the inductive link to minimize the capacitive coupling between 
the plate circuit and the load. This shielding further minimizes the transfer of 
harmonics to the load. When the plate circuit is single-ended, the inductive link 
should be located at the high-voltage-supply end of the plate-circuit inductance. 

A frequently used plate circuit network is the 1r network 1 shown in Fig. 4.14a. 
This network (1) serves as the resonant plate circuit, (2) introduces increased attenua­
tion to harmonics as compared to a single-tuned parallel resonant circuit, and (3) 
provides a means of matching to a wide range of load impedances. 

Neutralization. In the circuits shown in Fig. 4.14, the current which flows through 
the grid-to-plate capacitance will have a component 180° out of phase with the grid 
excitation voltage if the plate circuit is tuned slightly higher in frequency than the 
grid excitation frequency. If the grid-to-plate capacitance is sufficiently large and 
if the grid losses are not excessive, the plate circuit will couple an adequate amount of 
power into the grid circuit to cause the amplifier to oscillate. Neutralization con­
sists of applying feedback between the plate and grid so as to reflect a resistive load 
into the grid circuit, thereby canceling the negative resistance effect produced by the 
current through the grid-plate capacitance. Several different methods of neutralizing 
class C amplifiers over a relatively broad band of frequencies are shown in Fig. 4.14. 
A simple narrow band neutralization network for a single-ended amplifier which has 
not been shown can be realized by connecting an inductance and capacitance in series 
between the grid and plate. The magnitude of the inductive reactance is made greater 
than the magnitude of the capacitive reactance by an amount equal to the magnitude 

1 See E.W. Pappenfus and K. L. Klippel, Network Tank Circuits, CQ, September, 1950. 
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of the grid-to-plate capacitive reactance. The result is that the added network has an 
inductive reactance which exactly neutralizes the effect of the grid-to-plate capacitive 
reactance. This particular type of neutralization is often used in single-frequency 
r-f amplifiers. 

To make a neutralization adjustment, the filaments or heaters should be turned 
on, the high voltage turned off, and grid excitation applied. Utilizing a sensitive r-f 
detector in the plate circuit, adjust the neutralizing network to minimize the power 
which can be detected if the plate circuit as the plate circuit is tuned over its operat­
ing limits. In relatively high power class C amplifiers, it may not be possible to 
obtain an adjustment for zero r-f power in the plate circuit. Neutralization can 
also be achieved by adjusting the neutralizing network to minimize the dip in grid 
current as the plate circuit is tuned through resonance. During the adjustment, the 
filaments or heaters should be on, high voltage turned off, and grid excitation applied 
as before. 

With improper neutralization in a plate-modulated class C amplifier, the modula­
tion trapezoidal pattern cannot be driven to a triangle, i.e., the pattern which indicates 
100 per cent modulation. Consequently, the final neutralization adjustment in a 
plate-modulated class C amplifier frequently consists of adjusting the neutralization 
so that the modulation pattern is triangular with sufficient modulation. 

In tubes having a screen grid, the control grid-to-plate capacitance is much lower 
than in triodes. Consequently, tetrodes and pentodes do not ordinarily need to be 
neutralized if the screen grid is at zero signal potential and if the control grid-to-plate 
capacitance external to the tube is very small. This latter condition, however, 
requires very thorough shielding between the control grid circuit and the plate circuit. 
The screen grid can be put at zero signal potential by bypassing the screen grid to the 
cathode at the tube socket. If the amplifier is to be used at frequencies where the 
effects of the internal screen grid lead inductance become noticeable, the screen grid 
should be bypassed only with a small variable capacitor which can be adjusted to 
resonate with the screen grid lead inductance. 

Parasitic Oscillations. Und.esired oscillations are referred to as parasitic oscillations. 
Most amplifiers and oscillators are susceptible to parasitic troubles unless special 
precautions are taken to prevent them. Parasitic oscillations can result in (1) 
abnormal tube currents which may shorten the tube life, (2) the inability to achieve 
100 per cent modulation, and (3) interference with other services. These oscillations 
ordinarily occur in the frequency band between approximately 50 and 200 Mc or in 
the frequency range between approximately 200 and 1,200 kc. 

High-frequency parasitic oscillations in class C amplifiers are usually due to the 
inductances of the grid and plate circuit leads between the tube and the tank circuits 
resonating with the tube interelectrode capacitances and any external shunting 
capacitances. High-frequency parasitics can sometimes be eliminated by tuning 
the plate circuit of the parasitic oscillator to a frequency lower than the grid circuit 
so that the amplifier will no longer oscillate. One method of accomplishing such tun­
ing is to make the grid leads considerably shorter than the plate leads so as to cause the 
inductance of the plate leads to be much greater than the inductance of the grid leads. 
The same effect can also be obtained by placing small inductances, usually only a few 
microhenries, in each plate lead. Another method of suppressing high-frequency 
parasitics is to reduce the Q of the parasitic circuit by placing small resistors, usually 
50 to 100 ohms, in each grid and plate lead next to the tube. The combination of 
a small inductance and a shunting resistor in each plate lead is sometimes used. In 
this application, the inductance is used to lower the frequency of the parasitic oscilla­
tion to some less critical frequency, e.g., below the frequencies used for television 
so as to avoid television interference. The resistor shunting the coil should be 
noninductive and should shunt only a sufficient number of turns to suppress the 
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parasitic. The resistor should have a value in the order of 50 to 100 ohms, and a 
typical inductance might consist of approximately four to six turns with an inside 
diameter of 0.25 in. Tuned traps as shown in Fig. 4.15 are also used to eliminate 
parasitics. Lp should consist of one or two turns, and £ 3 and C. should resonate at 

the parasitic frequency. The coupling be­
tween Lp and L. should be increased until 
the parasitic disappears. The value of RL 
is usually 50 to 100 ohms. 

Tetrodes exhibit the characteristic of 
being self-neutralized for a limited range of 
frequencies determined by the grid-to-plate 
capacitance of the circuit, and ordinarily 
high-frequency parasitic oscillations occur 
at frequencies above this region. Conse­
quently, one method of suppressing a 
high-frequency parasitic in a tetrode is to 

Frn. 4.15. Tuned trap for eliminating 
high-frequency parasitic oscillations. lower the frequency of the parasitic oscilla-

tion so that it falls in the frequency range 
where the tube is self-neutralized. Sometimes this can be done by placing small 
inductances in the plate leads. The parasitic circuit may be composed of the control­
grid and screen-grid circuits or the control-grid and plate circuits. If parasitics 
should exist in the screen circuit, they can be eliminated by inserting a small unby­
passed noninductive resistor, usually between 50 and 100 ohms, in both the control­
grid and screen-grid leads at the tube base. The introduction of a resistor in the 
screen-grid circuit reduces the effectiveness of the screen-grid shielding between 
the control grid and plate. Therefore, it is likely that neutralization will be required 
between the plate and control-grid circuits if an unbypassed screen resistor is added. 
If a tetrode is used at frequencies sufficiently high that the reactances of the grid and 
screen-grid lead inductances become appreciable, the screen grid should be bypassed 
to the cathode with a small variable capacitor to achieve proper neutralization. It 
may also be necessary to add a neutralizing circuit between the plate and control­
grid circuits if the external control grid-to-plate capacitance is excessive. 

Low-frequency parasitic oscillations sometimes exist in class C amplifiers whenever 
both the grid and plate circuits utilize r-f chokes. As an example of a typical low­
frequency parasitic circuit, consider Fig. 4.14c. The grid resonant circuit would 
consist of the grid r-f choke in parallel with C6, and the plate resonant circuit would 
consist of the plate r-f choke in parallel with C9 • The reactances of L 2 and Ls can 
be considered as insignificant compared to the reactances of the r-f chokes. For 
low-frequency oscillations to exist, the product of the plate r-f choke inductance and 
the plate circuit capacitance which establishes the plate low-frequency resonant cir­
cuit must be less than the product of the grid r-f choke and the capacitance which 
determines the grid low-frequency resonant circuit. With the circuit of Fig. 4.14d, 
there should be no problem with low-frequency parasitic oscillations since the grid cir­
cuit does not contain an r-f choke. However, it is possible to have low-frequency para­
sitics in Fig. 4.14b if the lead inductance to the bias supply is excessive. In this case, 
the grid resonant circuit would consist of the bias lead inductance in parallel with C5 • 

When testing a class C amplifier for parasitics, the grid excitation voltage should be 
removed, the bias reduced to a small value, and the plate and screen voltages lowered 
sufficiently so that rated dissipations are not exceeded. The plate tuning capacitor 
should be tuned through its limits for several grid tuning capacitor settings. Changes 
in either the grid or plate current as a result of tuning and the detection of r-f power 
on the plate leads by means of a neon lamp, absorption meter, etc., are indications of 
parasitics. 
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4.4b. Voltage and Current Relationships. Voltage and current waveforms for a 

typical single-ended tetrode or pentode class C amplifier used for direct amplification, 
i.e., not frequency multiplication, are shown in Fig . .4.16. To obtain high values of 
efficiency, the control grid bias Ecc is usually made between 1.5 and 3 times higher 
than the value required for plate current cutoff. Biasing the tube beyond plate 
current cutoff ensures that plate current 
will flow less than 180° of each electrical 
cycle. If the plate resonant circuit has a 
sufficiently high Q, the output plate voltage l~b~TATION 
waveform will be very nearly sinusoidal VOLTAGE 

even though plate current flows for less than CONTROL 

180°. Since the resonant plate circuit is ruwRENT 

tuned to the operating frequency, the tube 
operates into a resistive plate load; con­
sequently, the plate voltage is 180° out of c~mGE 

phase with the grid excitation voltage. 
Control-grid current flows for a fewer 

number of degrees than the plate current OL---;---====rt--...L.--..1,_-

since grid current flows only during the 
limited portion of the cycle in which the 
control grid is driven into the positive 
region. 

The impedance of the screen-grid circuit 
to the a-c component of the screen-grid 
current is usually very nearly equal to zero, 
and for most calculations it can be assumed 
that the signal voltage at the screen grid 
will be zero. 

PLATE 
CURRENT 

SCREEN­

Since the control-grid current, screen- g~wRENT o '----£.---'--......-'11-.lL..----y---­

grid current, and plate current flow for less 
than one-half of each excitation cycle, the Fm. 4.16. Voltage and current waveforms 

for a class C amplifier. 
ratios of the peak current values to the 
average values may be relatively high. These ratios become increasingly greater 
as the conduction angle is decreased. In step 4 of the procedure for the design of a 

0.1 

80 100 120 

PLATE CVRRENT ·CONDUCT!ON 
ANGLE 8p IN DEGREES 

class C amplifier (see Sec. 4.4j), a simple 
method is given for determining the d-c, 
fundamental, and the 2nd and 3rd har­
monics of the control grid, screen grid, 
and plate current waveforms. 

Typical ratios of the d-c, peak fun­
damental, and peak harmonic compo­
nents of the plate current waveform to 
the peak space current I. are shown in 

140 Fig. 4.17. I,, is the sum of the instan­
taneous peak values of the control grid, 
screen grid, and plate currents. These 
curves are all based on the same peak 
positive grid-to-cathode excitation volt­
age, the same values of peak grid and 
peak plate currents, and the same plate 

Fm. 4.17. Typical ratios of the peak values 
of the plate current harmonics to the peak 
space current I,, as a function of the plate 
current conduction angle. 

supply voltage. The variables are the plate-circuit impedance, grid bias, and 
the amplitude of the grid excitation voltage. It can be seen that for small plate 
current conduction angles both ha/I,, and lnifl,, increase almost linearly as the plate 
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current conduction angle increases; while at plate current conduction angles greater 
than approximately 120° there is a noticeable increase in the rate at which the slope 
of the Inilla curve decreases. For this reason, the plate circuit efficiency is reduced 
if the plate current conduction angle is made greater than approximately 120°. If 
the plate current waveform is analyzed, it will be found that the center portion of the 
pulse contributes more to the fundamental component of the plate current than to the 
d-c component and the sides of the pulse contribute more to the d-c component than 
to the fundamental component. Therefore, for high plate efficiency, a narrow plate 
current pulse with steep sides is desirable. Such a waveform can be obtained if the 
grid bias voltage Ecc is made two or three times greater than the plate current cutoff 
bias Eco• 

t 
+ 

0 

/ 

I /1 
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I I 
I 
I 
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- - - GRIO CURRENT 

PLATE VOLTAGE 
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FIG. 4.18. Constant current characteristics for a triode showing an operating line and 
associated voltage waveforms. 

4.4c. Constant Current Characteristics. The constant current characteristics are a 
modified plot of the familiar Eb-lb characteristics. By changing the manner in 
which the tube curves are plotted, a more graphic picture of class C operation can be 
visualized. The control grid voltage is plotted on the ordinate and the plate voltage 
on the abscissa. A family of curves is plotted for the control-grid, screen-grid, and 
plate currents. The individual curves in each family represent a constant value of 
current. In Fig. 4.18 are typical constant current characteristics for a triode with 
typical grid and plate class C voltage waveforms included (see Sec. 4.4j for procedure 
in graphical analysis). 

4,4d. Plate Circuit Power Relationships. The useful power developed in the plate 
circuit can be expressed in terms of the fundamental component of the plate signal 
voltage and the fundamental component of the plate current. If the loaded plate 
tank circuit Qo is greater than approximately 12, the plate voltage can be considered 
to consist entirely of the fundamental. The terrrt Qo indicates the ratio of the energy 
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stored in the tank circuit to the energy dissipated in the tank circuit plus the energy 
coupled from the tank circuit during one r-f cycle. When Qo is appreciably less than 
12, the plate voltage waveform will be noticeably distorted due to the increased 
harmonic content. However, the assumption that the plate circuit waveforms are 
sinusoidal will usually not result in significant errors in the calculation of the plate 
circuit power relationships. 

The plate power output Po can be expressed by Eq. (4.24). 

p O = ep(max)I Hl 

2 (4.24) 

where ep(max) = peak value of r-f plate voltage, that is, ep(max) = Ebb - eb(min) 

Im = peak value of the plate current fundamental [see Eq. (4.45)] 
The peak value of the fundamental current component I n1 must be found by analyzing 
the plate current waveform. A simple method is described in step 10 of the procedure 
for the design of a class C amplifier (see Sec. 4.4j). The value of Po less the loss in the 
plate tank circuit and the coupling network is the power in watts which would be 
indicated on an r-f wattmeter. 

The plate power input Pde that must be supplied from the d-c power source is given 
by Eq. (4.25). 

(4.25) 

where ha = d-c plate current [see Eq. (4.44)] 
The plate efficiency 1/p, that is, the ratio of the plate power output to the plate power 

input, expressed as a percentage, is 

(4.26) 

Neglecting the higher-order harmonics, the difference between the input power and 
the output power is the power lost in plate dissipation A. and can be determined 
from Eq. (4.27). 

P E I ep(max)l Hl 
ba ~ bb ba - 2 

(4.27) 

4,4e. Plate-load Resistance. The operating line on the constant current char­
acteristics does not explicitly represent the plate-load resistance Tb as does a load line 
on the Eb-lb characteristics. However, for any one operating line, there is only one 
value of load resistance which will satisfy the conditions imposed by the operating 
line, and its value can be calculated from Eq. (4.28). 

Tb = ep(max) 

Im 
(Ebb - Ece2) 2 

~ 2Po 

where Ecc2 is the screen-grid voltage. 

(tetrode or pentode) 

(4.28) 

(4.28a) 

The process of assuming a plate-load resistance and establishing the associated 
operating line is a trial-and-error procedure and relatively difficult because of the 
graphical methods involved. As is shown in Sec. 4.4j, the recommended procedure 
in a class C amplifier design is to determine graphically I n1 and calculate the required 
value of Tb, 

In the simplest type of plate tank circuit the external load resistance, e.g., an 
antenna or an additional stage, which is coupled to a single-tuned plate-resonant 
circuit, can be considered as a resistance Rr in series with the plate-circuit inductance. 
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In Fig. 4.19, R. is the effective series resistance of the inductor itself, i.e., the d-c 
resistance plus the resistance due to skin and proximity effects. Ordinarily the 
Q of the unloaded tank circuit is sufficiently high that R. can be neglected. The 
resistance Tb as measured at the terminals of the plate circuit at resonance can be 
calculated from Eq. (4.29) provided Qo is greater than approximately 12. The value 

lp 

Cp 

Ebb 

Fm. 4.19. Equivalent plate circuit 
of a loaded class C amplifier. 

of Tb as determined from Eq. (4.29) should be 
equal to the desired value of Tb as established 
from Eq. (4.28). 

(Rr + R,)Cp 
(4.29) 

The Qo of the loaded plate circuit is given by 
Eq. (4.30). 

(4.30) 

where Jo is the resonant frequency 
Combining Eqs. (4.29) and (4.30) results in a 

more usable expression for Tb which is given by 
Eq. (4.31). 

(4.31) 

From Eq. (4.31) .it can be seen that there are an infinite number of combinations of 
Q0 and GP which will result in the same value of Tb, However, Qo should not be too 
high, or the circulating current in the tank circuit will be excessive and cause unde­
sired losses which may result in damage to the capacitor or inductor. The rms value 
of the current which circulates through the capacitor and inductor can be determined 
from Eq. (4.32). 

ic = 0.707/mQo (4.32) 

where ic = rms value of the circulating current 
lH1 = peak value of plate current fundamental [Eq. (4.45)] 

To prevent excessive power losses it is sometimes necessary to decrease Qo to a value 
as low as 3 or 4. This causes the harmonic content to increase in the plate circuit. 
In this type of operation the harmonic content in the output, if undesirable, can be 
minimized by the use of a filter in the coupling network. In push-pull stages, Qo need 
only be equal to or greater than approximately 6 for adequate harmonic suppression 
since all even harmonics of the plate voltage waveform are canceled out. 

The bandwidth t::.f of the loaded plate circuit can be expressed in terms of Qo and Jo 
as shown by Eq. (4.33). 

t::.f = la 
Qo 

where t::.f = bandwidth between the half-power frequencies 

(4.33) 

Therefore, if Qo is too high, the higher modulation frequencies will be suppressed 
in an amplitude-modulated class C amplifier. 

In practice, a wide variety of plate circuits are used. For example, in Fig. 4.14 
the 1r network1 and single-tuned circuits with both inductive and capacitive coupling 
to the load are employed. Also, the plate resonant circuit may consist of double­
tuned circuits (see Sec. 13) which are undercoupled, critically coupled, transitionally 
coupled, or overcoupled. 2 

1 Pappenfus and Klippel, Zoe. cit. 
2 R. B. Dome, "Television Principles," chap. 4, McGraw-Hill Book Company, Inc. 

New York, 1951. 
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4.4f. Screen-grid Dissipation. The value of the screen-grid dissipation can be deter­

mined from Eq. (4.34). 
(4.34) 

where Eee2 = screen-grid supply voltage 
I c2a = d-c value of screen-grid current 

4.4g. Grid Excitation Requirements. In a class C amplifier, the power which must 
be supplied to the grid circuit can be divided into three categories: (1) grid dissipation 
Pei, (2) dissipation in the biasing source P 1, and (3) grid tank and coupling losses. 

It has been shown by Thomas1 and verified by others that the grid dissipation Pei 
can be calculated to a reasonable degree of accuracy by Eq. (4.35). 

(4.35) 

where eecm11,x) = peak positive grid-to~cathode voltage (see Fig. 4.16) 
lea = d-c grid current 

The power P1 dissipated in the bias resistor in the case of grid-leak bias or the power 
which tends to charge the bias battery when fixed bias is used is given by Eq. (4.36) or 
(4.37). 

P1 = Ica 2R1 

= Ecclca 

where R1 = value of grid-leak biasing resistor 

(4.36) 
(4.37) 

For low and intermediate frequencies, the power lost in a well-designed grid-tank 
circuit and input coupling network is usually about 10 per cent of the grid excitation 
power. The total power Pt required from the preceding stage can, therefore, be 
expressed approximately by Eq. (4.38). 

(4.38) 

At higher frequencies, e.g., above approximately 50 Mc, the grid and grid circuit 
losses tend to increase significantly with increasing frequency. The required excita­
tion power at uhf frequencies in some cases is ten or twenty times greater than the value 
determined from Eq. ( 4.38). 

4.4h. Efficiency of a Class C Amplifier. The maximum efficiency of a class C 
amplifier having an excess of grid driving power is greater than that of an amplifier 
in which the grid driving power is limited. Shown in Fig. 4.20 is a typical plot of 
grid driving power versus power output. Note that for the same power output the 
grid driving power must be increased more than 100 per cent to increase the plate 
efficiency from 75 to 85 per cent. Associated with the increase in driving power is an 
increase in the grid bias. In effect, the increase in bias causes a reduction of (JP and 
thereby an increase in efficiency as pointed out in Sec. 4.4b. 

A problem arises when the grid driving power is increased without modifying the 
other circuit parameters. The power output increases with grid drive up to the 
point where the minimum instantaneous plate voltage eb(min) swings below the maxi­
mum grid-to-cathode voltage at the peak of excitation. If the input is further 
increased, a valley appears in the plate current pulse and the grid current will very 
likely be excessive. In a tetrode or pentode, the plate current waveform is similarly 
distorted when the minimum instantaneous plate voltage eb(min) swings below the 
screen-grid voltage. In this case, excessive screen-grid current may fl.ow. The same 
effect will be realized if the plate-load impedance is increased a sufficient amount to 
cause eb(min) to swing below the control-grid voltage or the screen-grid voltage. There-

1 H. P. Thomas, "Determination of Grid Driving Power in R. F. Power Amplifiers," 
Proc. IRE, vol. 21, pp. 1134-1141, August, 1933. 
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fore, in class C amplifiers, the plate should be loaded at all times to prevent over­
dissipation in the control grid and screen grid. 

If low driving power is important, the minimum instantaneous plate potential 
eb(min) should be at least 1.5ec(max>, and the value of Op should be approximately 150°. 
If, however, plate efficiency is important, Op should be on the low side of 120° with 
eb(min) made approximately equal to ec(max), 

4.4i. Harmonic Operation of a Class C Amplifier. A class C amplifier can be used 
as a harmonic amplifier if the plate circuit is tuned to a harmonic of the input signal 
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Fm. 4.20. Power relationships for a typical class C amplifier. 

and if the grid circuit is tuned to the fundamental frequency. For the most efficient 
operation, the angle of plate current conduction should be reduced and the value of 
plate-load impedance increased with respect to fundamental operation. Tabulated 
in Table 4.2 are recommended values of Op and the relative plate-load impedances 
for the amplification of the 2nd, 3rd, and 4th harmonics. Although more grid 
excitation power is required for harmonic operation, the power output will be less 
than that achievable with fundamental operation (see Sec. 4.4). 

TABLE 4.2. TABULATION OF RECOMMENDED PLATE CURRENT CONDUCTION ANGLES 

AND RELATIVE PLATE-LOAD RESISTANCES FOR FUNDAMENTAL AND HARMONIC 

OPERATION 

Harmonic 
Fund. 

2nd 3rd 4th 5th 
-------- --

8p (electrical degrees) ......................... 120-150 90-120 80-110 70-90 60-75 
rb (assuming 1.0 for fundamental operation, 

approx.) .................................. 1.0 1.5 2.5 3.3 4.0 

4,4j. Class C Amplifier Design. The analysis of a class C amplifier is ordinarily 
carried out on a single-tube basis. If parallel or push-pull operation is to be used, 
the power output, grid drive, and power-supply requirements are multiplied by the 
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number of tubes used. A typical design procedure with associated considerations 
is as follows: 

1. Determine the power output Pa• This will include the power lost in the plate 
tank circuit and loss in coupling network, and if operation is at frequencies above 
approximately 50 Mc, the dielectric loss in the insulating material of the tube envelope 
must be considered. 

2. Calculate the approximate plate dissipation A, per tube. 

(4.39) 

where k = a factor expressing ratio of plate dissipation to power output (see Table 4.3) 
n = number of tubes used in amplifier 

TABLE 4.3. TYPICAL RATIOS OF THE PLATE DISSIPATION 

TO THE POWER OUTPUT PER TUBE 

k Harmonic 
0.33 Fund. 
1.00 2nd 
2.33 3rd 
3.44 4th 
4.35 5th 

3. Choose a tube which fulfills the performance requirements. The plate dissipation 
capability of the tube must be greater than the value determined in step 2. Several 
other considerations in determining the proper tube are: 

a. Frequency of operation 
b. Plate, screen-grid, and filament voltages required 
c. Cooling requirements 
d. Physical characteristics 
e. Grid driving power 
f. Vibration and shock 

4. Establish the plate supply voltage Ebb· In the case of a power tetrode or pentode 
operating in the vhf and uhf frequency bands, the combination of (1) higher screen­
grid voltage, (2) reduced plate voltage, and (3) heavy loading of the plate circuit will 
minimize tube envelope dielectric heating due to the reduced plate voltage swing. 
The plate efficiency will be reduced somewhat, but the tube life will be increased. 

Occasionally, it is desirable to operate a tube at voltages other than those shown 
on the published constant-current characteristic curves. A conversion method 
which is relatively simple and based on the % power law can be used provided sec­
ondary emission does not affect the current values. To convert the tube character­
istics to a new scale, the screen-grid, control-grid, and plate voltages must be mul­
tiplied by the desired scale factor, and the associated constant current curves must be 
multiplied by the same scale factor raised to the three-halves power. For example, 
if the tube characteristics are given for a screen-grid voltage of 300 volts and operation 
at 600 volts is desired, the grid and plate voltages must be multiplied by 2 and the 
constant current curves must be multiplied by 21•6, or 2.83. Table 4.4 gives a number 
of conversion voltage and current scale factors. 

5. Calculate the approximate average plate current 1;a per tube. 

(4.40) 

This should not exceed the maximum plate current ratin.g of the tube. 
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TABLE 4.4. TABULATION OF SEVERAL VOLTAGE AND CURRENT SCALE FACTORS FOR 

USE IN PLOTTING CONSTANT CURRENT CHARACTERISTICS TO DIFFERENT 

SCALES 

Voltage 
Scale 
Factor 
0.25 
0.50 
0.75 
1.00 
1.50 
2.00 
2.50 
3.00 

Current 
Scale 
Factor 
0.125 
0.35 
0.65 
1.00 
1.84 
2.83 
3.95 
5.20 

6. Determine the maximum instantaneous plate current ib(maxl per tube. 

(4.41) 

Equation (4.41), although not rigorous, expresses the approximate relationship 
between the peak plate current ib(max) and the average plate current. It is necessary 
to make an approximation of this type since a tentative value of ib(max) is necessary 
to perform the graphical analysis. 

7i Locate point A on the constant current plate characteristics. Point A (see Fig. 4.21) 
establishes the peak positive grid-to-cathode voltage ec(maxl, the peak instantaneous 
plate, screen-grid, and control-grid currents, and the minimum instantaneous plate 
potential eb(minl• Point A must lie on the constant plate current line which has a 
value equal to that determined in step 6. In the case of triodes having ample grid exci­
tation power, point A should be located near the "diode line," i.e., the straight line on 
the.tube characteristics defined by the relationship Ee == Eb, However, if driving power 
is limited, the minimum instantaneous plate potential eb(min> should be somewhat 
higher than the peak-positive grid-to-cathode voltage ec(max>• The result, therefore, 
is the displacement of point A from the diode line. With tetrodes, point A should be 
located on the constant current plate line near the point where the curve turns sharply 
upward. If point A were to be located at a lower plate voltage, the screen and con­
trol grid currents would be excessive and the increase in power output would be 
relatively small. 

8. Establish the bias supply voltage Ecc and locate point G on the constant current 
characteristics. Point G is determined by Ebb and Ecc, However, the value of the 
grid bias is dependent on the desired plate current conduction angle 8p, Therefore, 
with reference to Table 4.2, it is necessary to select arbitrarily a value for 8p and 
determine graphically the value of Ecc which causes the plate current conduction 
angle to be equal to the selected value. The use of Eq. (4.42) to determine the 
approximate value of Ecc will minimize the number of trial-and-error steps in the 
graphical determination of Ecc, 

E ......, _ !Ecol + ec(max) COS (8p/2) (4.42) 
cc - 1 - cos (8p/2) 

where Eco == grid bias which will cause plate current cutoff at operating plate supply 
voltage 

As an example, consider the tube whose characteristics are given in Fig. 4.21 and 
assume that (1) point A has been previously located, (2) the plate supply voltage 
is equal to 2,000 volts, and (3) the desired value of the plate current conduction angle 
8p has been established as 140° from Table 4.2. · To apply Eq. (4.42), the values of 
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eccmax) and Eco must be known. Point A establishes eccmax) as being equal to 255 volts, 
and the plate current cutoff bias for a 2,000-volt plate supply voltage is -375 volts. 
Therefore, 

E ,..., _ 375 + 255 cos (140/2) 
cc - 1 - cos (140/2) 
~ - 702 volts 

Point G is located at the intersection of the 2,000-volt plate voltage line and the 
- 702-volt grid voltage line. A tentative operating line is then drawn between points 

750 .------.----:---r------,----..------.----------..... 
SCREEN VOLTAGE:500V 

250 

uJ 
<::> 
<( 

~ 
0 0 > 
e 
a: 
<::> 

-250 

--- PLATE CURRENT AMPERES 
---- GRIO CURRENT AMPERES 
--- SCREEN CURRENT AMPERES 

500 1000 1500 2500 3000 3500 
-PLATE VOLTAGE 

Fm. 4.21. Typical constant current characteristics for a power tetrode. 

A and G. The conduction angle Op for the calculated value of Ecc can be determined 
by means of Eq. (4.43), and the calculated value can be compared with the value of Op 
originally selected. 

Op = 2 cos-1 (HG/ AG) (4.43) 

where point H = intersection of operating line and zero plate current line 
The terms AG and HG are linear distances measured along the operating line and 
may be in any units, e.g., inches, centimeters, etc. The value of Op as established 
by the tentative operating line AG and Eq. (4.43) is equal to 132°. Since this angle 
is less than the assumed value of 140°, it is necessary to make the bias less negative 
in order to increase the angle of conduction. Another operating line is, therefore, 
drawn from point A to point G' which is slightly more positive than G. Based on 
the values of H'G' and AG', another calculation of the value of Op must be made. If 
the calculated angle is significantly different than 140°, it will be necessary to make 
another estimate as to the proper position of point G. This process must be repeated 
until the calculated value of Op is approximately equal to the assumed value, i.e., 
140°. The line AG' in Fig. 4.21 will provide a plate current conduction angle equal 
to 138°. 
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9. Calculate the peak grid excitation voltage eucmax)• This is equal to the absolute 
value of the grid bias Ecc plus the peak positive grid-to-cathode voltage ec(max), 

10. Determine the d-c and fundamental components of plate current and the d-c com­
ponents of both the screen-grid and control-grid currents. Equations (4.44) to (4.47) 
give the d-c current, peak value of the fundamental current, and the approximate 
peak values of the 2nd and 3rd harmonic currents. The same equations can be used 
for the plate, screen-grid, and control-grid currents; however, the appropriate values 
must be substituted for A, B, C, etc. 

I de = 0.0833(0.M + B + C + D + E + F) 
I HI = 0.0833(A + 1.93B + 1.73G + 1.41D + E + 0.52F) 
Im~ 0.0833(A + 1.73B + C - E - I.73F) 
Im ~ 0.0833(A + 1.41B - 1.41D - 2E - I.41F) 

(4.44) 
(4.45) 
(4.46) 
(4.47) 

where A, B, C, etc. = values of currents read off operating line at 15° intervals of 
grid excitation voltage 

This method is usually referred to as Chaffee's harmonic analysis.I 
Points B to F can be located by calculating the values of the grid excitation voltage 

at 15° intervals and graphically establishing the associated values of control-grid, 
screen-grid, and plate currents along the operating line. Another method (Fig. 4.22) 
is to locate the points on the operating line so that the linear distances along the 
operating line are defined as follows: 

GB= 0.966 GA 
GC = 0.866 GA 

GD= 0.707 GA 
GE = 0.500 .GA 
GF = 0.259 GA 

After points B, C, D, E, and F have been located on the operating line, the associated 
control-grid, screen-grid, and plate current values can be established. This usually 
requires a certain amount of interpolation. To obtain the plate current d-c and 
fundamental values, the plate current values at the referenced points can be sub­
stituted into Eqs. (4.44) and (4.45). Equation (4.44) is also used to determine the 
average control-grid current lea and average screen-grid current I c2a, except that the 
control-grid and screen-grid current values are taken from the proper points along the 
operating line for use in the equation. 

After the d-c currents have been determined, they should be compared with the 
maximum current ratings specified by the tube manufacturer. If the calculated 
current values are too high, either the plate current conduction angle or the peak 
instantaneous current point A should be decreased. 

The r-f power output can be determined from Eq. (4.24). 
11. Determine the power which must be supplied by the plate circuit power supply. 

where n = number of tubes 
Iba = average plate current per tube (Eq. 4.44) 

12. Determine the plate circuit efficiency. 

Pa X 100 
1/ = 

13. Determine the plate dissipation per tube [Eq. (4.27)]. 
14. Determine the screen dissipation per tube [Eq. (4.34)]. 

(4.48) 

(4.49) 

15. Determine the total grid driving power Pt using Eq. (4.38) as modified by the 
number of tubes involved. 

IE. L. Chaffee, A Simplified Harmonic Analysis, Rev. Sci. Instr., vol. 7, p. 384, October, 
1936. 



POWER AMPLIFIERS 4-37 
16. If grid-leak bias is used, determine the value of the grid resistor. 

(4.50) 

where n = number of tubes 
lea = average control grid current per tube 

17. The plate and grid tank circuits should be designed in accordance with Sec. 4.4e. 

Example 4.3 
Design a class C r-f power amplifier to deliver 300 watts into a 50-ohm load at 20 Mc. 
1. The power output that the plate must deliver is 300 watts plus approximately 10 

per cent for losses. Therefore, P O = 330 watts. 
2. The approximate required plate dissipation can be determined from Eq. (4.39). 

p ,......., 0.33 X 330 
ba - l 

~ 109 watts 

3. Assume that a 4-125A tube type is to be used. Its plate dissipation rating is 125 
watts. 

4. The maximum ratings for the 4-125A are as follows: 

D-c plate voltage .................. . 
D-c screen voltage ................. . 
D-c grid voltage (negative) ......... . 
D-c plate current .................. . 
Plate dissipation ................... . 
Screen dissipation .................. . 
Grid dissipation ................... . 

3,000 volts 
400 volts 
500 volts 
225 ma 
125 watts 
20 watts 

5 watts 

Assume a plate voltage of 2,500 volts and a screea-grid voltage of 350 volts. 
5. Determine the approximate average plate current Iba' from Eq. (4.40). 

I , ,......., 330 + 109 
ba - 2,500 

~ 0.176 amp 

6. Determine the maximum instantaneous plate current using Eq. (4.41). 

ib(max) ~ 4 X 176 
~ 704 ma 

7. Locate point A on the constant current characteristics shown in Fig. 4.22. Along the 
interpolated 704-ma coiistant plate current curve, it appears the plate voltage can be 
reduced to a value as low as 320 volts without causing an abnormal increase in the screen­
grid current. Therefore, let Cb(min) be equal to 320 volts, which establishes eccmax) equal to 
120 volts. · 

8. Calculate a tentative value of Ecc using Eq. (4.42). With reference to Table 4.2, a 
satisfactory value of Op would be 140°. Therefore 

82 + 120 cos (140 /2) 
Ecc ~ - l _ cos (l40/2) · = -181 volts 

Locate point G on the tube characteristic and use Eq. (4.43) to establish whether or not the 
calculated value of Op agrees with the assumed value of 140°. 

Op = 2 cos-1 (HG/ AG) = 139° 

Therefore, the location of point G can be considered to be satisfactory. 
9. The peak grid voltage is equal to 181 + 120, or 301 volts. 
10. Determine the current points A, B, C, etc., on Fig. 4.22 and calculate the electrode 

currents [Eqs. (4.44) and (4.45)]. The values as read from Fig. 4.22 are tabulated in 
Table 4.5. 
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T.Al3LE 4.5. TABULATION OF 'I'HE CURRENT VALUES ON THE OPERATING LINE SHOWN 

IN FIG. 4.22 

A B C D E F 
---------------

Plate current ..................... 0.702 0.700 0.620 0.400 0.10 0 
Screen current .................... 0.200 0.155 0.060 0.009 0 0 
Grid current ...................... 0.050 0.045 0.030 0.013 0 0 

300 
PLATE CURRENT, AMPERES 

-----SCREEN 6RIO CURRENT, AMPERES 
- - - CONTROL 6RIO CURRENT, AMPERES 

200 Ecec : 350 VOL TS 

; l.000 
0 
> 100 
..,; 0.800 
<!> 
c:[ 0.600 I-
..J 
0 0.400 > -ao,o 
0 0 
ii: 0.200 (!) 

0.100 

-100 
0 

6 
-200'-------'-----'-----'------'-----'----....1----L---.l-----l 

0 500 1000 1500 2000 2500 3000 3500 
PLATE VOLTAGE, VOLTS 

Frn. 4.22. 4-125A constant current characteristics. 

Plate currents 
Iba, = 0.0833(0.5(0.702) + 0.700 + 0.620 + 0.400 + 0.100] 

= 181 ma 

4000 

Im = 0.0833(0.702 + 1.93(0.700) + 1.73(0.620) + 1.41(0.400) + 0.100] 
= 316 ma 

Screen-grid current 

lc2a = 0.0833(0.5(0.200) + 0.155 + 0.060 + Q,009)] 
= 27 ma 

Control-grid current 

I ca = 0.0833[0.5(0.050) + 0.045 + 0.030 + 0.013] 
= 9.41 ma 

Calculate the power output [Eq. (4.24)]. 

Po 
__ ep(max)lH1 __ 2,180 X 0.316 

2 2 
= 344 watts 

4500 

This is slightly higher than the required power output of 330 watts; however, recalculation 
is not necessary since the desired power output can be obtained with a slight reduction in 
vlate circuit loading. 

11. Determine the power input to the plate circuit. 

Pde == 2,500 X 0.181 - 453 watts 
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Frn. 4.23. Class C power amplifier for Example 4.3. 

12. Determine the plate circuit efficiency. 

r, = 344/453 X 100 = 75.9 % 

13. Determine the plate dissipation. 

Po - Pde = 109 watts 

14. Determine the screen-grid dissipation. 

Eccd c2a = 350 X 0.027 = 9.45 watts 
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15. Determine the grid dissipation Pct, the power supplied to the bias source P1, and the 
total driving power Pt, 

From Eq. (4.38) 

Grid dissipation = ec(max)l ca 

= 120 X 0.00941 
= 1.13 watts 

Power supplied to the bias source = Ecc X I ca 

= 181 X 0.00941 
= 1.70 watts 

Total grid driving power = 1.1(1.13 + 1.70) 
= 3.11 watts 

The driver stage should be capable of supplying somewhat more than the calculated power, 
e.g., 5 to 10 watts. 

16. Assume that a fixed bias of 90 volts is used and the rest of the bias is developed with 
a resistor R1. 

181 - 90 
R1 = 

0
_
00941 

= 9,670 ohms 

Therefore, a 10,000-ohm resistor can be used. 
17. Design the tank circuit. Assume that a loaded Q of 12 is to be used. The plate load 

resistance Tb is, therefore, determined from Eq. (4.28). 

2,500 - 320 
Tb = 

0
_
316 

= 6,900 ohms 

and from Eq. (4.31) 
Qo 12 

Cp = 21r/aTb 21r X 20 X 106 X 6,900 

= 13.8 µµf 

The output capacitance of the tube is listed as 3.1 µ,µf; therefore the tuning capacitor would 
have to be equal to 10.7 µµf. To obtain resonance at 20 Mc, the plate inductance must be 
equal to 4.59 µ,h. Assuming link coupling in the output, the coupling should be adjusted 
until the calculated d-c plate current Iba flows. The final circuit is as shown in Fig. 4.23. 
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6.1. Introduction. Modulation may be defined as the alteration of one or more of 
the characteristics of a signal as a function of another signal. Commonly, the signal 
being modulated is a sine wave of constant amplitude and is usually referred to as 
the carrier. The signal which varies some parameter of the carrier is known as the 
modulating signal. The parameters of a sine wave which may be varied are the 
amplitude, the frequency, and the phase. Other types of modulation may be applied 
to special sigJJ.als, e.g., pulse-width and pulse-position modulation of recurrent pulses. 

Modulation, demodulation or detection, and heterodyne action are very closely 
related processes. Each process involves generating the sum and/or difference fre­
quencies of two or more sinusoids by causing one signal to vary as a direct function 
(product) of the other signal or signals. The multiplication of one signal by another 
can only be accomplished in a nonlinear device. This is readily seen by considering 
any network where the output signal is some function of the input signal e1. For 
example, 

(5.1) 

In any perfectly linear network, this requires that 

and, assuming two different input signals 

eo = k(Ea COS Wat + Eb COS Wbt) (5.2) 
where k = constant 
In this case the output signal contains only the two input-signal frequencies. How­
ever, if the output is a nonlinear function of the input it can, in general, be repre­
sented by a series expansion of the input signal. For example, let 

(5.3) 

When e1 contains two frequencies, eo will contain the input frequencies and their 
harmonics plus the products of these frequencies. These frequency products can 
be expressed as sum and difference frequencies. Thus, all modulators, detectors, and 
mixers are of necessity nonlinear devices. The principal distinction between these 
devices is the frequency differences between the input signals and the desired output 
signal or signals. For example, amplitude modulation in general involves the multi­
plication of a high-frequency carrier by lower-frequency modulation signals to produce 
sideband signals near the carrier frequency. In a mixer, two high-frequency signals 
are multiplied to produce an output signal at a frequency which is the difference 
between the input-signal frequencies. In a detector for amplitude modulation, the 
carrier is multiplied by the sideband signals to produce their different frequencies 
at the output. 

6.2. Amplitude Modulation. In amplitude modulation the instantaneous ampli­
tude of the carrier is varied in proportion to the modulating signal. The modulating 
signal may be a single frequency, or, more often, it may consist of many frequencies 
of various amplitudes and phases, e.g., the signals comprising speech. For a carrier 
modulated by a single-frequency sine wave of constant amplitude, the instantaneous 
signal e(t) is given by 

e(t) == E(l + m cos wmt) sin (wet + q,) 
~2 

(5.4) 



MODULATION 

where E = peak amplitude of unmodulated carrier 
m = modulation factor as defined below 

c.,,n = frequency of modulating voltage, radians/sec 
we = carrier frequency, radians/sec 

cf, = phase angle of carrier, radians 
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The instantaneous carrier amplitude is plotted as a function of time in Fig. 5.1. The 
modulation.factor m is defined for unsymmetrical modulation in the following manner. 

Emax - E 
m 

E 
E - Emin 

m = E 

(upward or positive modulation) 

(downward or negative modulation) 

(5.5) 

(5.6) 

The maximum downward modulation factor, 1.0, is reached when the modulation 
peak reduces the instantaneous carrier envelope to zero. The upward modulation 
factor is unlimited. 

FIG. 5.1. Amplitude-modulated carrier. 

5.2a. Signal Spectrum and Modulation Sidebands. The modulated carrier described 
by Eq. (5.4) can be rewritten as follows: 

e(t) = E(l + m cos wmt) sin (wet + cf,) (

5
.
7

) '---,,,·I" 
= E sin (wet + q,) + m

2
E sin [(w., + wm)t + cf,] + m: sin [(we - wm)t + q,] . 

Thus, the amplitude modulation of a carrier by a sine wave has the effect of adding 
two new sinusoidal signals displaced in frequency from the carrier by the modulating 
frequency. These sinusoids resulting from modulation of the carrier are known as 
sidebands. The spectrum of the modulated carrier is shown in Fig. 5.2a. For a 
complex modulating signal G(t) the modulated carrier spectrum is given by 

F(w) = ::F{E[(l + mG(t)] sin (w.,t + q,)} 

= 
2
E f 00 

[1 + mG(t)] sin (wet + cf,)e-fwt dt 
7r - co 

(5.8) 

where F(w) = Fourier transform of the time function = ::F[f(t)] 
When the modulating signal is a regularly recurrent time function and, therefore, 
expressible as a Fourier series, each frequency term forms a pair of sidebands dis­
placed symmetrically from the carrier by the modulating frequency. Thus, when the 
modulating signal is 

em(t) = A COS Wat + B COS (wbt + 8) 
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the modulated carrier is given by 

e(t) = E[I + mi cos wat + m2 cos (wbt + O)] sin (wet + cf,) 
= E sin (wet + cf:,) 

+ Et sin [(we + wa)t + <I>] + E;i sin [(we - wa)t + cf,] 

+ E;"2 sin [(we + wb)t + cf, + O] + E;2 sin [(we - Wb)t + cf, - 8] (5.9) 

where m1 = modulation factor for cos wat 
m2 = modulation factor for cos wbt 

This is illustrated in Fig. 5.2b. There is no interaction between the various modulat­
ing frequencies provided that the modulation process is linear; i.e., even though the 

0 
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SPECTRUM OF MOOULATEO CARRIER 
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COMPOSED OF SEVERAL SINUSOIDS 

Fm. 6.2. Frequency spectrum of an amplitude-modulated carrier. 

modulator is a nonlinear device, the modulated parameter of the carrier varies as a 
linear function of the modulating signal. 

5.2b. Vector Representation of an Amplitude-modulated Carrier. The manner in 
which the carrier is amplitude-modulated by the sideband frequencies is readily 
visualized by considering each signal frequency component A,. sin (w,.t + cf,) to be 
the projection of the rotating vector A,.ef<wnt+tf>) on the imaginary axis (Fig. 5.3a). The 
vector representation of e(t) of Eq. (5.7) is shown in Fig. 5.3b. By considering the 
sideband vectors as they would appear when viewed from the carrier vector, the 
equivalent vector diagram of Fig. 5.3c is obtained. Here it is seen that the two side­
band signals modulate the magnitude of the carrier vector at the modulating fre­
quency. Amplitude modulation alone '3Yists as long as the two sideband frequency 
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components have equal amplitude and maintain the phase relationship with respect 
to the carrier indicated by Eq. (5.7) and Fig. 5.3c, i.e., the phase angle between the 
upper sideband and the carrier is always opposite in sign and equal in magnitude to 
the phase angle between the lower sideband and the carrier. If the amplitude or 
phase relationships are altered by any networks through which the signals pass, 
phase modulation of the carrier will result. 

5.2c. Sideband Power. Amplitude modulation of a carrier increases the total 
signal (carrier plus sidebands) power Pt by the amount of power present in sideband 
signals. Thus, 

n=n 

Pt = KE2 
( 1 + l ~2) 

n=l 

where mn = modulation factor of nth pair of sidebands 
E = peak amplitude of unmodulated carrier voltage 
K = constant 

(5.10) 

The total signal power present in a carrier amplitude modulated by any complex 
waveform is given by 

(5.11) 

where Pc = average carrier power with 
modulation (in unsymmetri­
cal modulation the average 
carrier power will change 
with modulation) 

m = modulation factor at peak of 
modulating waveform 

k = ratio of peak to rms value 
of modulating voltage or 
current 

From Eqs. (5.10) and (5.11) it is seen 
that amplitude modulation of a carrier 
may increase the total signal power con­
siderably. The power present in the 
sidebands is supplied by the modulator. 

5.2d. ModulationDistortion. Although 
the modulation of a carrier can only be 
accomplished in a nonlinear device, the 
envelope of the carrier can be made 
identical to the modulation signals if the 
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modulation network characteristics are tel Eou1vALENT VECTOR REPRESENTATION OF A CARRIER 
such that only first-order product terms AND ITS MODULATION SIDEBANDS 

of the carrier and the modulation signals Frn. 5.3. Vector representation of a modu-
lated carrier. 

occur (extraneous signals present at other 
frequencies in the output are filtered out). If the modulation envelope of a modu­
lated carrier is not identical to the modulating waveform, the modulation process has 
introduced distortion. Three types of distortion may occur: 

1. Amplitude distortion (nonlinear distortion). The introduction of frequencies 
into the modulation envelope not present in the modulating waveform. 

2. Frequency distortion. Variations in the relative amplitudes of the sideband 
signals compared to the relative amplitudes of the frequency components of the 
modulating waveform. 
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3. Phase distortion. Variations in the relative phases of the various sideband signals 
compared to the relative phases of the frequency components of the modulating 
waveform. 

6.3. Methods of Amplitude Modulation. There are many methods by which a 
carrier can be amplitude-modulated. The most frequently used modulation methods 
are discussed in the following subsections. 

5.3a. Plate Modulation of a Class C Amplifier. The most widely used means of 
obtaining amplitude modulation of a carrier is by plate modulation of a class C 
amplifier. Plate modulation possesses the advantages of ease of adjustment and 
high-percentage modulation with good linearity. It possesses the disadvantage of 
requiring a modulator capable of delivering an average power approximately equal 
to one-half the unmodulated plate input power of the class C amplifier. During 
the positive peak of a 100 per cent modulating signal the total plate input power 
(carrier plus modulation) and the r-f output power are four times their values for zero 
modulation. 

Typical circuits used for plate modulation are illustrated in Fig. 5.4. The voltage 
applied to the plate of the class C amplifier is made to vary in proportion to the 
modulating signal by adding a modulating voltage in series with the plate supply 
voltage. The analysis and design of class C amplifiers is described in detail in Sec. 4.4. 
The manner in which variation of the plate supply voltage can accomplish linear 
modulation of the r-f output voltage in a tuned amplifier is best understood by plotting 
the operating line of the tube on the constant-current characteristic curves for the 
tube (see Sec. 4.4j). This is illustrated in Fig. 5.5 for a typical transmitting triode. 
The operating line is shown for zero modulation and for the peak and trough of a 
100 per cent modulating signal when a combination of fixed and grid-leak bias is 
used. The operating line AA' in Fig. 5.5 represents the locus of all of the instan­
taneous values of grid and plate voltages and currents during the positive half cycle 
of the applied r-f grid voltage with zero modulation. The remainder of the cycle is 
obtained by extending the line AA' an equal distance below the point A', where point 
A' is established by the plate supply voltage and the bias with no modulation. The 
specified operating line AA' can be satisfied by only one value of plate-circuit imped­
ance at the frequency of the r-f voltage as explained in Sec. 4.4e. At the crest of the 
modulation, the new operating line BB' forms the locus of all instantaneous values of 
grid and plate voltages and currents. The operating line CC' forms the locus of all 
instantaneous values of grid and plate voltages at the trough of the modulation cycle. 
On this line the instantaneous plate voltage is zero and the instantaneous plate current 
is very small. The average grid current increases rapidly as the plate voltage is 
reduced to zero, and the negative grid-leak bias increases sharply. The exact location 
of CC' on the zero plate voltage line is difficult to establish graphically for high per­
centages of modulation because of the inaccuracy of the tube characteristic curves at 
zero plate volts. 

To obtain the best modulation linearity, a portion of the bias for the grid is obtained 
from a fixed bias supply and part is obtained from a grid-leak resistor. The values of 
grid-leak bias and fixed bias which will provide the best modulation linearity over the 
complete modulation cycle are determined closely by finding the values of fixed bias 
and grid-leak bias which locate the operating line BB' at the crest of the modulation 
cycle so as to provide an output power which is (1 + m) 2 times the unmodulated 
carrier power. Thus, in the example of Fig. 5.5, a change in the grid-leak bias of 
50 volts is required between AA' and BB' to obtain linear modulation.. When the 
values of grid-leak bias and fixed bias necessary to provide modulation linearity 
between operating lines AA' and BB' are determined, the location of operating line CC' 
at the trough of the modulation and all other intermediate operating lines are estab­
lished. In practice, some readjustment of the fixed bias and grid-leak bias may be 
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desirable to obtain the best modulation linearity over the entire modulation cycle. 
By making the time constant of the grid resistor Re and its r-f bypass Cc small com­
pared to the time of one cycle of the highest modulation frequency, the self-bias 
developed across Re by the average grid current le will follow any variations in le 
caused by the modulation of the tube plate voltage. The average value of grid 
current decreases as the plate supply voltage is increased for a fixed r-f grid voltage 

CLASS-C 
R-F AMPLIFIER 

(al TRANSFORMER COUPLING 

CLASS-C 
R-F AMPL IF/ER 

Re 

(bl IMPEDANCE COUPLING 

TO CLASS-A 
ORCLASS-8 
POWER AMP­
LIFIER 

Frn. 5.4. Methods of plate modulation of a class C r-f amplifier. 

and bias. As a result of the reduction in average grid current at higher plate-supply 
voltages, the self-bias is reduced and the grid bias is lowered. The reduced grid 
bias allows the same r-f grid voltage to increase the peak plate current and, therefore, 
the component of plate current at the amplifier resonant frequency. The plate-current 
conduction angle is also increased with increased plate supply voltage, causing an addi­
tional rise in the fundamental component of plate current. By proper adjustment of 
the values of fixed grid bias and grid-leak bias the fundamental component of plate 
current can be made to increase very linearly with plate supply voltage, thus resulting 
in linear modulation of the r-f carrier. The effect of fixed bias and self-bias on the 
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linearity of modulation can be seen in Fig. 5.6a. Here, the peak amplitude of the 
output r-f voltage is plotted as a function of the instantaneous plate supply voltage for 
the tube characteristic of Fig. 5.5 for fixed bias and for the optimum ratio of fixed and 
grid-leak bias. By using only grid-leak bias, the r-f output voltage will increase more 
rapidly with increasing plate voltage than desired for linear modulation. The linear­
ity of modulation can be optimized in practice by adjusting the relative values of fixed 
bias and grid-leak bias while observing the modulation Lissajous figure as shown in 
Figs. 5.6b and 5.6c. 
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Fm. 5.5. Operating lines for a plate-modulated triode class C r-f amplifier having optimum 
ratio· of fixed bias to grid-leak bias. 

When plate-modulated by a sinusoidal signal, the plate input power, plate dissipa­
tion, and plate output power of a class C r-f amplifier are given by Eqs. (5.12), (5.13) 
and (5.14), respectively, assuming constant tube efficiency. 

Pi = Po ( 1 + ~2) (average plate circuit input power) 

Pa = Po (1 - 11) ( 1 + ~2

) (average plate dissipation) 

Prt = Po11 ( 1 + ~2) (average output power) 

where Po = plate input power under conditions of zero modulation 
11 = tube efficiency under condition of zero modulation 

m = modulation factor 

(5.12) 

(5.13) 

(5.14) 
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In practice the plate efficiency 7/ is not constant throughout the modulation cycle. 
The efficiency js a maximum near zero modulation and decreases somewhat during 
both the crest and trough of the modulation cycle. As a result, the average plate 
current, and hence the d-c plate-input power, will increase somewhat during linear 
plate modulation of a class C amplifier. The plate dissipation will also be some­
what higher than indicated by Eq. (5.13). The increase in plate input power during 
modulation is supplied by the modulator. For single-frequency sinusoidal modula-
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Frn. 5.6. Modulation linearity of a typical plate-modulated triode class C r-f amplifier. 

tion of 100 per cent, the modulator is required to supply somewhat more than one­
half the plate-input power required by the amplifier in the absence of modulation. 

Since the plate dissipation of the class C amplifier tube is increased by modulation, 
the carrier power level must be somewhat below the maximum value allowable with­
out modulation. The maximum plate dissipation of a plate-modulated class C ampli­
fier without modulation is ordinarily specified by the tube manufacturer to be two­
thirds of the maximum plate dissipation for the tube. This prevents exceeding the full 
rated plate dissipation during 100 per cent sinusoidal modulation. 

The following procedure can be used to determine graphically the operating lines 
for a class C triode amplifier which is to be linearly modulated: 

1. Select a power output such that the plate dissipation does not. exceed two-thirds 



5-10 ELECTRONIC DESIGNERS' HANDBOOK 

of the maximum rated value for the tube, assuming that 100 per cent modulation is 
desired. Select a plate supply voltage so that the maximum permissible plate voltage 
for the tube is not exceeded during the crest of modulation. Determine the operating 
line for the tube to be used for the zero modulation condition by the design procedure 
given in Sec. 4.4j. 

The result of this step will be the determination of the plate supply voltage, peak a-c 
plate voltage, peak a-c plate current, average plate current, plate-circuit impedance, 
grid-bias voltage, average grid current, peak r-f grid voltage, grid driving power, and 
plate dissipation for the zero modulation condition. These are represented by an 
operating line such as AA' in Fig. 5.5. 

2. Determine the plate voltage for the maximum modulation factor to be utilized. 

Eb(max) = (1 + m)Ebo 

where Ebo = zero modulation value of Eb 
Construct a vertical line along this value of Eb on the constant-current characteristic. 
3. Determine the maximum value of the peak r-f plate voltage ep(maxJ assuming 

linear modulation. 
ep(max) = (1 + m)epo 

where epo = zero modulation value of peak r-f plate voltage 
4. Determine the minimum instantaneous value of plate voltage during the crest 

of the modulation. 
eb(miu) = Eb(max) - ep(max) 

Construct a vertical line along this value of Eb on the constant-current characteristics. 
5. Determine the peak value of the fundamental component of plate current 

required for linear modulation at the crest of modulation. 

I ep(max) 
Hl(max) = -­

rb 

where rb = plate-load resistance at resonant frequency of plate circuit 
6. Determine a trial value for the peak instantaneous plate current. 
Locate the intersection of the eb(miu) line with the constant-grid-current curve cor­

responding to the grid current at the peak of the grid voltage swing on the zero 
modulation operating line (point A in Fig. 5.5). Denote this intersection as point B. 

7. Construct a trial operating line. 
Subtract the value of the peak r-f grid voltage eucmax) from the instantaneous value 

of grid voltage ec at point B. Mark the intersection of this new value of grid bias and 
the line corresponding to Eb = Ebcmax> as point B'. Construct a trial operating line 
between points B and B'. Calculate the peak value of the fundamental component 
of plate current for this operating line from Eq. (4.45). 

fa1cmax) = ½2(a + 1.93b + 1.73c + 1.41d + e + 0.52!) ( 4.45) 

If the value of I H1(max) found from Eq. (4.45) for this operating line is within a few per 
cent of the value required for linear modulation (step 5), the selected operating line is 
the desired one for linear modulation within the accuracy allowed by this method. 
If lHi(maxi is not within a few per cent of the required value, the operating line BB' 
should be shifted vertically up or down as required, maintaining the same slope and 
same limits of ~(min) and Ebcmax) until I H1(maxl calculated from the new operating line 
is within the proper tolerance. 

8. Determination of the proper values of fixed bias and grid-leak bias. 
The required shift in grid bias between the two operating lines for linear modulation 

has been determined by step 7. The value of grid-leak resistance which would pro-
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vide this change in bias when the tube plate voltage is varied from Ebo to Eb(max) can 
be determined by an accurate calculation of the average value of grid current for each 
operating line and the use of Eq. (5.15). 

Re = IEeeil - IEce2I 
lei - le2 

where E.c1 = bias voltage for zero modulation 
Ecc2 = bias voltage for maximum crest of modulation 

lc1 = average grid current for zero modulation 
lc2 = average grid current for maximum crest of modulation 

(5.15) 

Because the change in average grid current is usually about 10 per cent of lei, approxi­
mate equations for the determination of lei and le2, such as Eq. (4.44) which is 
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Frn. 5.7. Methods of obtaining plate and screen modulation in class C amplifier tetrodes 
and pentodes. 

accurate to only approximately 5 per cent, cannot be used to provide values of lei 

and le2 of sufficient accuracy for use in Eq. (5.15). A more accurate determination 
of average grid current is quite laborious. The proper values of fixed bias and 
grid-leak bias are most easily determined experimentally when the amplifier is con-
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structed. The procedure is as follows: With Re = 0, set the plate voltage to Ebo 

with a fixed bias equal to that specified at point A'. Modulate the amplifier with a 
sinusoidal voltage giving the desired modulation factor at the input to the tube. 
Observe the modulation envelope Lissajous figure (see Fig. 5.6b and c). It will 
appear nonlinear as indicated in Fig. 5.6a for fixed bias. Remove the modulation, 
increase Re, keeping the time constant ReCe within the proper range, and decrease 
the value of fixed bias until the same value of bias is present as before. Apply modula­
tion and check the linearity of tha envelope Lissajous figure. Vary Re and the value 
of fixed bias, always maintaining the same value of total bias without modulation, 
until the optimum linearity of modulation is obtained. 

The over-all efficiency of a plate-modulated class C amplifier can be increased 
somewhat by applying modulation to the amplifier driving the grid of the class C 
amplifier. By varying the amplitude of the r-f driving voltage in accordance with 
the plate modulation, the amount of grid-leak bias can be made to increase as plate 
voltage is increased, while still maintaining linear plate modulation. By proper 
adjustment of Re and the modulation factor of the driver carrier, the plate conduction 
angle can be maintained nearly constant at an optimum value, thus keeping the plate 
efficiency essentially constant throughout the modulation cycle. 

In class C r-f amplifiers utilizing tetrodes and pentodes, plate modulation must be 
accompanied by screen modulation if a high modulation factor is desired. The 
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required amount of screen-voltage modu­
lation can usually be achieved by any of 
the following methods: (1) screen voltage 
obtained by a series resistor from the 
unmodulated plate supply voltage; (2) 
screen voltage obtained from a separate 
screen supply through an inductance; (3) 
screen modulated by a separate winding 
on the plate modulation transformer. 
These three methods are illustrated in Fig. 
5.7. In the series resistor and the series 
reactor methods, screen-voltage modula­
tion is achieved by the inverse variation in 
screen current with plate voltage. This is 
illustrated in Fig. 5.8 for a typical trans­
mitting tetrode. To minimize any phase 
shift between the plate and screen modu­
lation voltages in methods (1) and (2), 
the screen bypass capacitor should be made 
only as large as necessary to adequately 

FIG. 5.8. Variation in screen current with bypass the screen at the radio frequency. 
plate voltage for a typical power tetrode. The series screen resistor method is most 

frequently used because of simplicity and 
because it eliminates the necessity of a separate screen supply. The value of series 
screen resistor to be used is given by 

(5.16) 

where Ebb = plate supply voltage 
Ec2 = desired screen voltage without modulation 
Ic2 = d-c screen current when screen voltage is equal to Ec2 and in absence of 

modulation 
The peak amplitude of the screen modulating voltage required for 100 per cent modufa­
tion is usually about 0.75Ec2. It is normally specified by tube manufacturers for 
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given operating conditions. It is difficult to determine graphically the operating 
conditions for a plate-modulated tetrode or pentode class C amplifier because a new 
family of constant-current characteristics is required for each value of screen voltage. 

The modulator for a class C amplifier is a power amplifier. Power amplifiers are 
discussed in Secs. 4.1 and 4.2. If impedance coupling is used between the modula­
tor and the r-f amplifier as shown in Fig. 5.4b, the power amplifier must be operated 
class A since a single-ended amplifier is required. Under zero modulation conditions, 
the quiescent plate current of the power amplifier tube will be high and the combined 
efficiency of the r-f amplifier and the modulator rather low. For this reason, imped­
ance coupling is seldom used except in low-power applications. When impedance 
coupling is used, the d-c voltage at the plate of the r-f amplifier must be reduced below 
Ebb for the peak modulating voltage from the class A amplifier to equal the r-f amplifier 
plate voltage for 100 per cent modulation. 

When transformer coupling is used between the modulator and the r-f amplifier, 
the modulator is usually a push-pull power amplifier operating class B or class ABl 
or AB2 (see Sec. 4.2). Under these operating conditions, the zero-signal plate current 
of the modulator tubes is very small and the zero modulating signal power consu:med 
in the modulator is approximately 5 to 20 per cent of the maximum output power. 
The modulation transformer should ensure that the load impedance presented by the 
plate of the r-f amplifier is transformed to the optimum impedance for the power 
amplifier at the transformer primary. For modulating frequencies much lower than 
the carrier frequency the impedance presented by the r-f amplifier is 

(5.17) 

where Ebb = plate supply voltage 
lb = d-c plate current without modulation 

When the upper modulating frequencies are close enough to the carrier frequency so 
that the plate resonant circuit has an appreciable impedance to the modulating fre­
quencies, Eq. (5.17) must be modified to include this impedance in series with the 
tube. This condition may require special consideration in the design of the modulator 
frequency response to compensate for this factor and special filters in the output 
resonant circuit to suppress the upper modulating frequencies below an acceptable 
value. The modulator and modulation transformer must be capable of delivering 
a peak power equal to approximately one-
half the unmodulated plate input power 
to the r-f amplifier if 100 per cent sinu-
soidal modulation is to be employed, and HEjF 
the modulation transformer must be IN 

designed to handle a d-c secondary current 
of lb, 

5.3b. Grid Modulation. By varying the 
grid bias of a class C amplifier with a 
modulating voltage, it is possible to am­
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plitude-modulate an r-f carrier. A 
method is illustrated in Fig. 5.9. Grid 
modulation is possible in a class C ampli­

Fm. 5.9. Grid modulation of a class C 
amplifier. 

fier because the peak value of the plate current pulse, which determines the peak 
value of the fundamental component of plate current, varies with grid bias voltage. 

The problems associated with grid modulation of a class C amplifier are most 
readily visualized by observing the operating lines on the constant-current char­
acteristics of the tube. The operating lines for zero modulation and the positive 
crest of 100 per cent modulation are shown in Fig. 5.10 as lines AA' and BB', respec-
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tively. At the positive crest of 100 per cent modulation, the r-f plate voltage and 
r-f plate current component must be twice their respective values without modulation. 
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FIG. 5.10. Operating lines of a grid-modulated class C amplifier. 

Since the plate supply voltage is constant, this limits the peak r-f plate voltage without 
modulation to less than one-half the plate supply voltage. Because of this low value 

of peak r-f voltage in the absence of 
modulation, the instantaneous value of 
plate voltage during the portion of the 

100 ~ r-f cycle that plate current flows is 
<.> 
5 quite high and the amplifier plate dis-

80 ~ sipation is high, resulting in low 
efficiency. Plate efficiencies of 35 to 45 
per cent are typical when the carrier is 
unmodulated. At the positive peak of 
the modulation cycle, the peak r-f voltage 

~ is nearly equal to the plate supply volt­i-----------~-----~ 20 rt age, and the plate efficiency is high, viz., 

Ecc 

70 to 85 per cent. 
Although the r-f output power varies 

as the square of the instantaneous grid 
modulating voltage for linear modula­
tion, the plate input power varies 
approximately linearly with the instan­
taneous grid modulating voltage since 
the plate supply voltage is constant and 

FIG. 5.11. Plate dissipation pd of an ideal the average plate current varies approxi­
grid-modulated class C amplifier as a func- mately linearly with grid bias. There­
tion of the modulation voltage. fore, the plate dissipation of the class 

C amplifier does not vary as the square 
of the instantaneous modulating voltage as in plate modulation. This condition 
is illustrated in Fig. 5.11 where the power input P,n, power output Po, and plate 
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dissipation Pd are plotted as a function of the instantaneous grid modulation 
voltage for an ideal class C amplifier where the fundamental component of plate 
current and the average plate current vary linearly with grid bias. In practice, the 
linear relationship is not exact, and the instantaneous plate dissipation at the peak of 
the modulation cycle varies between about 0.9 and 1.25 times the plate dissipation 
without modulation. For the assumptions of linear variations in plate current as a 
function of instantaneous grid bias and 75 per cent efficiency at the positive crest of 
the modulation, the plate ,dissipation Pila of the amplifier without modulation is 
given by 

P do - Pr10(% + ¾m) (5.18) 

where m = modulation factor to be utilized 
Prfo = r-f carrier power witliout modulation 

Equation (5.18) is useful in selecting the tube to be used when the carrier power and 
percentage modulation are specified. 
For the same assumptions, the average 
plate dissipation P d(avg) over a complete 
modulation cycle is given by 

(
1 4 m2) 

Pd(avg) = Prto 3 + 3 m - 2 (5.19) 

A comparison of Eqs. (5.18) and (5.19) 
shows that the plate dissipation of a 
grid-modulated class C amplifier is 
always higher in the absence of modu­
lation and decreases when modulation is 
applied. Therefore the required plate 
dissipation rating of the tube is specified 
by the zero modulation condition of 
operation and the modulation factor to 
be employed. Equations (5.18) and 
(5.19) are plotted in Fig. 5.12 as a 
function of the modulation factor m. 
Although the linear relationships as­
sumed in Eqs. (5.18) and (5.19) are not 
exact, the equations are useful in initially 
determining the required plate dissipa­
tion rating of the tube to be used. 
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power that can be obtained from a grid- a grid-modulated class C amplifier as a 
modulated class C amplifier utilizing the function of the modulation factor. 
same tube. 

The principal advantage of grid modulation is the requirement of low modulator 
voltage amplitude and power. This advantage is especially pronounced when the 
bandwidth of the modulation is wide enough that a plate modulation transformer can­
not be used and a class-A modulator tube and impedance coupling must be utilized. 

Good modulation linearity with high percentages of modulation is difficult to 
achieve in a grid-modulated class C amplifier. During the portion of the modulation 
cycle that the peak grid voltage is positive and grid current flows, the peak r-f grid 
voltage will decrease because of the additional loading presented to the r-f source 
by the grid unless the driver output is well regulated, i.e., has a low output impedance. 
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A reduction in r-f drive causes the r-f output from the class C amplifier to be reduced, 
resulting in a modulation characteristic which is nonlinear during the positive half 
of the modulation cycle. This is illustrated by the dotted curve OA in Fig. 5.13. 

If the peak value of the r-f grid voltage is maintained constant, the class C ampli­
fier is capable of very good linearity during the positive half of a modulation cycle 
for modulation factors as high as unity (OA' in Fig. 5.13). By sacrificing amplifier 
efficiency, the positive portion OA of the modulation characteristic can be made quite 
linear by operating the amplifier in the negative grid region throughout the entire 
cycle of the applied r-f grid voltage. 

The modulation characteristic of a class C amplifier is nonlinear near the peak of 
the negative half of the modulation cycle because the transconductance of the tube 
decreases rapidly near cutoff. In this region a given change in grid bias does not 
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FIG. 5.13. Modulation linearity of a typical grid-modulated class C amplifier. The solid 
lme is for the example in Fig. 5.10. 

produce as large a change in the peak plate current as at less negative grid voltages, 
and as a result, the fundamental r-f component of plate current does not vary linearly 
with the grid modulation voltage (BO in Fig. 5.13). A linear modulation character­
istic can be approximated by introducing suitable distortion into the modulator to 
cause the negative half cycle of the modulation signal applied to the grid of the class C 
amplifier t9 be amplified nonlinearly so that at the negative crest of the input modula­
tion voltage, the modulation voltage at the grid of the class C amplifier is sufficiently 
negative to cut off the amplifier plate current. 

The procedure to be followed in the design of a grid-modulated class C amplifier 
is as follows: 

1. Determine the tube to be used from Eq. (5.18) for the specified power output 
and modulation factor. 

2. Determine Ebb· 
3. From the constant-current characteristics specify the approximate peak value 

of the r-f plate voltage during the positive peak of the modulation waveform (operat­
ing line to be established later). This is illustrated by the voltage differ~nce between 
Ebb and line Bb in Fig. 5.10. 
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4. Determine the peak value of the r-f plate voltage without modulation 

e 
_ 6p(max) 

po -1 +m 

where epo = peak r-f plate voltage without modulation 
ep(mo.x) = peak r-f plate voltage during positive peak of modulation 

m = modulation factor 
This is shown for a modulation factor of 1.0 by line Aa in Fig. 5.10. 

(5.20a) 

5. With Ebb and epo determined above, try several operating lines between these 
values with various values of peak r-f grid voltage and grid bias until the combination 
giving maximum plate efficiency with a plate dissipation equal to the maximum rating 
of the tube is determined. By adjusting the ratio of peak r-f grid voltage to grid bias 
such that the plate conduction angle is approximately 140° (for fundamental opera­
tion), the approximate operating line can be rapidly established as discussed in Sec. 
4.4j. Several trials will be required to locate the optimum operating conditions. 1 

The desired operating line is:shown for the 4-65A tetrode having 65 watts plate dissi­
pation by the operating line AA' in Fig. 5.10. 

6. Determine the plate-load impedance for the operating line found in step 5. 

n, = 6po 

lH10 

where lHio = peak value of fundamental component of plate current 
7. Find the operating line for the positive crest of modulation having a peak r-f 

plate voltage equal to ep(max>, an r-f grid voltage as determined in step 5, and a funda­
mental component of plate current I H1Cmax> given by 

1Hl(max, = (1 + m)IHlo (5.20b) 

This operating line will be for the same load impedance as found in step 6 and will 
have a power output (1 + m) 2 times the power output without modulation. The 
change in grid bias required to shift to this new operating line is the peak value of the 
modulation voltage which must be applied to the grid to obtain the modulation 
factor m. This new operating line is shown for a modulation factor of 1.0 by BB' in 
Fig. 5.10. This is done by assuming a bias voltage, calculating I H1(max> from Eq. 4.45 
and checking to determine whether the product rbl H1(max) is equal to ep(max>; if not, 
new values of bias must be assumed until n,l Hl(max> is equal to ep(max>• 

The minimum power output at the modulation trough is determined by finding 
the operating line having the impedance n, of step 6 and the peak r-f grid voltage of 
step 5 at a new value of grid bias which is more negative than the bias at point A' 
by the difference in bias between A' and B' (line CC' in Fig. 5.10). By plotting the 
peak r-f plate voltage as a function of grid bias for the fixed values of Tb and r-f grid 
voltage, the modulation characteristic of the amplifier can be obtained. From this, 
the amount of distortion introduced by the grid modulation, assuming a constant 
driver output, can be determined and the required modulator compensation to provide 
linear modulation can be found. 

The modulator used to amplitude-modulate the grid bias of a class C amplifier 
may be any one of the types of power amplifiers discussed in Secs. 4.1 and 4.2 provided 
that a modulation transformer having a suitable frequency response is obtainable. 
If the modulation frequencies are beyond the capabilities of transformers, a class A 
amplifier capacitively or resistively coupled to the grid circuit must be used. 

1 Tube performance can be rapidly calculated for any selected operating line by use of 
the tube-performance computer overlay manufactured by Eitel-McCullough, Inc.,. San 
Bruno, Calif. 
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The impedance z0 presented to the modulator by the class C amplifier grid circuit 
is given by 

Z Em 
O = Im - Io 

where Em = peak value of modulation voltage 
Im = d-c grid current at peak of modulation voltage 
I O = d-c grid current without modulation 

(5.21) 

The currents Im and Io may be calculated from the operating lines for the class C 
amplifier for these two conditions of operation (see Sec. 4.4j). The average power Pm 
which the modulator must deliver to the grid circuit is 

(5.22) 

5.3c. Screen Modulation. The r-f output from a tetrode or pentode class C amplifier 
can be modulated by varying the screen potential. A ,method of accomplishing 

Fm. 5.14. Screen modulation of a class G r-f amplifier. 

screen modulation is shown in Fig. 5.14. The plate efficiency is low when the carrier 
is unmodulated and rises to peak efficiency at the positive crest of modulation. The 
determination of the operating conditions for screen modulation is similar to that 
for each different value of screen potential. This can be done by assuming the 
currents of all tube elements to vary as the ½ power of the tube voltages. From 
one constant-current characteristic for a particular value of screen current, new 
characteristics can be constructed by changing all electrode potentials by the same 
scale factor X and changing all tube currents by the factor X¾. For example, if 
characteristics are available at . a screen potential of 250 volts and the character­
istics at 500 volts screen potential are desired, the plate, screen, and grid voltage 
scales would all be multiplied by 2 and the grid, screen, and plate current values 
would all be multiplied by· 2.82. 

The modulator power requirements are higher for screen modulation than for grid 
modulation of the same tube, and the modulation· linearity is, in general, poorer than 
for grid modulation. Screen modulation is, therefore, seldom used in practice except 
in low-power transmitters where modulation linearity is unimportant. , 

5.3d. Cathode Modulation. Cathode modulation of a class C amplifier is illustrated 
in Fig. 5.15. By placing the modulation transformer in series with the cathode the 



MODULATION 5-19 
grid-cathode and plate-cathode voltages are varied simultaneously. By adjustment 
of the grid tap on the modulation transformer, the relative amounts of grid and plate 
modulation can be varied. With the tap at ground, the grid...cathode modulation 
voltage equals the plate-cathode modulation voltage and nearly pure grid modulation 
is obtained, since the amount of modulation voltage required to produce 100 per cent 
grid modulation will produce only a small amount of plate modulation. As the grid 
tap is moved closer to the cathode, the grid"'.Oathode modulation is reduced· and the 
percentage of plate modulation can beincrea.sed by increasing the modulation voltage. 
When the tap is at the cathode, the grid is unmodulated and 100 per cent plate 
modulation can be obtained. Capacitor Cc2 couples a portion of the cathode modula­
tion voltage to the grid. 

The performance obtainable is intermediate between that of pure grid modulation 
and pure plate modulation. The plate efficiency may vary from about 35 to 40 per 
cent for nearly complete grid modulation to 75 to 85 per cent for nearly complete 
plate modulation. In practice, a ratio of grid-to-plate modulation yielding about 

R-3 

-Ecc 
FIG. 5.15. Cathode modulation of a class C r-f amplifier. 

56 per cent efficiency is normal. This will require a modulator capable of delivering 
a power output of 11,pproximately 20 per cent of the plate input power to the class C 
amplifier. ~ · 

The r-f drive and grid bias requirements depend upon the ratio of grid modulation 
to plate modulation. Fixed bias and a low-impedance driver are desirable for best 
linearity when grid modulation predomin1tt.es. A certain amount of grid-leak bias 
is desirable for best linearity when plate modulation predominates. 

The graphical analysis of a cathode-modulated class C amplifier can be obtained 
by using the constant-current characteristics for the tube. Once the ratio of grid­
cathode modulation voltage to plate-cathode modulation voltage has been established, 
the power output, plate efficiency, and modulation linearity can be obtained by simul­
taneously following the procedures for, plate and grid modulation as described in Secs 
5.2a and 5.2b, i.e., adjust grid voltage and plate voltage in the proper ratio to obtain 
operating lines at various intervals of the modulating voltage. 

If the cathode modulation of the class C amplifier is linear, which is usually a good 
approximation, the-cathode impedance of the amplifier at the modulation frequencies 
is given approximately by 

(5.23) 
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where K = that fraction of total modulation which is developed by variation in plate­
cathode voltage [i.e., for total modulation factor of m, mK is contributed 
by modulation of plate voltage and (1 - K)m is contributed by modula­
tion of grid voltage] 

Eb& = plate supply voltage 
h = average plate current 

The modulation transformer should match the desired load impedance for the power 
amplifier to Zk, The power Pk which the modulator must deliver to the class C 
amplifier is given by 

(5.24) 

where P, = plate input power to tube 
Pm = grid modulation power given by Eq. (5.22) 

5.3e. Suppressor Modulation. In a pentode class C r-f amplifier, the output r-f 
signal can be amplitude-modulated by applying the modulating signal to the sup­
pressor. A circuit illustrating suppressor modulation is shown in Fig. 5.16. 

R-3 
~0/JLAT!ON 

-£cc -£cJ 

FIG. 5.16. Suppressor modulation of a pentode class C r-f amplifier. 

By varying the suppressor grid voltage, the amplitude of the plate current pulses 
is made to follow the modulating waveform, thus producing modulation of the r-f 
carrier. (The amplitude of the suppressor voltage controls the ratio of plate current 
to screen current, and the total tube current remains essentially constant for a fixed 
screen potential.) Since the screen current varies inversely with plate current during 
suppressor modulation, screen dissipation is considerably higher with modulation 
and may limit the maximum allowable modulation. 

The plate efficiency is essentially the same as for grid modulation, i.e., 35 to 40 per 
cent. The linearity of modulation is better than for a grid-modulated amplifier 
because the load presented to the driver by the grid circuit is independent of the 
modulation. This improves the rounded modulation characteristic shown by OA 
in Fig. 5.13, although the suppressor control characteristic introduces a certain amount 
of nonlinearity at both the positive and negative peaks of modulation when the per­
centage modulation is high. Good linearity can usually be obtained for modulation as 
high as 80 to 90 per cent. The use of a screen dropping resistor, with the screen 
bypassed for the r-f but not for the modulation frequencies, will minimize the problem 
of screen dissipation by reducing the screen voltage when the screen current increases. 

5.3/. The Van der Bijl Modulator. The Van der Bijl modulator (Fig. 5.17) con­
sists of a class A r-f amplifier having a small amplitude r-f carrier applied to the grid 
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in series with a relatively large amplitude modulating voltage. Modulation of the 
output r-f signal is accomplished by variation in the amplification of the input r-f 
signal by the changes in grid bias. 

H-FIJ 

FIG. 5.17. Typical circuit of a Van der Bijl modulator. 

In a pentode amplifier having a plate resistance much higher than the a-c plate­
load resistance rb, the peak r-f output voltage Eo is given by 

(5.25) 

where Ei = peak r-f input voltage 
Ym = grid-plate transconductance 

In the region of operation where Um varies linearly with changes in grid bias, the 
modulation will be linear. A linear varia-
tion in Ym with grid bias implies a variation 
in plate current as the square of the varia­
tion in grid bias. In most pentodes, this 
region of linear variation in Ym is large 
enough to allow approximately 50 per cent 
linear modulation. The modulation factor 
obtained when Ym is varied linearly be­
tween two limits is given by 

m = (/m2 - Uml 

Um2 + Uml 

where Um2 = maximum value 
conductance 

(5.26) 

of trans-

(!mi = minimum value of trans-
conductance 

The efficiency of a Van der Bijl modulator 
is quite low, but the r-f excitation and 
modulation power required is negligible 
and the modulator is easily adjusted. 

5.3g. Diode Modulation. Diodes may 
be used as modulators in the same manner 
that they are employed as mixers and 
detectors. Consider the diode modulator 
of Fig. 5.18. Assume that the input sig­
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Frn. 5.18. Diode modulator. 

nal consists of Ee cos wet and Em cos wmt, If the carrier voltage Ee is much larger 
than the modulation voltage Em, which is usually the case, the conductance of a perfect 
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diode and its load is given by 
1 

ga, =Ra.+ RL for Ee > 0 

ga, = 0 for Ee < 0 

The diode conductance is shown as a function of the applied voltage in Fig. 5.18c. 
{t may be represented by a Fourier series as 

ga. = g0 + g1 COS Wet + g2 COS 2wcl + g3 COS 3wet + · · · + gn COS nwet (5.27) 

where 

The current in the load resistance RL is given by 

J,. = (Ee COS Wet + Em COS Wml)ga, 

(5.28) 

(5.29) 

(5.30) 

The modulation sideband components of load current for the carrier are given by 

f om = Emgl COS Wml COS Wet 
2Em 

1r(Ra. + RL) COS Wml COS Wet 

1r(Ra.E+ RL) [cos (we - wm)t + COS (we + wm)l] 

The carrier component of load current is given by 

J oc = Eego COS Wei 
Ee 

(5.31) 

(5.32) 

Since the modulation factor is unity when one sideband current equals one-half I oe, 
the modulation factor is given by 

4Em m=--
1r Ee 

(5.33) 

The modulation will be linear if the percentage modulation is low. The harmonics 
of the carrier and the sidebands about these harmonics which are created by the 
diode nonlinearity must be filtered out by the load circuit if only the carrier and its 
sidebands are desired. Although the efficiency is low, the diode modulator finds 
frequent application in low-level modulators because of its simplicity. 
• 6.4. Suppressed Carrier Modulation and Single-sideband Generation. The 
information transmitted by a modulated carrier is contained wholly in the modulation 
sidebands. The transmission of the carrier in no way aides the transmission of the 
desired intelligence. Since the power contained in the carrier is twice that in the 
sidebands even with 100 per cent modulation, the transmission of only the sideband 
signals may represent a considerable saving in transmitted power if the carrier is elimi­
nated at a low level and the sidebands only are linearly amplified to the desired output 
level. The information contained in the sidebands can be completely recovered at the 
receiver by adding a sinusoidal signal at the carrier frequency to the sideband signals 
before detection. When all of the sidebands of a modulated carrier are transmitted 
but the carrier itself is eliminated, the transmission is referred to as double-sideband 
suppressed carrier modulation (dsb). 

Each frequency component of the modulating signal at the transmitter produces 
two sideband frequency components spaced equally on each side of· ihe carrier fre-
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quency by the modulating frequency (see Sec. 5.2a). These sideband pairs are 
redundant since they each contain the ,same information. If either sideband and the 
carrier are eliminated, the original information contained in the modulating signal can 
still be recovered at the receiver by the use of a local oscillator at the carrier frequency, 
although some amplitude and phase distortion will be present. This type of signal 
transmission is known as single-sideband suppressed carrier modulation (ssh). 

By considering the sideband signals as vectors rotating about the carrier vector 
at their difference frequencies (see See. 5.2b), the manner in which the modulating 
signal is recovered from a suppressed carrier transmission is apparent from Fig. 5.19. 
For both single-sideband and double-sideband modulation, the output from an ampli­
tude or envelope detector is equal to the absolute magnitude of the vector sum of the 
reference carrier and the sideband signals. If the reference carrier is added to the 
sidebands of dsb modulation in exactly the same phase as that of the original carrier, 
no distortion of the envelope occurs during amplitude detection provided that the 
amplitude of the referenced carrier is large enough so that the modulation factor 
does not exceed 1.0. If the phase of the reference carrier differs appreciably from 
that of the original carrier considerable distortion is introduced by the resultant phase 
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Frn. 5.19. Vector relationships in carrier-suppressed modulation sytems. 

modulation of the envelope vector. If the reference carrier phase differs from that 
of the original carrier by 90°, the amplitude modulation of the envelope vector at the 
modulation frequency is completely eliminated. The result is phase modulation 
and 2nd harmonic amplitude modulation. For these reasons dsb is not utilized unless 
the carrier is transmitted at a reduced level (usually about -20 db) for synchroniza-
tion of the reference carrier. ' 

When single-sideband modulation is employed, the phase of the reference carrier 
is unimportant. The envelope distortion, which arises from the phase modulation 
of the amplitude vector, is independent of the phase of the reference carrier relative 
to the suppressed carrier. The distortion is minimized by making the reference 
carrier very large compared to the modulation sidebands. The harmonic distortion 
present in the envelope of single-sideband modulation is shown in Fig. 5.20 as a 
function of the effective modulation factor at the detector input, i.e., the ratio of the 
peak modulation sideband amplitude to the peak reference carrier amplitude. A 
difference between the frequency of the reference carrier and the frequency of the 
suppressed carrier will have the effect of shifting all of the modulating frequencies 
by a constant amount in single-sideband modulation.· However, in double-sideband 
modulation, a frequency difference between the reference carrier and the suppressed 
carrier causes a variation in the amplitude and phase distortion of the envelope 
at twice the difference frequency. The reference carrier can be phase-locked to the 
transmitter carrier by transmitting a low-level carrier together with the modulation 
sidebands rather than suppressing the carrier entirely. Single-sideband modulation 
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possesses the advantages over double-sideband modulation of requiring only half the 
bandwidth and of having a detected output which is less affected by phase and fre­
quency variation of the reference carrier. 

A frequency error in the reference carrier of 10 to 20 cps is acceptable for speech 
transmission; however, an error of 50 cps seriously degrades intelligibility. The 
transmission of music places a tighter tolerance on the reference carrier because the 
error destroys the harmonic relationships of overtones. Therefore, reference oscil­
lator stabilities of from 1 part in 106 to 1 part in 107 are required at a 30 Mc carrier 
frequency. For this reason, it is common commercial practice to transmit a pilot 
carrier at a reduced level (usually -20 db from the sideband level) which is filtered 
out in the receiver and used to control the frequency of the reference oscillator. 

Assuming that the receiver bandwidth is reduced to one-half the desired a-m value 
for ssh reception, the use of ssh provides an increased signal-to-noise ratio at the 
receiver second detector of 4.8 db for the same total transmitted power. An equally 
important advantage of ssh over a-min long-range communication is the minimization 
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Frn. 5.20. Harmonic content of the detected envelope of a single-sideband signal and 
reference carrier. 

of the effects of selective fading of the carrier which renders a-m unintelligible when 
the carrier is reduced significantly below twice the sideband amplitude by atmospheric 
effects. 

The economic advantage of suppressed carrier modulation is a function of the ratio 
of the number of receivers to the number of transmitters in the system in which it is 
to be used. When there are only a few receivers for each transmitter, it is more 
economical to complicate the receivers and minimize the transmitter power require­
ments. However, when. the number of receivers is very large compared to the 
number of transmitters, as is the case in broadcast stations, the economics of the 
situation are reversed. · 

5.4a. Balanced Modulators. The suppression of the carrier in either single-side­
band or double-sideband modulation is accomplished by the use of a balanced modula­
tor (Fig. 5.21). It consists of two modulators connected back-to-back in which the 
modulation is injected with reversed phase in one modulator compared to the other. 
The carrier is injected into both modulators in the same phase. The outputs from 
the two modulators are given by 

e1 = Ee COS Wet + ~m COS (we + Wm)t + ~m COS (we - Wm)t (5.34) 

e2 = Ee COS wet + ~m COS [(we + Wm)t + 1r] + ~m COS [(we - Wm)t - 1r] (5.35) 
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The push-pull output from the two modulators is given by 

(5.36) 

If the modulators are perfectly balanced, i.e., have equal carrier outputs, the carrier 
is completely rejected, and only the modulation sidebands remain. The nonlinear 
elements in Fig. 5.21 are usually diodes. 

5.4b. Single-sideband Generation. There are two methods of eliminating the 
undesired sideband of suppressed carrier modulation to achieve single-sideband 
modulation. The most frequently used method is the use of selective filters to pass 
only the upper or lower sideband of carrier-suppressed modulation. This is illus­
trated in Fig. 5.22a. In many applications, however, the ratio of the lowest modula­
tion frequency to the carrier frequency is so small that one group of sidebands cannot 
be separated from the other by a filter at the sideband frequencies, e.g., practical 
filters could not separate sidebands separated by 100 cycles at a carrier frequency of 
1 Mc. When this situation prevails, the desired sideband rejection can be accom­
plished by first modulating a low-frequency carrier with the desired modulating 
signals in a balanced modulator, filtering out the unwanted sidebands where the ratio 
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Fm. 5.21. Basic circuit of a balanced modulator. 

of modulating frequency to carrier frequency is large enough to permit successful 
filtering and then using the desired sidebands to modulate another higher-frequency 
carrier. This process can be applied as many times as necessary to achieve the 
desired frequency band for the sidebands to be transmitted. The reference carrier 
at the receiver is set to the frequency which provides the same demodulated frequency 
components as made up the original modulation. This system of successive modula­
tion and filtering is illustrated in Fig. 5.22b. Modulation systems of this type are 
used in telephone systems to provide multiple single-sideband voice channels closely 
spaced for transmission over a single coaxial cable. 

The most satisfactory means of obtaining the desired filtering is with the Collins1 

mechanical filters. These filters provide extremely sharp selectivity, e.g., for a center 
frequency of 250 kc and a -3 db bandwidth of 3.2 kc, the skirt selectivity is 40 to 
60 db attenuation 600 cps away from the -3 db frequency. 

The second method of developing single-sideband modulation accomplishes the 
rejection of the unwanted sideband by phase discrimination (see Fig. 5.23). The 
carrier and modulation into one balanced modulator are both shifted in phase by 90° 
with respect to the carrier and modulation into the other balanced modulator. The 
outputs of the two modulators are given by Eqs. (5.37) and (5.38) when the 90° phase 
shift is leading. 

1 The Collins Radio Co., Cedar Rapids, Iowa. 
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e1 = ~m COS [ (wet+;) + ( Wmf + ;) ] + ~m COS [ (Wet+;) - ( Wmt + ~)] 

e2 = ~m COS (we + Wm)t + ~m COS (we - Wm)t 

The output from the modulator is given by 

eo = e1 + e2 
= Em COS (we - Wm)t 

(5.37) 

(5.38) 

(5.39) 

Thus, the upper sidebands are eliminated by a +90° phase shift. Alternatively, 
the lower sidebands may be eliminated by a -90° shift. All modulating frequencies 
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FIG. 5.22. Sideband filtering to achieve single-sideband modulation. 

must also be shifted either +90 or -90 degrees in conjunction with the carrier phase 
shift. This requires the use of an all-pass filter network (see Sec. 17 .3) having 90° 
phase shift for all frequencies of interest. If some phase distortion of the modulation 
can be tolerated, the modulation need not be shifted exactly 90°. Instead, the modu­
lation can be passed through separate networks for each modulator so that the phase 
difference in the modulation to the two balanced modulators is 90°. 

The practical limitation in this type of ssb modulator is the accuracy of phase shift 
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and amplitude control required ·to achieve the necessary level of rejection of the 
undesired sideband. An amplitude unbalance of 1 db or a phase error of 1 degree 
will reduce the rejection of the undesired signal to 40 db. To minimize adjacent 
channel interference, the undesired sideband signals should be reduced by at least 
40 db. 

The generation of single sideband modulation at low signal levels by either of the 
methods discussed requires the use 'of linear class B r-f amplifiers to obtain the desired 
output power. Although the spectru~ of an ssb signal is identical to the modulating 
signal spectrum, each frequency component is translated to a much higher frequency, 
and, as a result, the instantaneous amplitude of the r-f envelope bears no relationship 
to the modulating signal amplitude as in a-m. Clipping of the modulation peaks or 
nonlinear amplification results in the generation of many sum and difference fre­
quencies which can extend far outside the alloted frequency channel and cause an 
unintelligible splatter type of interference in adjacent channels. A 40-db ratio of 
desired signal to adjacent channel distortion signal is desirable. Negative r-f feed­
back in the high-level class B r-f amplifier stages is employed to achieve the neces­
sary linearity. Since peak clipping of the modulating signal before modulation does 
not provide control of the peak r-f amplitude, a system of automatic gain reduction in 
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Frn. 5.23. Block diagram of a phase-discrimination single-sideband modulator. 

the driver stages is sometimes employed ·to prevent peak clipping in the final r-f 
amplifier. 

6.5. Angle Modulation. Information' can be transmitted on a carrier by varying 
any of the parameters of the sinusoid in accordance with the modulating voltage. 
Thus, a carrier is described by 

e(t) = E~ sin 8 (5.40) 
where 0 = wet + cf, 

This carrier can be made to convey information by modulating the peak amplitude 
Ee or by varying the instantaneous phase angle 0 of the carrier. This type of modula­
tion is known as angle modulation. The two types of angle modulation which have 
practical application are phase modulation and frequency modulation. 

In phase modulation, the instantaneous phase angle 0 of the carrier is varied by 
the amplitude of the modulating signal. As discussed in Sec. 5.6b, the principal 
application of phase modulation is in the utilization of modified phase modulators in 
systems which transmit frequency modulation. The expression for a carrier phase­
modulated by a single sinusoid is given by 

e(t) = Ee sin (w~t + cf, + Acf, cos Wmt) (5.41) 

where Act, = peak value of phase variation introduced by modulation and is defined 
as phase deviation 

Wm = modulation frequency, radians/sec 
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In frequency modulation the instantaneous frequency of the carrier, i.e., the time 
derivative of the phase angle 8, is made to vary in accordance with the amplitude 
of the modulating signal. Thus, 

f =..!<!! 
21r dt 

(5.42) 

When the carrier is frequency-modulated by a single sinusoid, 

f = fe + D.j COS Wmt (5.43) 

where ti.f = peak frequency deviation introduced by modulation 
The instantaneous total phase angle 8 is given by 

8 = 21r j f dt + 80 (5.44) 

8 = 21rfct +;:sin 21rfmt + 80 (5.45) 

The complete expression for a carrier which is frequency-modulated by a single 
sinusoid is 

(5.46) 

The maximum frequency difference between the modulated carrier and the unmodu­
lated carrier is known as the frequency deviation ti.f. The ratio of the frequency 
deviation ti.f to the modulation frequency fm is known as the modulation index. It is 
also referred to as the deviation ratio. The degree of modulation in a frequency 
modulation system is usually defined as the ratio of the frequency deviation ti.f to the 
maximum frequency deviation allowable or the ratio i0f ti.f to the maximum frequency 
deviation of which the system is capable. Degree of modulation in a frequency 
modulation system is, therefore, not a property of the signal itself. 

5.5a. Modulation Spectra. The frequency spectrum of a p-m or f-m carrier can be 
determined by an expansion of the basic equation for each waveform. Consider 
first an f-m carrier. 

e(t) = Ee sin ( Wet +::sin Wmt) 

= Ee [ sin Wet cos (;! sin Wmt) + cos Wet sin (;! sin Wmt)] (5.47) 

The term cos (t sin wmt) is equal to the following Bessel function series: 

COS (;!·sin Wmt) = Jo (JD + 2 [ J2 (JD COS 2wmt + J4 (JD COS 4wmt + · · ·] 

(5.48) 

The term sin (f sin wmt) is equal to the following Bessel function series: 

sin (J! sin wmt) = 2 [ Ji (JD sin wmt + Ja (JD sin 3wmt + · · ·] (5.49) 

where Jo (J:), Ji (t), J2 (J:), etc., are the Bessel functions of first kind and zero 

order, first order, second order, etc., of argument ti.f lfm, 
By substituting the Bessel function series into Eq. (5.47) and making the trig­

onometric substitution 

2 sin A cos B = sin (A + B) + sin (A - B) 
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Equation (5.47) becomes 

e(t)' = Ee { Jo (t) sin wet 

+ J1 (JD sin (we + wm)t - J1 (JD sin (we - wm)t 

+ J2 (i) sin (we + 2wm)t + J2 (JD sin (we - 2wm)t 

+ J a (f) sin (we + 3wm)t - J a (t) sin (we - 3wm)t 

+ .. ·} (5.50) 

The frequency components of a frequency-modulated wave are given by Eq. (5.50). 
Frequency modulation of a carrier by a single sinusoid results in the creation of an 
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Frn. 5.24. Bessel coefficients for the carrier and first nine sidebands of a phase- or frequency­
modulated wave. 

infinite number of sideband signals spaced by an amount wm from each other and 
having amplitudes determined by the Bessell coefficients in Eq.r (5.50). The Bessel 
coefficients are functions of !::t..f lfm so that as the amplitude of the modulating sinusoid 
varies, causing t:,.f to vary, the amplitudes of the various sideband signals are changed. 
The amplitude of the carrier is reduced by the frequency modulation in accordance 
with the Bessel coefficient Jo(Af If m). The Bessel coefficients for the carrier and the 
first nine sidebands are given in Fig. 5.24. 

Frequency modulation removes power from the carrier and puts it in the sidebands. 
Since the amplitude of the envelope of an f-m carrier is unchanged by the modulation, 
the total power in the carrier and the sidebands is equal to the unmodulated carrier 
power. This is also shown by the Bessel function relationship of Eq. (5,.51). 
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The spectrum of an f-m carrier is shown in Fig. 5.25 for various indexes of modulation. 
The band of frequencies AF encompassing all the sideband signals of significant 
amplit-ude is given approximately by 

t,.F == 2(t,.f + f m) (5.52) 

When the modulating signal is composed of more than one sinusoid, the deter­
mination of the spectrum of the modulated carrier becomes yery difficult because the 
modulation of the carrier by one modulating sinusoid is not independent of the modula­
tion of the carrier by the other. modulating frequencies as is the case in amplitude 
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Fro. 5.25. The spectra of a frequency-modulated carrier for various combinations of fre­
quency deviation and modulating frequency. 

modulation. Sidebands are generated at frequencies corresponding to the sum and 
difference of each modulating frequency and its harmonics with all other modulating 
frequencies and their harmonics. Thus, for a modulating signal of E1 cos wit + 
E2 cos w2t + Ea cos wat, the f-m carrier will have sidebands at 

where m, n, and p have all possible integer values. 
When a complex signal is used to frequency-modulate a carrier, the resulting side­

band distribution is not necessarily symmetrical about the carrier .1 Although fre-

1 H. S. Black, "Modulation Theory," p. 186, D. Van :Nostrand Company, Inc., New 
York, 1953. · · 



MODULATION 5-31 
quency modulation of a carrier by a complex waveform results in many additional 
sideband frequencies, it does not appreciably widen the frequency band occupied 
by the predominate sidebands. The required transmission bandwidth for an f-m 
system is given by Eq. (5.52) where N is the maximum frequency deviation of the 
carrier and fm is the highest modulation frequency to be transmitted. 

The spectrum of a p-m carrier can be obtained by expansion of Eq. (5.41) in a 
manner exactly analogous to what was done in Eqs. (5.47) and (5.50) for an f-m 
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FIG. 5.26. The spectra of a phase-modulated carrier for a fixed phase deviation and variable 
modulating frequency. 

carrier. The resulting equation expressing the instantaneous phase-modulated signal 
in terms of a carrier plus sidebands is given by Eq. (5.53). 

e(t) = Ee{Jo(Acp) sin (wet + cf>) 
+ J1(Acf>) COS [(we + Wm)t + </>] + J1(Acp) COS [(we - Wm)t + cf>] 
- J2(Acf>) sin [(we + 2wm)t + cf>] - J2(Acf>) sin [(we - 2wm)t + cf>] 
- Ja(Acf>) COS [(we + 3wm)t + cf>] - Ja(Acf>) COS [(we - 3wm)t + cf>] 
+ J 4 (Acf>) sin [(we + 4wm)t + cf>] + J4(Acf>) sin [(we - 4wm)t + cf>] 
+ .. ·} (5.53) 

Equation (5.53) is identical with Eq. (5.50) except that the argument of the Bessel 
coefficients is now t.cp instead of t.f If m and the sideband signals have different phase 
relationships. The spectrum of Eq. (5.53) is identical with that of an f-m carrier 
where 

(5.54) 

However, in phase modulation Acf> is a function of the amplitude of the modulating 
signal only. For a constant amplitude of modulating signal the frequency deviation 
Af is directly proportional to the modulating frequency fm, This effect is shown in 
Fig. 5.26 wh€re the spectra of a p-m carrier are shown for a fixed phase deviation Aq, 
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and several different modulating frequencies fm. The frequency band occupied by 
those sidebands containing significant energy is given approximately by 

AF = 2/m(l + /!,.cf,) (5.55) 

where /!,.cf, = phase deviation, radians 
The required transmission band for a p-m carrier is given in Eq. (5.55) where fm is 

the highest modulating frequency and t.cf, is the peak phase deviation to be employed. 
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(b) NETWORK FOR THE PRODUCTION OF FREQUENCY 
MODULATION IN A PHASE MODULATOR 

Fm. 5.27. Frequency and phase 
modulation conversion networks. 

The essential difference between phase mod­
ulation and frequency modulation is that, 
assuming a constant amplitude modulating 
signal, the frequency deviation of a p-m carrier 
is proportional to the modulating frequency, 
while the frequency deviation of an f-m carrier 
is constant with a changing modulating 
frequency. 

Phase modulation can be created in an f-m 
system by passing the modulating signals 
through a network which causes the amplitude 
of the modulating signals to increase linearly 
with frequency. This may be accomplished by 
using the RC network shown in Fig. 5.27a. 
The gain of the network is 

jwRC 
1 +iwRC 

(5.56) 

At frequencies where wRC is much smaller than 1, the network gain is a linear function 
of frequency. 

Conversely, frequency modulation can be created in a p-m system by passing the 
modulating signals through a network which causes the amplitude of the modulating 
signals to vary inversely with frequency. This may be accomplished by using the 
RC network shown in Fig. 5.27b. The gain of the network is 

eo 1 
e1 = 1 +jwRC 

(5.57) 

At frequencies where wRC is much larger than 1, the gain of the network is an inverse 
function of frequency. 

5.5b. Modulation Distortion. Distortion in f-m and p-m systems can be caused by 
numerous factors. Elimination of significant sidebands due to restricted receiver 
bandwidth will cause nonlinear distortion; i.e., a single modulating frequency at the 
transmitter will not be reproduced as a perfect sinusoid at the receiver detector, 
thus introducing harmonics of the modulating signal at the output. 

5.5c. Frequency Multiplication of an F-M Carrier. If an f-m carrier as described 
by Eq. (5.46) is passed through harmonic amplifiers to multiply the carrier frequency, 
the resultant signal is given by 

e(t) = Ee sin ( nwct + ~~f sin wmt + nOo) (5.58) 

where n = integer value by which carrier is multiplied 
The effect of such multiplication is to increase the modulation index t.f /fm by the 

factor n. 
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6.6. Methods of Angle Modulation. Since either frequency modulation or phase 

modulation can be achieved in a given type of modulator by using the appropriate 
correction network as discussed in Sec. 5.5a, any modulator which inherently pro­
duces either frequency modulation or phase modulation can be used to produce both 
types of angle modulation. 

5.6a. Frequency Modulators. In frequency modulators, the frequency of an oscilla­
tor is made to vary in accordance with the amplitude of the modulating signal. The 
most common method involves the use of a reactance tube. 

The Reactance-tube Modulator. The reactance-tube modulator is discussed in 
detail in Sec. 7.6e. It consists of a pen­
tode tube connected across the resonant 
circuit of an oscillator as in Fig. 5.28. 
By means of an RC phase shift network 
the r-f voltage between the grid and 
cathode of the reactance tube is caused 
to be very nearly 90° out of phase with 
the r-f voltage across the oscillator res­
onant circuit. The plate current of the 
reactance tube is in quadrature with the 
r-f voltage appearing between plate and MOOIJLATING 

cathode, and the reactance tube appears VOLTAGE 

as either an inductive or a capacitive 
reactance (inductive in Fig. 5.28) across 
the oscillator resonant circuit. By 
varying the grid bias of the reactance Frn. 5.28. Reactance tube connected to a 

Hartley oscillator. 
tube with the modulating voltage, the 
transconductance and hence the reactance of the tube is varied, changing the fre­
quency of the oscillator in accordance with the modulation. For the circuit of Fig. 
5.28, the frequency of oscillation wo is given approximately by 

where Co = total capacitance in parallel with inductance Lo 
Lo = inductance of oscillator resonant circuit 
Ym = transconductance of reactance tube 
R = resistance between plate and grid of reactance tube 
C = capacitance between grid and cathode of reactance tube 

(5.59) 

The ratio of the frequency deviation to the carrier frequency is usually limited to 
rather small values in order to maintain a linear relationship between the frequency of 
oscillation wo and the reactance tube grid bias voltage. Since the achievable fre­
quency deviation for a given amount of distortion is directly proportional to the 
oscillator frequency, the frequency deviation at any desired carrier frequency cannot 
be increased by operating the oscillator at a subharmonic of the desired carrier fre­
quency and using frequency multipliers. Increased frequency deviation can be 
achieved by heterodyning the output of an f-m oscillator operating at a high radio 
frequency with the output of a crystal-controlled oscillator and then multiplying the 
low-frequency difference by the factor necessary to obtain the desired carrier frequency 
as in Fig. 5.29. The disadvantage is that any instability in the center frequency of 
the oscillator is increased by the same factor that the frequency deviation is increased. 

Since the r-f grid voltage of the reactance tube is not exactly in quadrature with 
the r-f plate voltage, there is some resistive loading placed upon the oscillator resonant 
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circuit. This loading varies with changes in tube transconductance, causing a 
small amount of amplitude modulation of the oscillator. This amplitude modulation 
can be eliminated by operating any class C amplifier or frequency multiplier following 
the oscillator in a "saturated" condition, i.e., with sufficient drive that the r-f output 
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amplitude is not affected by small 
changes in r-f drive. 

The principal difficulty encountered in 
reactance-tube modulated oscillators is 
the instability of the modulated oscillator 
frequency. The desired frequency sta­
bility is usually 0.01 to 0.001 per cent. 
To achieve the best possible frequency 
stability when large frequency deviations 
are not required, the oscillator is operated 
at low-power levels and at frequencies of 
about 100 kc to several megacycles. The 
output is then multiplied in frequency 
and the power output increased by class C 
harmonic amplifiers. If the required fre­
quency deviation can be achieved at a 
frequency somewhat lower than the 
desired carrier frequency, the frequency 
stability of the unmodulated carrier can 

Frn. 5.29. Method of increasing frequency 
deviation of a reactance tube modulated be improved by the system of Fig. 5.30. 
oscillator. For the frequencies indicated in Fig. 5.30, 

the stability of the unmodulated carrier 
at 50 Mc would be fifty times greater than that obtained by straight multiplication 
of the oscillator output, assuming variations in the crystal oscillator frequency to be 
negligible. 
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Frn. 5.30. Method of improving frequency stability of f-m system over that obtainable by 
multiplying oscillator output directly. 

The best frequency stability is achieved by a closed-loop frequency-monitoring 
system in which the mean carrier frequency is compared against some absolute 
reference. One method of accomplishing this is shown in Fig. 5.31. The crystal 
oscillator reference is used instead of a discriminator at 1.0 Mc because the frequency 
stability of the oscillator is superior to that of the discriminator. The d-c motor 
controls the tuning of a variable capacitor in the oscillator resonant circuit. The 
frequency response of the frequency control loop should be substantially less than 
the lowest modulating frequency in order that the control loop not degenerate the 
modulation, but it must be high enough to correct for any rapid drift variations. The 
same stability criteria apply to the frequency control loop as in other closed-loop 
systems (see Secs. 18 and 19). 
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'Phe Astable Multivibrator. An f-m carrier can be generated by the use of an astable 

multivibrator and filter as shown in Fig. 5.32a. The design of a.stable multivibrators 
is discussed in Sec. 8.5. By inserting the modulating voltage in series with the grid 
return of the multivibrator tubes, the gate length and, therefore, the fundamental 

REACTANCE OSCILLATOR FREQUENCY POWER 
TUBE INC MULTIPLIERS AMPLIFIER 

MOTOR 

VARIABLE CAPACITOR 

0-C OISCR!N- CRYSTAL 
INATOR NIXER OSCILLATOR AMPLIFIER 0.1 NC I.I NC 

FIG. 5.31. Closed-loop control of the mean frequency of a frequency-modulated oscillator. 
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FIG. 5.32. Generation of a frequency-modulated carrier by an astable multivibrator and 
filter. 

frequency of the multivibrator can be varied in accordance with the modulating 
voltage. The fundamental frequency of the multivibrator should be high compared 
to the modulating frequencies to be employed. A fundamental frequency of 100 kc 
to 1 Mc is typical when audio frequency modulation is used. 

The multivibrator output waveform is shQwn in Fig. 5.32b, and the frequency 
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spectrum of this waveform is shown in Fig. 5.32c. In general, the frequency spectrum 
of the multivibrator output consists of signals at the fundamental frequency and all 
of its harmonics (see Sec. 22.4). For the symmetrical multivibrator (Fig. 5.32), 
having square wave output, all even harmonics are eliminated (Fig. 5.32c). As the 
gate length of the multivibrator is varied by the modulation voltage, the spectrum 
of the output square wave shifts in frequency as indicated by the dotted lines in 
Fig. 5.32c. By passing the multivibrator output waveform through a bandpass 
filter, as shown by the LCR parallel resonant circuit in Fig. 5.32a, any one of the 
spectrum signals can be amplified and the remainder eliminated, thus providing a 
single carrier which is frequency-modulated. 

By proper design of the multivibrator, the frequency deviation of the carrier can 
be made a linear function of the modulating voltage up to frequency deviations which 
are a relatively large fraction of the fundamental frequency of the multivibrator. 
The principal design consideration is that the RC coupling from the grid of each 
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FIG. 5.33. Graphical relationship between multivibrator gate length T 0 and grid supply 
voltage when the gate length is much shorter than the coupling time constant Tnc. 

multivibrator tube to the plate of the other tube should have a time constant which 
is at least ten times the actual gate length. When this condition exists, the grid 
voltage of each tube when cut off rises essentially linearly to the cutoff bias, at which 
time the tube is switched on. If this rise in grid voltage is a linear function of time, 
the change in gate length will be an inverse function of the modulation voltage and, 
hence, the frequency deviation will be essentially a linear function of the modulating 
voltage. This condition is illustrated in Fig. 5.33 where the gate duration T 0 is 
shown for two values of grid supply voltage Ecc. The initial slope of the grid bias 
waveform is 

dee Ecc - Eel 
dt Tnc 

where Ec1 = grid voltage at beginning of cutoff period for either tube 
TRc = time constant of RC coupling circuits between tubes 

(5.60) 

For the circuit of Fig. 5'.32a, where the grid is returned to Ebb, the duration of the cutoff 
period T 02 when the modulation voltage is zero is given approximately by 

T Eco - Eel T 
02 ~ Ebb - Eel RC 

(5.61) 
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When the modulation voltage has a value Em, the duration of the cutoff period T ui is 
given approximately by 

T Eco - Ect T 
gl ~E + J;? E RC 

bb •m - cl 

The frequency deviation t::.f is given by 

Thus 

(5.62) 

(5.63) 

(5.64) 

The multivibrator system possesses the inherent advantage over the reactance 
tube modulator system of much greater linear frequency deviation for a given carrier 
frequency. However, the fundamental frequency of the multivibrator is limited to 
frequencies below about 1 Mc. The same considerations of drift of the mean fre­
quency of the carrier exist in the multivibrator system as in the reactance tube 
modulated oscillator system, and the same methods of stabilization are applicable. 
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Fm. 5.34. Armstrong type of phase modulator. 

5.6b. Phase Modulators. In phase modulators, the phase of an r-f carrier is made 
to vary in accordance with the amplitude of the modulating signal. A phase modula­
tor can provide a frequency-modulated carrier by the use of an integral network as 
discussed in Sec. 5.5a. Although numerous methods of phase modulation have been 
devised, a simple and widely used system is the one used by Armstrong1 in his early 
work in frequency modulation. This method as applied to the generation of an f-m 
carrier is illustrated in Fig. 5.34. If the modulating signal em is given by 

(5.65) 

the output e. of the corrective network (Fig. 5.27b) is 

(5.66) 

The output of the balanced modulator is given by Eq. (5.68) when the carrier is 
given by Eq. (5.67): 

ec = Ee cos Wet 

Em . ( ) + Em , ( ) eo = WmRC Sln We + Wm t WmRC Sln We - Wm t 

(5.67) 

(5.68) 

1 E. H. Armstrong, A Method of Reducing Disturbances in Radio Signaling by a System 
of Frequency Modulation, Proc. IRE, vol. 24, pp. 689-740, May, 1936. 
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The addition of a carrier shifted 90° from that of Eq. (5.67) gives an output signal 
from the adder equal to 

et = Ee sin wet + ERmC sin (we + wm)t + ERmC sin (we - wm)t (5,69) 
Wm • Wm 

The vector representation of et is shown in Fig. 5.35a. The vector representation of Ct 

when the reference is sin wet is shown in Fig. 5.35b. The phase angle cf, of the vector 
surµ of the carrier and sidebands is seen to be 

( 
2Em ) ct,(t) = O(t) + LiO(t) = wet + tan-l EewmRC COS Wmt (5.70) 

If the ratio 2Em/Ec is much less than unity, Eq. (5.70) can be rewritten as 

2Em 
cJ,(t) :::::::'. Wet + EcwmRC COS Wmt (5.71) 

The instantaneous value of the vector sum of the carrier plus the sidebands is, there­
fore, 

✓ ( 2Em )
2 

( 2Em ) 
Ct ~Ec2 + WmRC COS Wmt COS Wet + EcwmRC COS Wmt (5.72) 

Comparison of Eq. (5.72) with (5.46) shows that et is an f-m signal which also con­
tains a small amount of amplitude 
modulation. The peak frequency devia­
tion is 

(OJ AMPLITUDE MODULATION (bl SIDEBAND RELATIONSHIPS 
SIDEBANDS FROM BAL - REFERRED TO PHASE 
ANCED MODULATOR TO SHIFTED CARRIER 
'WHICH 90° PHASE SHIFT-
ED CARRIER HAS BEEN 
ADDED 

(5.73) 

By passing et through a limiter to remove 
the amplitude modulation and by main­
taining t:.f quite small, the resulting signal 
is an f-m carrier whose frequency devia­
tion 11/ is a linear function of the ampli­
tude of the modulating signal only. The 
maximum phase deviation achievable 
with good linearity is approximately 0.5 
radian. Therefore the carrier frequency 
must be multiplied many times if a high 
modulation index is to be obtained. For Fro. 5.35. Vector representations of Arm"'." 

strong phase modulator output. 
example, assume that a peak deviation of 

± 75 kc is required at the radio frequency and that a peak phase deviation of 0.5 
radian is obtainable at the modulator output. The modulation index at the modu­
lator output is 

llcJ, = ;! = 0.5 

where fm is, in this case, the lowest modulation frequency to be transmitted. 
Since the frequency deviation fl/ is proportional to the modulating signal amplitude 

but independent of the modulating frequency, the maximum modulation index of 
0.5 can be achieved only at the lowest modulation frequency to be transmitted. If 
fm is 100 cycles, the factor M by which the carrier must be multiplied to achieve the 
75-kc deviation at the radio frequency is 

M = 75,000 = 1,500 
100 X 0.5 
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The outstanding advantage of the phase-type modulation methods is that the 
carrier frequency can be crystal-controlled to achieve the required frequency stability, 
thus eliminating the necessity of the closed-loop type of automatic frequency control 
system usually required in the direct frequency modulation systems. The principal 
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Fm. 5.36. Method for obtaining a large increase in modulation index of a frequency-modu­
lated carrier without increasing the carrier frequency by the same factor. 

disadvantage of the phase modulation systems is the small modulation index achiev­
able with reasonable linearity and the consequent necessity of the large amount of 
frequency multiplication to reach the 
desired modulation index. 

When the required frequency multiplica­
tion factor is so large that the original 
carrier frequency cannot be made low 
enough to obtain the multiplication directly, 
the method indicated in Fig. 5.36 can be 
used. After multiplying the f-m crystal­
controlled carrier and the modulation index 
by the factor n, the carrier is heterodyned 
with the mth harmonic of the original car­
rier frequency. The low frequency differ­
ence, which retains the increased modula-
tion index, can then be multiplied again by 
the required factor p to achieve the desired 
modulation index at the radio frequency. 

6.7. Pulse Modulation. In pulse-modu­
lated systems, one or more parameters of 
the pulse are varied in accordance with a 
modulating signal to transmit the desired 
information. The modulated pulse train 
may in turn be used to modulate a carrier 
in either angle or amplitude. Pulse modula­
tion provides a method of time duplexing, 

(OJ UNQUANTIZED MODULATION SYSTEM 

(.b) QUANTIZED MODULATION SYSTEM 

since the entire modulation information of FIG. 5.37. Input versus output relation­
a single channel can be contained in a 
single pulse train having a low-duty cycle, 
i.e., ratio of the pulse width to the inter­

ships of quantized and unquantized pulse­
modulation systems. 

pulse period, and therefore the time interval between successive pulses of a particular 
channel can be used to transmit pulse information from other channels. 

Pulse-modulation systems can be divided into two basic types: unm;antized pulse 
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modulation, where the pulse parameter which is varied in accordance with the modulat­
ing -signal is a continuous function of the modulating signal, and quantized pulse 
modulation, 1 where the continuous information to be transmitted is approximated 
by a finite number of discrete values, one of which is transmitted by each single pulse 
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Fm. 5.38. Example of a quantized pulse-modulation system. 

or group of pulses. The two methods are illustrated in Fig. 5.37. In quantized PM 
systems, the input function can be approximated with arbitrary accuracy by adjust­
ment of the number of discrete values available to describe the input function. An 

(O) AMPLITUDE MODULATED PULSE TRAIN 

example of a quantized PM system is 
shown in Fig. 5.38. The information is 
transmitted in pulse code groups, the 
sequence of pulses sent each period indi­
cating a discrete value of the modulating 
signal at that instant. Typically, the 
pulse group might employ the binary 
number code, the presence or absence of 
each pulse in the group indicating a 1 or 
0 in the binary representation of the 
modulating signal. 

The principal methods for transmitting 
information by means of unquantized 
pulse modulation are pulse-amplitude 
modulation (PAM), pulse-width modula­
tion (PWM), and pulse-position modula­
tion (PPM). 

5.7a. Pulse-amplitude Modulation. In 
(bl FREQUENCY SPECTRUM OF me: MODULATED PULSE TRAIN pulse-amplitude modulation a pulse train 

2 3 4 
T T T t .; t 

FREQUENCY 

8 9 10 11 
T T T T 

Fro. 5.39. Pulse-amplitude modulation. is amplitude-modulated by a modulating 
signal (see Fig. 5.39a). The amplitude­

modulated pulses can then be used to either amplitude-or angle-modulate an r-f carrier. 
The spectrum of the amplitude-modulated pulse train is given by 

n= oo 

e(t) = ( 1 + t cos wmt) [ E1/ + I :!P sin (1rm/T) cos (21rnt/T)] (5.74) 
n == 1 

1 For more details see H. S. Black, "Modulation Theory," p. 299, D. Van Nostrand 
Company, Inc .. New York, 1953. 
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where Em = peak modulating voltage 
Ep = peak pulse voltage without modulation 

-r = pulse width 
T = in terpulse period 
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The frequency components of the amplitude-modulated pulse train are illustrated in 
Fig. 5.39b. Each of the harmonic­
frequency signals of which the unmodu­
lated pulse train is composed are 
amplitude-modulated by the modulating 
signal, resulting in sideband signals 
displaced above and below each harmonic 
by the modulating frequency. The d-c 
component of the unmodulated pulse 
train is also modulated by the modulat­
ing signal, resulting in a signal at the 
modulating frequency as shown in Fig. 
5.39b. 

After modulating an r-f carrier for 
transmission of the above modulation 
and demodulation of the modulated 
carrier at the receiver by a suitable 
amplitude or angle detector, the modulat­
ing signal can be extracted from the 
modulated pulses by peak detecting in a 
boxcar stretcher and filtering as shown in 
Fig. 5.40a, or by passing the pulses 
through a low-pass filter to extract only 
the modulation component (f m in Fig. 
5.39b). 

(al PEAK DETECTION 

+Ecc 

U
OISCHARGc 
PULSE 

{bl BASIC CIRCUIT OF BOXCAR DETECTOR 
The circuit of the boxcar pulse stretcher 

is shown in Fig. 5.40b. The input pulses 
charge C through diode Vl to a voltage eo Fm. 5.40. Demodulation of amplitude-

modulated pulses. 
equal to the peak value of the input pulse. 
The discharge time constant RC is made at least ten times the interpulse period T, 
so that the change in eo between pulses is quite small. Just prior to the arrival of 
each input pulse, a negative pulse is applied to the cathodes of V2 and V3, discharging 
C through V2 to O volts. The diode V3 serves to clamp eo at near O volts during the 
discharge period. 

5.7b. Pulse-width Modulation (PWM). Pulse-width modulation is also frequently 
referred to as pulse-duration modulation (PDM) and pulse-length modulation (PLM). 
In PWM the width of each pulse in a pulse train is made proportional to the instan­
taneous value of the modulating signal at the instant of the pulse (see Fig. 5.41). 
Either the leading edge or the trailing edge or both edges of the pulses may be modu­
lated to produce the variation in pulse width. 

PWM can be obtained by a number of methods, one of which is illustrated in 
Fig. 5.42. By adding the modulating signal to a repetitive sawtooth, the waveform 
of Fig. 5.42b is obtained. This waveform is then applied to any suitable circuit 
which changes state when the input signal exceeds a specified threshold level to 
produce pulses whose width is determined by the length of time that the input wave­
form exceeds the threshold level. The resulting pulse output is shown in Fig. 5.42c. 

Demodulation of width-modulated pulses can be accomplished in several ways. 
Since the average value of the pulse train varies in accordance with the modulation, 
as was the case in PAM, the modulation can be extracted by passing the width-
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modulated pulses through a low-pass filter which passes only the desired modulation 
frequencies. Width-modulated pulses can also be demodulated by passing the pulses 
through a pulse stretcher of the type described in Fig. 5.40, modified so that the time 
constant for charging C through Vl is at least ten times the maximum pulse width. 
The amplitude of the voltage to which C charges will then be directly proportional 
to the pulse width. 

MODULATING SIGNAL 

MODULATED PULSE TRAIN 

Fm. 5.41. Pulse-width modulation. 

(0) REPETITIVE SAWTOOTH 

(b) MODULATING SIGNAL ADDED TO SAWTOOTH 

- ..._ _ __, ...._ _ ___, 

(c) WIDTH MODULATED PULSES OBTAINED FROM REGENERATIVE SWITCH 

FIG. 5.42. Method of generating width-modulated pulses. 

5.7c. Pulse-position Modulation (PPM). In PPM a modulating signal causes the 
position in time of a pulse to vary relative to its unmodulated time of occurrence 
(see Fig. 5.43). A reference pulse is often transmitted preceding each time-modulated 
pulse to synchronize the timing at the transmitting and receiving equipments. 

Position-modulated pulses can be generated by a number of methods, one of which 
is illustrated in Fig. 5.44. The modulating signal is added to a repetitive sawtooth, 
and a pulse of fixed duration is generated each time the combined signal exceeds a 
fixed threshold level. 
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Fw 5.44. Method of producing position-modulated pulses. 
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The effect of pulse-position modulation upon the pulse-frequency spectrum is to 
frequency-modulate each of the harmonic components of the pulse spectrum and the 
d-c term (see Sec. 22.6). 

When the peak variation in pulse timing is small compared to the interpulse period, 
the position-modulated pulses can be demodulated with small distortion by passing 
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the pulse train through a network having a frequency response with a slope of -6 db 
per octave throughout the range of modulating frequencies. 1 An alternative method 
is to convert the position modulation to amplitude modulation by charging a peak 
detector to a voltage which is proportional to the time interval between a reference 
pulse and the position-modulated pulse (see Fig. 5.45). A sawtooth is initiated by 
each reference pulse, and the peak detector is connected to the sawtooth for the time 
interval between the reference pulse and the signal pulse. At the instant the signal 
pulse occurs, the switch between the sawtooth and the detector is opened and the 

UNFILTERED OUTPUT OF PEAK OETECTOR 

Fm. 5.45. Method of demodulating position-modulated pulses. 

detector remains charged at that voltage until the next reference pulse again closes 
the switch. 

5.7d. Pulse-code Modulation. PCM is a system where each sampled value of the 
modulating signal is approximated by a discrete value which is represented by a 
coded series of pulses (see Fig. 5.38). The modulating signal can be approximated as 
closely as desired by employing a pulse code containing a sufficient number of pulses. 
If the binary code is employed, the pulse-code modulation can transmit 2,. discrete 
values approximating the modulating signal to one part in 2,. - 1, where n is the 
number of pulses in the code. 

The outstanding advantages of PCM are twofold. First, there is almost complete 
elimination of noise interference when the pulse signals are above noise by a specific 
threshold value since only the presence or absence of each pulse need be determined 
to find the exact value of the transmitted signal. Second, the signal can be received 
and retransmitted as many times as desired without introducing progressive dis­
tortion of the signal. 2 

5.7e. Information Rates in Pulse-modulation Systems. In any type of pulse­
modulation system, the rate of information transmittal is limited by the rate at which 
the modulating signal is sampled. For the frequency of a modulating signal to be 
reproduced, it cannot exceed one-half the sampling rate. The effect of the sampling 
frequency la on the modulating-signal frequencies is illustrated in Fig. 5.46. This 

1 Ibid., p. 287. 
2 B. M. Oliver, Efficient Coding, Bell Sy8tem Tech. J., pp. 724-750, July, 1952. 
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effect is a result of the fact that the modulating signal produces sideband signals 
about the pulse-frequency spectrum signals as shown in Fig. 5.39 which overlap when 
the modulating signal frequency exceeds f./2. Thus, the low-frequency modulation 
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Frn. 5.46. Effect of sampling on signal frequency. 

component, for example, fm in Fig. 5.39, effectively varies between zero and f./2 as 
limits. 

The sampling of the modulating signal also introduces a phase lag 8 between the 
demodulated signal and the modulating signal which is a function of the ratio fm/f •. 
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Frn. 5.47. Phase shift of the demodulated signal relative to the modulating signal as a func­
tion of the ratio of the modulating signal to the sampling frequency. 

Depending upon the points in the modulating frequency cycle at which the signal is 
sampled, the phase shift 8 lies between the limits shown in Fig. 5.47. 

These effects of sampling must be considered in the application of any type of a 
pulse-modulation system to a particular situation (see Sec. 22. 7). 





Section 6 

Oscillators 

6.1. General Considerations in Oscillator Design ................ 6-2 
6.2. Four-terminal LC Oscillators. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6-4 
6.3. Two-terminal LC Oscillators ............................. 6-12 
6.4. Crystal Oscillators ...................................... 6-14 
6.5. UHF Oscillators ........................................ 6-24 
6.6. Microwave Oscillators ................................... 6-31 
6.7. RC Oscillators .......................................... 6-39 

6-1 



Oscillators which produce an output voltage and current which vary substantially 
sinusoidally as a function of time are discussed. The six types treated are.: four-ter­
minal LC oscillators, two-terminal LC oscillators, crystal oscillators, RC oscillators, 
uhf oscillators, and microwave oscillators. The microwave-oscillator classification 
includes all types of oscillators which utilize the finite transit time of electrons between 
the tube electrodes for the transfer of energy from the electron current in the tube to 
the resonant circuits. 

6.1. General Considerations in Oscillator Design. Several performance character­
istics must be considered in selecting the best oscillator circuit for a particular applica­
tion. These characteristics are (1) frequency, (2) frequency stability, (3) amplitude 
stability, and (4) power output. 

6.1a. Frequency of Operation. At frequencies below 100 kc, RC oscillators have the 
advantages of good frequency stability, a wide tuning range since frequency varies 
inversely with capacitance instead of inversely as the square root as in LC oscillators, 
constant power output over wide tuning ranges, and no bulky inductors. 

Oscillators of the LC type are used extensively at frequencies from 100 kc to 500 Mc. 
Low-power LC oscillators can be constructed which will operate satisfactorily, with 
special tubes, at frequencies as high as 4,000 Mc. However, the effects of electron 
transit time, tube capacitances, and lead inductances severely limit the power output 
at frequencies above about 1,000 Mc. At frequencies above 100 to 200 Mc, the use of 
mutually coupled coils becomes very difficult, and the Colpitts and tuned-plate tuned­
grid circuits are used almost exclusively. 

At frequencies above 1,000 Mc, magnetron and klystron oscillators are used exten­
sively. The present upper frequency limit of magnetron and klystron operation is 
approximately 40,000 Mc. 

6.1b. Frequency Stability. The frequency of oscillation is dependent upon the 
parameters of the tube (for example, µ, rp, and interelectrode capacitance), the Q 
of the resonant circuit, and the load impedance in addition to the values of Land C 
in the resonant circuit. Certain oscillator circuits are less subject to variations in 
frequency due to changes in load impedance and tube parameters than others, and 
because of this feature they are to be preferred in special applications. 

The sensitivity of the frequency of the oscillator to variations in tube character­
istics is dependent upon the loaded Q of the oscillator resonant circuit. Circuit 
resistance due to coil loss, grid input loading, or reflected load resistance causes the 
frequency of oscillation to be dependent upon tube plate resistance [for example see 
Eq. (6.6)]. The rate of change of frequency with plate resistance is dependent upon 
the magnitude of the circuit resistance and certain circuit reactances and must be 
evaluated for each oscillator circuit individually. Since plate resistance varies with 
tube plate voltage and plate current, the frequency of an oscillator is dependent upon 
supply voltages. 

At frequencies above approximately 50 Mc the grid-cathode capacitance Cuk is 
also sensitive to plate current changes because the transit-time input capacitance is a 
function of the tube transconductance (see Sec. 7.4h). As a result, the frequency of 
an oscillator will vary with changes in plate current. The frequency change caused 
by this effect will depend upon the per cent of the total grid-cathode capacitance that 
the transit-time capacitance represents. 

6-2 
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Frequency stability is also a function of the stability of the components used in the 

oscillator circuit. Temperature-compensated components should be used whenever 
variations in such components with changes in temperature will result in undesirable 
frequency variations. 

6.1c. Amplitude Stability. It is usually desirable to maintain the output power 
from an oscillator nearly constant as a function of time and frequency if the oscillator 
is to be tuned over a band of frequencies. The type of bias used will greatly affect 
the amplitude stability. Grid-leak bias is to be preferred in most cases because the 
bias voltage thus developed is proportional to the signal amplitude, thereby providing 
a form of automatic amplitude control. In cases where extreme amplitude stability 
is required, automatic amplitude control 
circuits employing negative feedback are 
often used. Variations in output with 
oscillator tuning are minimized in circuits 
where the frequency-determining circuit 
is isolated from the load, e.g., the elec­
tron-coupled oscillator, and in circuits 
where the feedback voltage amplitude is 
independent of the frequency to which 
the oscillator is tuned. 

A 

/J -

6.1d. Power Output. The required Frn. 6.1. Block diagram representation of 
power output will determine in large part an oscillator. 
the type of tube to be used, and, in cer-
tain cases, it may restrict the oscillator circuits which can be used; e.g., the crystal­
controlled oscillator and the reflex-klystron oscillator are capable of only relatively 
small power output. 

The proper opera ting conditions for maximum efficiency and power output for an 
oscillator are determined in exactly the same manner as for the same tube operated 
as an amplifier with the single additional factor that the power output as an oscillator 
is less than the power output as an amplifier by the amount that must be fed back 
to the grid circuit to sustain oscillation. Power oscillators are normally operated 
class C, so that the design information in Sec. 4.4 can be applied directly provided 
that the required grid driving power is subtracted from the output power calculated 
for the tube as an amplifier. 

6.1e. Criteria for Oscillation. With the exception of two-terminal LC oscillators 
(Sec. 6.3), any vacuum-tube oscillator can be considered as an amplifier plus a fre­
quency selective feedback network. This is illustrated in Fig. 6.1. The required 
condition for sustained oscillation is 

AfJ = 1 (6.1) 
where A = gain of amplifier 

fJ = transfer characteristic of frequency selective network 
This means that the product of A and fJ must have a magnitude of 1 and a phase 
angle of 0° at the desired frequency if oscillation is to be sustained. 

The conditions necessary for oscillation in any circuit can be established by deter­
mining A and fJ for the circuit and setting their product equal to 1 at a phase angle 
of 0°. 

An equivalent method of analysis which is sometimes easier. to apply is to write 
the mesh equations of the circuit in matrix form, expressing all voltages in terms of 
corresponding loop currents (see Sec. 23). The impedance determinate is then set 
equal to zero, and the resulting simultaneous equations solved for the conditions 
necessary for oscillation. For example, if the oscillator circuit is expressed as a 
two-mesh circuit, the circuit equations can be written in matrix form as shown in 
Eq. (6.2). 
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I e1 ,. = I Zu Z12 I X I ~1 I 
e2 Z21 Z22 i2 

(6.2) 

where e1 is ordinarily taken as - µe0 and e2 is zero. The condition for oscillation is 

I ~:: ~:: I = o (6.3) 

This is a result of the fact that the currents i1 and i2 must exist if the circuit is to 
oscillate, and the driving voltages e1 and e2 must be zero if no external voltages are 
applied. Therefore, for the network equations to be correct, the impedance deter­
minant must also be zero. 

The same criterion can be used in the nodal method of analysis, in which case the 
admittance determinant is set equal to zero to determine the conditions for oscilla­
tion. These methods can be used to determine the conditions of oscillation for all 
oscillator circuits, including two-terminal LC oscillators. 

6.2. Four-terminal LC Oscillators. 
All LC oscillators can be divided into two 
general classifications: four-terminal os­
cillators and two-terminal, or negative­
resistance, oscillators. In all four-term­
inal LC oscillators the resonant circuit is 
a four-terminal network connected be­
tween the plate and the grid of the tube. 
The transfer function, that is, eak/epk, of 
the network provides the necessary 180° 

K phase shift at the frequency of oscillation 
Frn. 6.2. Basic circuit for all four-terminal which together with the 180° phase shift 
LC oscillators. through the tube satisfies the require-

ments of Eq. (6.1). Although it is termed 
a four-terminal network, two terminals are usually common and the resonant circuit 
normally has only three terminals. 

In two-terminal LC oscillators, the necessary feedback is obtained external to the 
tuned circuit, and the external circuit presents a negative resistance across the 
resonant circuit terminals. Under equilibrium conditions, the magnitude of the 
negative resistance of the external circuit is just equal to the positive shunt resistance 
of the resonant circuit. 

Four-terminal LC oscillators can be classified according to the manner in which 
the 180° phase shift of the transfer constant for the resonant circuit is obtained. The 
basic circuit for all four-terminal LC oscillators is shown in Fig. 6.2. Neglecting cir­
cuit losses, the only manner in which the grid-cathode voltage can be 180° out of 
phase with the effective generator voltage - µeuk is for the reactance Xb to have a sign 
opposite to that of X(J and Xe and for the magnitude of Xb to equal the sum of the 
magnitudes of X(J and Xe, For this condition, there is a 180° phase shift between euk 

and epk, and the impedance seen looking into the four-terminal network from termi­
nals PK is a pure resistance of infinite magnitude. The grid-cathode voltage euk is 
given by 

Xe 
Bak = - Xa epk (6.4) 

The two classes of four-terminal LC oscillators are shown in Fig. 6.3. In the 
class I oscillator, the reactance between plate and grid is positive, and the reactances 
between plate and cathode and between grid and cathode are negative. In the class II 
oscillator, the reactance between plate and grid is negative, and the reactances 
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between plate and cathode and between grid and cathode are positive. When trans­
former coupling is used, as in the circuit shown in Fig. 6.4a, the negative mutual 
coupling between primary and secondary provides the required 180° phase shift. 
The sum of the reactances of the primary inductance and the mutual inductance 
is normally quite small compared to the plate resistance rp of the tube, and therefore 
the terminal P of the four-terminal network can be placed as shown in Fig. 6.4b with 
negligible error. This effectively makes X a or X c a negative reactance, depending 
upon whether the untuned winding is between plate and cathode or between grid 

K K 

lo) CLASS I OSCILLATOR (bl CLASS n OSCILLATOR 

Frn. 6.3. Classifications of four-terminal LC oscillators. 

K 

(O) EXACT EQUIVALENT CIRCUIT lb) APPROXIMATE EQUIVALENT CIRCUIT 

Frn. 6.4. Transformer-coupled four-terminal LC oscillators. 

and cathode, as shown in Fig. 6.4b. Any one of the three tube electrodes can be 
at a-c ground in either the class I or class II oscillators. 

Because of grid loading, series resistance of the inductances, and loading due to 
power being coupled from the oscillator, the impedances between the plate, grid, 
and cathode terminals of the tube will not be pure reactances. As a result, the cur­
rents i1 and i2 in Fig. 6.3 will not be of exactly equal magnitude and opposite phase, 
and the resonant circuit will not appear as a pure resistance across its terminals PK. 
The current and voltage relationships, taking into consideration loss in the elements 
through which current i2 flows, are shown for class I and class II oscillators in Fig. 6.5. 
In the class I oscillator, the presence of resistive loading between plate and grid and/or 
between grid and cathode causes the current i2 to lag the voltage epk by less than 90° 
and therefore causes euk to lag epk by less than 180°. As a result, the effective generator 
voltage - µeuk leads the plate-cathode voltage epk as shown in Fig. 6.5a. In the 
class II oscillator, the presence of resistive loading between plate and grid and/or 
between grid and cathode causes the current i2 to lead the voltage euk by less than. 
90° and therefore causes e0k to lead epk by less than 180°. As a result, the effective 
generator voltage -µe0k lags the plate-cathode voltage epk as shown in Fig. 6.5b. 

The finite transit time of the electrons in traveling from cathode to grid and plate 
causes (1) a resistive loading to appear between grid and cathode which varies inversely 
as the square of the frequency of operation and (2) the effective generator voltage 
to lag the grid-cathode voltage euk by more than 180° by an amount which is directly 
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proportional to the frequency of operation. Thus, the phase angle of the effective 
generator voltage in the plate circuit is not exactly 180° out of phase with the grid 
voltage and cannot be represented exactly by -µegk• At high frequencies these effects 

I (I I CLASS I OSCILLATOR VECTOR DIAGRAM {bl CLASS II OSCILLATOR VECTOR DIAGRAM 

Fm. 6.5. Vector diagrams for four-terminal LC oscillators. 

seriously limit the efficiency of oscillator circuits (see Sec. 6.5). In the class II oscilla­
tor the two effects are accumulative, since both cause - µegk to lag epk more than at 
low frequencies. However, in the class I oscillator, the two effects tend to offset 
each other. The resistive grid loading causes i2 and e0k to have less than their desired 
phase shifts with respect to epk, while the transit-time phase shift between egk and 
-µegk causes -µegk to have more than the low-frequency 180° phase shift with respect 
lio eak• The partial compensation of these two effects in class I oscillators makes 

-= 

FIG. 6.6. Circuit of tuned-plate oscillator. 

them superior to class II oscillators at 
high frequencies. 

A number of four-terminal LC oscilla­
tors are described in detail in the follow­
ing material. At low frequencies, the 
power output obtainable from a particu­
lar tube is approximately the same in any 
of the various circuits. The choice of 
circuit is based principally upon the re­
quirement for frequency stability and the 
relative size and complexity of the circuit 
components. In any of the oscillator 

~ircuits, the effect of loading of any type upon the frequency of oscillation and the 
required amplifier gain can be determined by using the proper value of effective resist­
ance in series with the circuit inductance. 

6.2a. Tuned-plate Oscillator. The circuit of the tuned-plate oscillator is shown in 
Fig. 6.6. An untuned inductance in the grid circuit is inductively coupled to the 
resonant plate circuit. Since the tube imparts a 180° phase shift to signals at its 
grid, the mutual coupling between LP and L. must be negative to provide an additional 
180° phase shift between the voltage across Lp and the voltage across L. at the fre­
quency of oscillation. 

The design equations for the tuned-plate oscillator are given by Eqs. (6.5) and (6.6) 
assuming Re » Woeo(L. + M). 

(6.5) 

(6.6) 
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whereµ = tube amplification factor 
LP = inductance in plate circuit, henrys 
R = resistance in ohms in series with Lp 
rp = tube plate resistance, ohms 

CP = plate circuit capacitance, farads 
M = mutual inductance in henrys between LP and L, 

QL = Q of plate circuit inductance LP = woRLP 

Wosc = frequency of oscillation, radians/sec 
Wo = 1/-y LpCp . 

6.2b. Tuned-grid Oscillator. The circuit of 
the tuned-grid oscillator is shown in Fig. 6.7. 
An untuned inductance in the plate circuit is 
inductively coupled to the resonant grid cir­
cuit. Since the tube imparts a 180° phase 
shift to signals at its grid, the mutual coupling 
between Lp and La must be negative to pro-
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vide an additional 180° phase shift between Frn. 6.7. Circuit of tuned-grid 
the voltages across LP and L. at the frequency oscillator. 
of oscillation. 

The design equations for the tuned-grid oscillator are given by Eqs. (6.7) and (6.8), 
assuming Re>> 1/woacGa. 

µ ~ Lv (-1 ) + M (-1 ) + CRrp 
M 1 + Q. L. 1 + Qp M 

Qp Q, 
1 

Wosc 

Wo or Wosc 

whereµ = tube amplification factor 
Lp = inductance in henrys in plate circuit 
Ca = grid circuit capacitance, farads 
R = resistance in ohms in series with La 
rp = tube plate resistance, ohms 
M = mutual inductance in henrys between Lp and L, 
L. = inductance in henrys in grid circuit 

Wosc = frequency of oscillation, radians/sec 
1 

Wo = -vr:c: 
Q _ WoscLp 

v - rp 

Q _ WoscLa 
a- R 

(6.7) 

(6.8} 

6.2c. Tuned-plate Tuned-grid Oscillator. The circuit of the tuned-plate tuned-grid 
oscillator is shown in Fig. 6.8a. It may be considered a tuned grounded-cathode r-f 
amplifier having sufficient capacitive coupling between grid and plate to cause 
oscillation. 

The equations for the tuned-grid tuned-plate oscillator are very difficult to solve 
explicitly for the frequency of oscillation and the minimum value of tube amplification 
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factor. However, the conditions necessary for oscillation are contained implicitly 
in Eqs. (6.9) and (6.10), and a simultaneous graphical solution of the two equations 
can be obtained for specified values of a and W as shown in Fig. 6.8b. 

Wg = Woeo w /Q2 + a + l - ( ~ r 
Wp Wp 1 - ( ~ y (1 + a) 

Wg = Wosc ✓1 + a(l + IAI + W(a - 1) 
Wp CUp 

where a = C0P/C 
C = C0 = Cp 

W = Rc/RL 
wp = resonant frequency of plate circuit = 1/ v'LPCP 
wg = resonant frequency of grid circuit = 1/ v'LgCo 

Woac = frequency of oscillation 
Q = Q of plate circuit at plate resonant frequency wp 

A = voltage gain of stage = -µ.RL/(rp + RL) 

(6.9) 

w (6.10) 

The solid lines in Fig. 6.8b are plots of Eq. (6.9) for various values of plate circuit Q. 
The frequency of oscillation is determined from these curves for a specified ratio of 
w0 /wp and a given value of Q. The dotted lines in Fig. 6.8b indicate the minimum 
stage gain required for the circuit to oscillate for any specified values of w0 /wp and Q. 
Equations (6.9) and (6.10) are plotted in Fig. 6.8b for the condition that RL = Re and 
that C11p = 0.IC. Similar plots can be constructed from Eqs. (6.9) and (6.10) for 
other values of a and W. From Fig. 6.8b it is seen that the frequency is always lower 
than the resonant frequency of the plate circuit. It is also seen from Fig. 6.8b that 
lower circuit Q's require higher stage gain to sustain oscillation and that the grid 
circuit may be tuned considerably higher in frequency than the plate circuit for low 
values of Qin the plate and grid circuits. 

If the Q's of the grid and plate circuits are high and the grid-plate capacitance is 
much smaller than the grid circuit capacitance, the frequency of oscillation is given 
closely by 

1 
Wosc ~ VLuCu (6.11) 

For these conditions, the amplification factor required for oscillation is given by 

(6.12) 

6.2d. Hartley Oscillator. The circuit of the Hartley oscillator is shown in Fig. 6.9. 
Since the grid and plate are connected at opposite ends of the tank circuit, the voltage 
at the grid is 180° out of phase with the voltage at the plate. The point where the 
cathode is returned to the tank coil determines the amount of voltage fed back to the 
grid. The plate, cathode, or grid may be operated at ground potential if desired. 

The design equations for the Hartley oscillator, assuming infinite coil Q, are given 
by Eqs. (6.13) and (6.14). 

where L = total inductance between grid and plate = L1 + L2 + 2M 

µ > L + L1 - L2 = L1 + M = N12 

- L - L1 + L2 L2 + M N 22 

(6.13) 

(6.14) 
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where L1 and L2 are as shown in Fig. 6.9 and N 1 and N 2 are the number of turns in L1 
and L2 respectively. 

6.2e. Colpitts Oscillator. The circuit of the Colpitts oscillator is shown in Fig. 6.10. 
The circuit is similar to the Hartley in that the grid and plate are at opposite ends 

of the tank circuit. However, the cath-
Cgp ode is returned to the junction between 

(a) 

1.8 

/ 

0.4 1-+-----'----+--r----+----+-~ 

·{/ 
I 

I 
0.2 

I 
I 

0 ,..._ _ __,_ _ __.__._ __ ......_ _ __,_..,__ _ _, 
0.5 0. 7 0.8 0.9 1.0 

(/)osc/wp 

(b) 

Fm. 6.8. (a) Tuned-plate tuned-grid oscilla­
tor; (b) conditions for oscillation in a TPTG 
amplifier or oscillator having equal grid and 
plate loads. 

value of µ. is given by 

C1 and C2, and the amount of feedback 
is determined by the relative magnitudes 
of Ci and C2. 

....------o+Eoo. 

l 

-=-
Fm. 6.9. Circuit of the Hartley 
oscillator. 

The design equations for the Colpitts 
oscillator are given by Eqs. (6.15) and 
(6.16). 

(6.15) 

where R = series resistance of induct­
ance L 

When rp » R, which is usually the case, 
Eq. (6.15) reduces to 

1 
Wooc = Wo = -VLC (6.17) 

where C = total capacitance across L 
= C1Cd(C1 + C2) 

When the coil Q is. infinite, the required 

µ. ~ g: (6.18) 

6.2f. Electron-coupled Oscillator. The design equations for the oscillator types 
0\ready discussed indicate that the frequency of oscillation is affected by the mag-
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nitude of the coil series resistance. Any resistive loading placed across an oscillator 
tank circuit by the coupling of power from the oscillator constitut~s an effective 
increase in coil series resistance R. Any reactance coupled in by an external circuit 
will also vary the oscillator frequency. Therefore, any coupling to an oscillator 
should present no reactance and a small amount ef resistance (low power coupling) if 
the frequency of the oscillator is to remain nearly constant with variations in the load. 

The electron-coupled oscillator combines an oscillator and a power amplifier in 
one tube envelope, allowing power to be coupled from the power amplifier tank circuit 
without affecting the frequency stability of the oscillator. The circuit of a typical 

electron-coupled oscillator is shown in Fig. 
+Ebb 6.11. The tube may be either a tetrode 

or pentode. If a pentode is used, the 
suppressor should be connected to ground. 
The cathode, control grid, and screen 
grid form a conventional oscillator circuit 

Cc with the screen at r-f ground potential and 

Frn. 6.10. Circuit of the Colpitts 
oscillator. 

acting as the plate of a triode oscillator. 

[ 

Frn. 6.11. Typical electron-coupled oscilla­
tor circuit. 

Although a Hartley oscillator circuit is shown in Fig. 6.11, any of the other oscillator 
circuits can be used. 

The screen intercepts a sufficient number of electrons from the cathode to sustain 
oscillation, and the remaining electrons pass on to the plate. The pulses of plate 
current produce a sinusoidal voltage at the oscillator frequency across the plate 
resonant circuit. 

The design equations for the oscillators previously discussed may be applied to the 
electron-coupled oscillator provided that the control-grid to screen-grid µ is used 
instead of the control-grid to plate µ and provided that the screen-grid resistance r.u 
is substituted for the plate resistance Tp. The control grid, cathode, or screen grid 
may be operated at r-f ground in any of these circuits. However, if an oscillator 
circuit is used where the screen grid is not operated at r-f ground potential, the screen­
grid to plate capacitance will require neutralization to prevent interaction between 
the plate circuit and the oscillator circuit. 

If the ratio of the screen to plate voltage is maintained at the proper value, the 
frequency of an electron-coupled oscillator can be made nearly independent of power­
supply voltage changes.1 The desired ratio of screen-to-plate voltage can be obtained 
by taking the screen voltage from a tapped voltage divider between the plate supply 
voltage and ground and adjusting the position of the tap until the frequency variation 
with supply change is a minimum. 

6.2g. Clapp Oscillator. The frequency of an oscillator is affected by variations 
in the plate and filament supply voltages since changes in these voltages produce 

1 F. E. Terman, Radio Engineers' Handbook, p. 486, McGraw-Hill Book Company, 
Inc., New York, 1943. 
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changes in the effective tube interelectrode capacitances and plate resistance. Such 
frequency changes are minimized by paralleling the tube capacitances with external 
capacitors which are as large as practical. This can be done in the Colpitts oscillator 
(see Fig. 6.10) by making 01 and C2 as large as possible. The limiting values of C1 

and C2 are determined by the µ, of the oscillator tube. The µ, necessary to sustain 
oscillation is given by 

provided r P » R (6.19) 

Typical values for the minimum reactance of C 1 and C 2 at the frequency of oscillation 
are 50 to 100 ohms. A much greater im­
provement in the frequency stability of a 
Colpitts oscillator can be achieved by the 
insertion of the capacitor Ca in Fig. 6.12. 
This circuit is known as the Clapp oscillator. 
The frequency of oscillation is given by 

Wosc ✓_! (..!. + 1 + R/rp + __!_) (6.20) 
L C1 C2 Ca 

or 

Wosc 
1 

(6.21) 

The effective capacitance across L is C1, C2' 
and Ca in series. Capacitor Ca can be made 
small compared to C1 and C2, and the reso­
nant frequency will be determined primarily 
by Land Ca. Therefore, variations in C1 and 

li'c 

c,-

Fm. 6.12. Clapp oscillator circuit. 

C2 and changes in rp due to supply-voltage variations will have a very small effect 
upon the resonant frequency. If R is much smaller than rp, the rate of change of 
oscillator resonant frequency for both the Colpitts and the Clapp oscillators due to 
variations in C1, C2, or rp is given by 

Aj _ JOo cycles/ µ,µ,f (6.22) !l.C1 = 201 2 

!l.f = JOo cycles/ µ,µ,f (6.23) 
!l.C2 - 2022 

and 
!J.f JRCo cycles/ohm (6.24) /J.rp - 2C2rp2 

where f = frequency of oscillation, cps 
C0 = total capacitance in resonant circuit assuming R « rp 

1 for Clapp oscillator 

= 1 + 1 
C1 C2 

for Colpitts oscillator 

In general, the ratios Co/C2, Co/C22, and Co/C12 can be made many times smaller 
in the Clapp oscillator than in the Colpitts oscillator. The stability of the Clapp 
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oscillator can be made as good as several parts per million for a ± 15 per cent varia­
tion in supply voltages. 1 

The value of µ which will sustain oscillation in the Clapp oscillator is given by 

µ, > C1 (l + ~) + C1C2Rrp (1- + __!_ + 1-) + C1 R2 

- C2 rp L C1 C2 Cs L 
(6.25) 

6.2h. Push-pull Oscillator. The circuit of a push-pull oscillator is shown in Fig. 6.13. 
The grid of each tube is capacitively coupled to the end of the tank circuit opposite 
to the end to which the plate of that tube is connected. The requirement that the 
plate and grid voltages of each tube have a 180° phase difference is satisfied by con­
necting the grid and the plate of each tube to opposite ends of the resonant circuit. 

The design equations for the push-pull 
+B oscillator are given by Eqs. (6.26) and 

(6.27) if the Q of the inductance is as".' 
sumed infinite. 

1 
Woao 

= ,VLCo 

µ 21 + i 
(6.26) 

(6.27) 

where R0 = grid-to-cathode resistance 
= grid bias resistor Re in par­

allel with tube input resist­
ance (see Sec. 7.4h) 

L = total inductance of resonant 
l circuit 

Co = total capacitance in parallel 
with£ 

Fm. 6.13. Push-pull oscillator. Coupling capacitors Cc should have neg-
ligible reactance at Woac• The grid­

cathode capacitances of the tubes appear in series across the resonant circuit as do 
the plate-cathode capacitances of both tubes. The grid-plate capacitance of each 
tube appears directly across the resonant circuit. The total capacitance Co shunting 
the inductance L is given by 

C = Q + Cgk + Cpk + 2 0 2 2 2 Cgp (6.28) 

At high frequencies parallel resonant lines may be substituted for the resonant circuit 
of Fig. 6.13. 

6.3. Two-terminal LC Oscillators. Oscillation 
can be produced in a parallel resonant circuit by 
connecting across the circuit a negative resistance 
Rn whose magnitude is less than L/CRa (see Fig. 
6.14). This type of oscillator is known as a two­
terminal oscillator since only two connections 
are made to the resonant circuit. All other os-
cillator types require a four-terminal network to 

I. 

C 

I 
I 
I 
I 
~ ., 
;, D 

,:nn 
~> 

I ~----------<>--- ..J 

Fm. 6.14. Basic form of a two-ter-
provide the feedback necessary for oscillation. minal negative-resistance oscillator. 
Oscillations will build up in amplitude across the 
circuit containing the negative resistance until nonlinearities in the device producing 

1 J. K. Clapp, An Inductance-capacity Oscillator of Universal Frequency Stability, 
Proc. IRE, March, 1948. 
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the negative resistance cause the negative resistance to increase until it equals the 
positive resistance L/CR. across the resonant circuit. At this amplitude the circuit 
losses are just equaled by the energy from the negative resistance source, and the 
amplitude of oscillation will be constant. 

The frequency of oscillation of a two-terminal oscillator is given approximately by 

_, 1 
Woao - yW 

where L = total inductance of equivalent resonant circuit 
C = total capacity in parallel with L 

+Ebb 

{al OYNATRON OSCILLATOR 

REGION OF NEGATIVE r RESISTANCE CHARACTERISTIC 

Ee 

Eb 

{bl REGION OF TUBE OPERATION 
IN A DYNATRON OSCILLATOR 

FIG. 6.15. The dynatron oscillator. 

+Ebb +Ecc2 

(0) TYPICAL TRANSITRON OSCILLATOR 

I+. OPERATING-J. 
I - REGION - I 

16 r-----r-..;._.,---,---,.--.---------, 

14 -----,---__.,_-
U) 

z~ 12 ~~-~ 
L&JL&J 
L&JC.. 

~~ 10 
-' g g 8 
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..JW 
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::, 
<.) 

-a -6 -4 -2 o 2 4 6 a 10 
SUPPRESSOR VOLTAGE, VOLTS 

( b) REGION OF TUBE OPERATION IN 
A TRA'NSITRON OSCILLATOR 

Fm. 6.16. The transitron oscillator. 

6.3a. Dynatron Oscillator. The dynatron oscillator is a negative resistance oscilla­
tor which utilizes the negative dynamic plate resistance region of a tetrode. The 
circuit is illustrated in Fig. 6.15a, and the tube operating region is illustrated in 
Fig. 6.15b. The negative rp is produced by secondary emission from the plate when 
the plate voltage is less than the screen voltage (see Sec. 2.5a). 

6.3b. Transitron Oscillator. The transitron oscillator is another type of negative­
resistance oscillator in which the negative resistance is produced between the screen 
and the cathode of a pentode. The circuit of a transitron oscillator is shown in Fig. 
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6.16a. The tube operating region is indicated in Fig. 6.16b. By coupling the sup­
pressor to the screen through a capacitor having a small reactance at the resonant 
frequency of the screen circuit, the suppressor voltage is made to follow the a-c 
variations in screen voltage. When the suppressor voltage is increased from its 
quiescent negative value, the plate current will increase, and when the suppressor is 
made more negative, the plate current will decrease. By selection of the proper 
operating potentials for the tube, increases in the screen voltage cause the screen 
current to decrease, producing a negative dynamic screen resistance Tag• This will 
occur when the increasing suppressor voltage causes more electrons to flow to the 
plate than the increasing screen voltage has attracted from the cathode, resulting 
in a net decrease in screen current. Also, as the screen and suppressor voltages simul­
taneously decrease, the negative-going suppressor voltage decreases the plate current 
more than the decreasing screen voltage reduces the cathode current, resulting in a 
net increase in screen current. The negative dynamic screen-grid resistance Tag 

produces a negative resistance across the 
Cc screen resonant circuit causing oscillation. 

,-------'V\/\Nv----• 1----, The suppressor conduction develops grid-
leak bias across Re which stabilizes the 
amplitude of oscillation by automatically 
adjusting the d-c suppressor bias as the 
amplitude of oscillation varies. 

By placing another parallel-resonant 
circuit in the plate circuit of the transi­
tron oscillator, an electron-coupled transi­
tron oscillator is formed, and by cou­
pling the output signal from the plate 

4Jb circuit, good isolation between the load 
FIG. 6.17. Feedback oscillator. and the screen resonant circuit can be 

obtained. When the electron-coupled 
circuit is used, neutralization of the suppressor-plate capacitance is necessary to obtain 
complete isolation of the screen circuit from the load. 

6.3c. Feedback OsciUatoT. A third type of negative resistance oscillator is the feed­
back oscillator. This type of oscillator consists of a two-stage RC amplifier with both 
input and output connected across a parallel resonant circuit as shown in Fig. 6.17. 
The positive feedback thus obtained effectively produces a negative resistance across 
the resonant circuit as long as the open loop gain exceeds unity at the frequency at 
which the total phase shift is 360°. As the amplitude of the oscillation increases, 
the nonlinearities of the amplifier reduce the effective loop gain and stabilize the 
amplitude of the sinusoid. The waveshape and frequency stability of such an oscilla­
tor will be improved if some form of automatic gain control is used to limit the ampli­
tude of oscillation to a small value. 

6.4. Crystal Oscillators. TJ:ie frequency stability of an oscillator is dependent 
upon the Q or sharpness of resonance of its tuned circuit and the temperature stability 
of the tuned-circuit components. Changes in phase shift in the oscillator feedback 
path due to variations in tube plate resistance and input capacitance with supply volt­
age changes cause the frequency of oscillation to shift until the reactance of the reso­
nant circuit provides exactly 360° phase shift through the amplifier and the feedback 
loop. The higher the resonant circuit Q the greater the change in circuit phase shift 
per unit of frequency change and, consequently, the smaller the frequency shift for a 
given initial disturbance. 

The Q of conventional lumped element circuits is limited by the achievable Qin the 
inductances. Values of Q from approximately 100 to 300 are the maximum that can 
be obtained in practice. In addition, the variations in inductance and capacitance 
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with temperature will cause appreciable variations in frequency unless the compo­
nents are carefully selected to provide necessary compensation. 

Because of their high Q and high temperature stability, certain electromechanical 
resonators have received widespread use as resonant circuits in oscillators where 
frequency stability is important. Foremost among the electromechanical resonators 
is the quartz crystal. 

Certain materials, including crystalline quartz, exhibit the property of exchanging 
energy between electrical and mechanical states; i.e., a mechanical force applied in 
the proper direction upon the material will cause an electrical charge to appear on the 
surfaces of the material, and conversely, an applied electrical potential will cause a 
mechanical displacement of the material. This is known as the piezoelectric effect. 
An alternating voltage of the correct frequency applied across the proper sides of a 

y 

quartz crystal will cause it to vibrate mechanically. 
The mechanical vibration exhibits a resonance at a 
frequency which is determined by the dimensions of 
the quartz crystal. At this resonant frequency the 
exchange of energy between the electrical and me­
chanical states is extremely efficient and very little 

Frn. 6.18. Natural form of crys­
talline quartz, right-hand form. 

Frn. 6.19. The x, y, and z axes of a 
natural quartz crystal. 

energy is dissipated in the crystal. The frequency of this resonance is very sharply 
defined, and quartz crystals have equivalent Q's of 10,000 to 100,000. Also, the 
physical and electrical properties of quartz have small temperature coefficients of 
variation, thus making quartz crystals ideal frequency-stabilizing elements for 
oscillator circuits. 

6.4a. Crystalline Quartz. Crystalline quartz in its natural form appears as shown 
in Fig. 6.18. This is the right-hand form. It also is found in the left-hand form, 
which is the mirror image of the crystal shown in Fig. 6.18. The crystal has a hexa­
gonal shape about the z axis, thus forming three x and y axes about the z axis as 
shown in Fig. 6.19. 

A crystal unit suitable for use in an oscillator consists of a crystalline quartz plate 
equipped with suitable electrodes and mounted in a holder in a manner that will allow 
it to vibrate freely in the desired mode of vibration. In preparing a crystal, the 
mother quartz is first sawed into wafers which are oriented with respect to the x, y, 
and z axes of the mother quartz so as to give the desired electrical properties (see 
Sec. 6.4c). The plane of the crystal blank is normal to the designated axis. The 
wafers are diced into blanks of the appropriate size, and reduced in thickness by stages 
of lapping until almost the proper dimension for the desired frequency is obtained. 
The blanks are then carefully cleaned and brought to the final dimension by etching 
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for pressure-mounted crystals. For metal-plated, wire-mounted crystals, the etching 
process is stopped when the proper preplating thickness is reached. After etching, 
the blanks are thoroughly cleaned and sometimes subjected to heat cycling. The 
etching and heating processes minimize frequency variations with age. The blanks 
to be metal-plated are then base-plated and mounted in clean, moisture-free hermeti­
cally sealed holders. After mounting, the plates are adjusted to the precise final fre­
quency by additional plating. 

6.4b. Quartz-crystal Characteristics. The equivalent electrical circuit for a quartz 
crystal is shown in Fig. 6.20. The series L, R, and C represent the motional impedance 
of the quartz crystal. Co is the parallel combination of Ce formed by the electrodes 
with the quartz as the dielectric and the shunt capacitance Ch of the crystal holder. 
The manner in which the reactance and resistance of a quartz crystal vary with fre­
quency is illustrated in Fig. 6.21. A quartz crystal contains numerous resonances 

due to the various modes of mechanical motion which 
may be set up by an electrical driving force. How­
ever, the unwanted responses normally are sufficiently 
far removed from the fundamental response that 
they can be neglected, and the equivalent circuit of 
Fig. 6.20 holds. 

c-, The crystal exhibits two resonant frequencies: one 
where the reactance of the series arm is zero, and the 
other where the reactance of the series arm is equal in 
magnitude and of opposite sign to the reactance of Co. 
The first resonant frequency is known as the series-

Co resonant frequency fr, where 

Fm. 6.20. Equivalent circuit 
of a quartz crystal. 

1 fr=----
21r ~ 

(6.29) 

The second resonant frequency is known as the par­
allel, or antiresonant, frequency fa and is given by 

1 
fa=--~==== 

211" ✓L1 ~ 
Ci+ Co 

(6.30) 

Either the series-resonance or the parallel-resonance 
characteristic of the quartz crystal can be used to deter-
mine the oscillator frequency (see Sec. 6.4d). In the 

parallel-resonance case, the crystal is used as an inductance and the region of operation 
is restricted to the range of frequencies between the series and parallel-resonant fre­
quencies of the crystal. The impedance seen by the crystal must be 11, capacitive 
reactance and a negative resistance for oscillation to take place. In the series­
resonance case, the crystal is used as a series element in the oscillator feedback loop, 
and the frequency of oscillation is very close to fr• The crystal appears as a pure 
resistance of low value at the frequency of oscillation provided that the crystal 
load impedance is a pure resistance at that frequency. Oscillation will not occur at 
or near fa because the crystal resistance is very high near this frequency and, although 
the phase shift of the feedback loop is correct, the attenuation will be too great to 
allow oscillation. 

The Q of a quartz crystal is defined as the Q of the series arm. 

Q = wrL1 1 
R1 = wrC1R1 

(6.31) 
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The impedance Z of the crystal as a function of frequency is given by 

Z = R. + jX. 

where A = Wal Wr 

R. = equivalent crystal series resistance 
X, = reactance of crystal 
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(6.32) 

Frn. 6.21. Reactive and resistive components of crystal impedance as a function of fre­
quency. 

If the resistance R1 is assumed to be zero, Eq. (6.32) reduces to 

(6.33) 

The degree to which the mechanical resonant circuit consisting of L1, R1, and C1 in 
series is coupled to the electrical circuit shunting Co is known as the electromechanical 
coupling r o of the crystal unit. It is defined as 

(6.341 

The minimum electromechanical coupling re exists when the shunt capacitance Co 
is a mm1mum. The smallest possible value of Co is Ce, the shunt capacity of the 
electrodes and quartz dielectric only, excluding all holder and external circuit shunt 
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capacitance. For quartz crystals with plated electrodes Ce is given approximately 
byl 

A c, = 0.402 t µµf (6.35) 

where A == effective electrode area, cm 2 

t == thickness of quartz plate, cm 
The electromechanical coupling is increased by additional circuit shunt capacity. 

Varying the electromechanical coupling ro by changing Co has two effects upon crys­
tal oscillator performance. First, it has 

0.004 a slight effect upon oscillator tuning as I I I I I I I 
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(6.36) 

The antiresonant frequency fa will have 
a maximum value when ro = r, and will 
decrease approaching fr as a limit as ro is 
increased. The change in the antireso­
nant frequency la with changes in Co can 

_ 0_028 be used to vary slightly the frequency of 

- 60 - 40 - 20 
oscillation of a parallel-resonant-type 

0 20 40 60 _ 80 100 
crystal oscillator. A minimum value of TEMPERATURE 1111 °C 

Frn. 6.22. Frequency versus temperature r, for any type of crystal is about 100, 
characteristic for several typical quartz providing a maximum separation between 
crystal cuts. fa and fr of approximately 0.5 per cent 

of fr. Increasing Co can lower the fre­
quency of oscillation only a fraction of this separation before circuit losses due to 
the reduction in Ra stop oscillation. 

The second effect of increasing r o is to decrease the effective shunt resistance across 
the crystal electrodes at the parallel-resonant frequency fa• When f = fa the resistive 
component of the crystal impedance is given by 

R. ____ L_1 ___ ........, Li 

CR ( 
1) C1R1ro2 

1 1ro
2 1 + To 

(6.37) 

Decreasing R, increases the current through the crystal, decreasing the frequency 
stability of the crystal. 

Typical values of Q for quartz crystals ranges from 10,000 to 100,000 depending 
upon the type of crystal cut. In special cases it may be considerably greater than 
100,000 (see Sec. 6.4c). 

Variations in the temperature of quartz crystals cause slight changes in crystal 
dimensions, elasticity, and density, which result in small variations in the crystal 
resonant frequency. The temperature stability of quartz crystals is measured in 
cycles per megacycle per degree centigrade variation in temperature, and the stability 
varies with the cut of the crystal. The frequency may either increase or decrease 
with an increase in temperature for a particular crystal cut, depending upon the actual 
temperature. This is illustrated in Fig. 6.22 where the temperature coefficient of 
frequency is given for several crystal cuts as a function of the ambient temperature. 1 

1 From information received from R. A. Sykes, Bell Telephone Laboratory, Whippany, 
N.J. 
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Crystals may be placed in special ovens where the temperature is carefully con­

trolled to provide extreme frequency stability or to afford an accurate means of varying 
slightly the crystal frequency. 

Quartz crystals are subject to spurious responses because of the excitation of 
unwanted modes of crystal motion. The flexure, extensional, and shear motions 
are all excited by elastic coupling within.the crystal, and electrical excitation of the 
crystal will result in a certain degree of unwanted mode motion. The suppression of 
unwanted mode motion is accomplished by adjusting the length and width dimen­
sions of a crystal for a given thickness dimension so as to minimize the coupling to 
the unwanted modes. The critical dimensions vary as a function of the desired mode 

TABLE 6.1. DESIGNATION OF CRYSTAL CUTS 

Common Mode of mechanical Standard 
designation motion (see Fig. 6.23) designation* 

AT-cut ............. Thickness shear A element 
BT-cut ............. Thickness shear B element 
CT-cut ............. Face shear C element 
DT-cut ............. Face shear D element 
+5°X-cut ........... Extensional E element 
-18°X-cut .......... Extensional F element 
GT-cut ............. Extensional G element 
+5°X-cut ........... l-w flexure H element 
Duplex ............... l-t flexure J element 
MT-cut ............. Extensional M element 
NT-cut ............. l-w flexure N element 

* Standard designation is the type number placed on crystal vibrator elements used by the armed 
services as established by the Armed Services Electro Standards Agency. 

of motion and the type of crystal cut. Much of this information is determined 
empirically. 

In quartz crystal types A and B (see Sec. 6.4c) it is common practice to make the 
crystal surface have a slight convex contour for fundamental frequency operation 
between 0.5 and 20 Mc to aid in the suppression of unwanted responses. The convex 
curvature is approximately inversely proportional to the frequency. 

Because of the extreme thinness (approximately 0.006 in. at 15 Mc) of quartz 
crystals at high frequencies and their consequent fragility, the operation of quartz­
crystal oscillators at frequencies above 20 Mc is usually achieved by the use of an odd 
mechanical overtone of the crystal fundamental resonant frequency. Partially 
plated type A crystals are used, and operation on the 3rd, 5th, and 7th overtones can 
be obtained at frequencies as high as 100 Mc. The crystal is placed in the oscillator 
circuit exactly as it would be for fundamental operation at the desired frequency. 
The variations in the crystal parameters as a function of the order of the overtone 
used are shown in Table 6.3. 

The low-frequency limit for using quartz crystals as stabilizing elements in oscilla­
tors is established by the availability of large-size quartz blanks suitable for the 
purpose. Standard commercial crystal units a.re obtainable for frequencies as low 
as 15 kc. 

The frequency stability of quartz-crystal oscillators is dependent upon the amplitude 
of mechanical vibration of the quartz. The higher the amplitude of vibration, the 
poorer the frequency stability. The amplitude of oscillation is a function of the 
alternating current through the crystal, which in turn is dependent upon the capaci-
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tance ratio ro and the voltage amplitude across the crystal. Frequency deviations 
of 0.02 per cent or more may occur because of excessive crystal current, and after 
operation at high current levels, the crystal may not return to its original frequency 
for a period of several hours or even days after the drive has been reduced. 

TABLE 6.2. FREQUENCY OF SERIES RESONANCE AND FREQUENCY-TEMPERATURE 

STABILITY OF VARIOUS CRYSTAL CUTS 

Standard 
designation 

A Element ..... . 

B Element ..... . 
C Element ..... . 
D Element ..... . 
E Element ..... . 
F Element ...... . 
G Element ..... . 
H Element ..... . 
J Element ...... . 
N Element ..... . 

Frequency of series resonance 
f, Mc; t = crystal thickness, mm 

f ~1.66 (1/t) 

f ~ 2.56 (1/t) 
f ~ 3.07 (1/l) (l = w) 
f ~ 2.07 (1/l) (l = w) 
f ~ 2.70 (1/l) for w/l = 0.5 
f ~ 2.54 (1/l) for 0.3 < ·w/l < 0.7 
f ~ 3.37 (1/Z) for w/l = 0.86 
f ~ 4.8 (w/l X 1/l) for w/l = 0.19 
f ~ 5.4 (t/l X 1/Z) for t/l = 0.04 
f ~ 5.3 (w/l X 1/l) for w/l = 0.19 

Temperature stability, 
ppm/°C (typical values) 

~ -0.05 for 35°21' cut 
+0.80 for 35°13' cut 

"-' ±4.4 
~ ±3.5 
~ ±2.0 
~ -7.0 

~ -3.5 
,...., ±2.5 

NoTE: The frequency-temperature characteristic of each crystal type will approach zero at a particu­
lar temperature, usually designed to be +25°C, for a particular orienfation of crystal cut. The values 
given are typical values away from the temperature of minimum variation. Deviations above the critical 
temperature are negative and below are positive. 

6.4c. Common Quartz-crystal Cuts and Their Characteristics. Tables 6.1, 6.2, and 
6.3 describe the various types of quartz crystals in common use and tabulate their 
useful characteristics. 1 The various modes of mechanical motion which can be excited 

(a) THICKNESS SHEAR (b) FACE SHEAR 

in quartz crystals are illustrated in Fig. 
6.23. 

There are a number of different methods 
in common use for mounting quartz crys­
tals. The type of mounting to be used 
for a particular crystal is, in general, speci­
fied by the mode of mechanical motion for 
which the crystal is designed. Several 
of the common mounting methods·. are 

.L L _ _ _ _ _ illustrated· in Fig. 6.24. The air-gap 
t ~[ JJ 1- 'Ji mounting shown in Fig. 6.24a is used in 
t --~-~~--= r\,. -- -:----V initial testing of crystals during the grind­

ing process and for type A and B elements 
in the range of 20 to 150 kc. The pres­

FIG. 6.23. Modes of mechanical motion in 

(c) EXTENSIONAL (dr l-w FLEXURE 

quartz crystals. sure air-gap mounting shown in Fig. 6.24b is 
used in place of the simple air-gap mounting 

where the ratio of crystal length to thickness exceeds 20: 1, permitting the corners to 
be clamped. without interfering with crystal motion. The pressure mounting of Fig. 
6.24c and the soldered-lead-type mounting of Fig. 6.24d are used to support crystals 
operating in the flexure, extensional, and face,-shear modes. In both types of mount­
ing the electrodes are plated directly on the crystal faces. The solder lead mounting 
method provides a simple and convenient method for tuning the mechanical resonance 
of the support leads by means of small solder weights placed at appropriate distances 

1 From information received from R. A; Sykes, Bell Telephone Laboratory, Whippany, 
N.J. 
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from the solder cones connecting the leads to the crystal electrodes. The mounting 
method shown in Fig. 6.24e is used for high-frequency thickness shear-mode crystals. 

6.4d. Circuits for Oscillators Using Quartz Crystals. The oscillator circuits in which 
quartz crystals may be used can be classified into three types: those utilizing parallel­
resonance crystal operation, those utilizing series-resonance crystal operation, and 
those using bridge circuits. 

TABLE 6.3. EQUIVALENT-CIRCUIT PARAMETERS FOR SEVERAL CRYSTAL TYPES 

Standard 
R1, ohms 

L1, 
C1, µµf c., µµf Qmin designation henrys 

A element 16 X 106N 3 2.62N3 c. 2.42Afr 
QAfr2 

---

250N2 ---w-Afr3 

(Partially plated: 1-20) 
Mc fundamental 
freq., 20-100 Mc 
overtone 

where A = electrode area, cm 2 25,000 
N = order of mechanical overtone for N = I 
f, = series resonant freq., Mc 

75,000 
for N > 1 

C element 1.465 X l0 6tfr 233T c. 38 X 103 

Q 350 tfr2 

(Fully plated) 
300-1,000 kc 

where t = thickness, cm 
fr = series resonant freq., kc 

D element 3.7 X l06frt 

I 
588t 

I 

c. 

I 

17.2 X 103 
10,000 

Q 400 tf,.2 
(200-500 kc) 

where fr = series resonant freq., kc 
t = thickness, cm 

I I I 

Parallel-resonant Oscillator Circuits. The quartz crystal can be used in any of the 
previously described oscillator circuits where no tap is required on the inductance of 
the frequency-determining resonant circuit. The crystal replaces the actual induct­
ance of the resonant circuit, and the frequency of oscillation will be that frequency 
at which the inductive crystal reactance equals the capacitive reactance presented 
across the crystal terminals by the external circuit. If the crystal is assumed to have 
infinite Q, that is, R1 = 0, and there is no external circuit loading, the actual frequency 
of oscillation Jo can be related to the series-resonant frequency fr of the crystal in the 
following manner: 

✓ C1 
Jose = fr 1 + Co + Ct 

where C1 = capacitance of equivalent crystal series resonant arm 
Co = shunt capacitance of crystal and holder 

(6.38) 

Ce = capacitance of external circuit across which crystal is connected 
Although the frequency variations which can be achieved by varying Ce are quite 
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small, such variations may amount to several parts per million and, therefore, cannot 
be neglected when utmost frequency accuracy is desired. For this reason, the 
capacitance of the oscillator circuit in which the crystal is to be used must be specified 
at the time of manufacture of the crystal, or the circuit capacitance must be variable 
and the precise frequency of oscillation adjusted by comparison with a frequency 
standard. Values of 20 and 32 µµf have been adopted as standard values of oscillator 
circuit capacitance by many manufacturers. 

(O) AIR-GAP MOUNTING 

SPRING PIIESSf/RE ~ 

: "
2222~ll)!~#=;;:~~~:;,ROO£S 

(Cl PRESSURE MOUNTING 

(bl PRESSURE AIR-GAP MOUNTING 

SOLOER CONES 

SOLOER 
BALL 

(dl SOLDER LEAD TYPE MOUNTING 

PLATED ELECTRODE, 
FRONT SURFACE 

OfJARTZ CRYSTAL 

PLATED EL£CTR(){)£, 
REAR SfJRFACE 

(e) CEMENTED LEAD TYPE MOUNTING 

FIG. 6.24. Methods of mounting quartz crystals. 

Several commonly used circuits of parallel-resonant crystal oscillators are shown 
in Fig. 6.25. The Pierce oscillator circuit of Fig. 6.25a is a Colpitts (see Sec. 6.2e) 
oscillator in which the inductance between grid and plate has been replaced by the 
crystal itself. If the circuit is redrawn with the crystal replaced by its equivalent 
circuit, the result is identical to the Clapp oscillator (see Sec. 6.2g). The Q of a quartz 
crystal is higher by a factor of 100 or more than the Q attainable in a physical induct­
ance used in the Clapp or Colpitts circuits. In the modified Pierce circuit of Fig. 
6.25b the plate has been placed at r-f ground instead of the cathode as in Fig. 6.25a. 
The crystal may replace the grid inductance of the tuned-plate tuned-grid (see 
Sec. 6.2c) oscillator as shown in Fig. 6.25c. 

The circuits of Fig. 6.25a, b, and c may all be used in electron-coupled oscillator 
circuits using tetrode or pentode tubes in which the screen replaces the plate con­
nections. The plate circuit of the electron-coupled oscillator contains a parallel reso­
nant circuit tuned to the fundamental or to a harmonic of the crystal frequency. The 
"tri-tet" oscillator circuit of Fig. 6.25d is an electron-coupled modified tuned-plate 
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tuned-grid oscillator with the screen operating at r-f ground potential. This elimi­
nates the requirement of screen-plate neutralization when tetrode tubes are used 
(see Sec. 6.2!). 

Series-resonant Oscillator Circuits. In series-resonant crystal oscillator circuits 
the crystal is connected as a series element in the feedback circuit. If the impedances 
into which the crystal operates are pure resistances, oscillation will occur at the fre­
quency of zero crystal reactance and minimum crystal resistance (see Fig. 6.21) since 
the loop gain will be a maximum at this frequency. This will be very close to the 
series-resonant frequency fr of the crystal. The frequency of oscillation will be 
exactly fr only if the phase shift in the remainder of the circuit is 360°. 

{al "PIERCE' OSCILLATOR 

Cqp, -
>;-
( 

+Ebb 

OUTPUT 

(cl TUNED-PLATE TUNED-GRID OSCILLATOR 

+Ebb 

-=-
{bl MODIFIED 'PIERCE" OSCILLATOR 

+Ebb 

{d) "TRl·TET" OSCILLATOR 

Fm. 6.25. Parallel-resonant crystal oscillator circuits. 

Most series-resonant crystal circuits require more components than parallel­
resonant crystal circuits. They also require tuning of another resonant circuit and 
usually do not permit grounding of either crystal electrode. Two series-resonant 
crystal oscillator circuits are illustrated in Fig. 6.26. In both circuits the crystal 
serves as the frequency selective feedback element between two tubes. 

In the circuit shown in Fig. 6.26b the crystal can be operated on an odd mechani­
cal overtone and a harmonic of the overtone can be produced in the plate circuit of 
the harmonic amplifier. Overtone operation is obtained by placing in parallel with the 
crystal an inductance which is parallel resonant with Co of the crystal at a frequency 
slightly lower than the desired overtone frequency. 

The terminating impedances for the crystal should be as low as the circuit gain 
requirements will permit to achieve maximum frequency stability. Stray capaci­
tances across the crystal terminating resistances shift the frequency of oscillation 
away from the series-resonant frequency fr of the crystal and reduce the loop gain 
and should, therefore, be kept to the minimum value possible. 

Crystal Bridge Circuits. The greatest frequency stability of crystal oscillators is 
achieved in bridge circuits where the crystal forms one arm of either a resistance 
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or a capacitance bridge. One circuit of each type is illustrated in Fig. 6.27. The 
Meacham bridge circuit of Fig. 6.27a is extremely stable and is commonly used in 
frequency standards below 1 Mc. Resistance bridge circuits are limited to relatively 
low frequencies because of the effects of stray capacities. The resistance bridge offers 
improved frequency stability because the amplitude of oscillation can be automatically 
stabilized at a low level by the use of a nonlinear power-sensitive resistive element in 
one arm of the bridge. 

The capacitance bridge is useful at frequencies as high as 200 Mc. In capacitance 
bridge. circuits the shunt capacitance Co of the crystal is balanced out by the other 
bridge capacitances, and the bridge is unbalanced to provide a feedback . signal of 
proper phase at a frequency very close to the series-resonant frequency fr of the 
crystal. 

nf~ 

+Ebb 

(al CRYSTAL OSCILLATOR WITH CRYSTAL AS A SERIES FEEDBACK 
ELEMENT 

(bl HARMONIC OSCILLATOR USING CRYSTAL 
AS SERIES FEEDBACK ELEMENT 

Fm. 6.26. Series-resonant crystal oscillator circuits. 

6.4e. VHF Considerations. Because of the extreme thinness of crystals at high 
frequencies, they are usually operated on overtones at frequencies above 20 Mc. 

In parallel-resonant circuits the crystal must present an inductive reactance at the 
frequency of oscillation, which requires a very high Q crystal for overtone operation. 
For this reason, parallel-resonant crystal oscillator circuits are used primarily at fre­
quencies below 20 Mc for either fundamental or harmonic operation. 

Series-resonant crystal oscillator circuits can be made to operate satisfactorily on 
overtone operation up to about 100 Mc. Operation is limited by shunt capacitances. 
Capacitance bridge circuits can be used up to 200 Mc on overtone operation. 

6.6. UHF Oscillators. As the frequency of operation is increased above approxi­
mately 100 Mc, a number of high-frequency effects must be taken into consideration 
in the design of oscillators. 

6.5a. Tube Limitations at High Frequencies. At frequencies above approximately 
100 Mc, tubes become less efficient as oscillators or amplifiers because of a number of 
factors, the most important of. which are outlined below: 

1. Input Loading Due to Electron Transit Time. (See Sec. 7.4h.) 
2. Input Loading Due to Cathode Lead Inductance. (See Sec. 7.4h.) 
3. Interelectrode Capacitances. The minimum values of capacitance that the 

oscillator resonant circuit can operate with are the capacitances between the elements 
of the tube. At high frequencies, the necessary value of inductance becomes quite 
small and it becomes necessary to use a section of transmission line as the external 
resonant circuit rather than a lumped inductance to resonate with the tube and dis­
tributed capacitances (see Sec .. 20.1). 

4. Lead Inductances. In addition to cathode lead inductance which causes input 
loading, the inductances of the leads of the other electrodes within the tube form 
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minimum values of resonant circuit inductances when the external circuit connections 
are as direct as possible, and thus, together with the tube interelectrode capacitances, 
determine the maximum frequency of operation of the tube. 

5. Distortion of Current Waveform within a Tube Due to Electron Transit Time. 
When the frequency of operation of a class C oscillator or amplifier is high enough 

(0) MEACHAM RESISTANCE CRYSTAL BRIDGE 

{b) BALANCED CAPACITIVE CRYSTAL BRIDGE 

FIG. 6.27. Typical crystal bridge circuits. 

that the time of transit of the electrons from cathode to plate is an appreciable fraction 
of one cycle of the operating frequency, the conventional pulse of current which 
flows at low frequencies (see Sec. 4.4b) becomes distorted because of the differences 
in the velocities of the electrons forming the current pulse due to the variation in plate 
voltage during the pulse. This distortion of the current pulse reduces the amplitude 
of the fundamental component of the current pulse and. thereby reduces the power 
available in the ·plate circuit at the fundamental frequency. 
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6. Increased Plate Dissipation Due to Electron Transit Time. The effective genera­
tor voltage - µ.e"k in the plate circuit is shifted in phase more than 180° with respect 
to e"k by an amount 

f3 = WoacT radians (6.39) 

where Woao = frequency of oscillation, radians/sec 
r = electron transit time from cathode to plate, seconds 

At frequencies of about 100 Mc and higher, this additional phase shift may cause an 
appreciable change in the plate current and plate dissipation of the oscillator tube. 
Reference to Fig. 6.5 will show that a phase angle greater than 180° between euk and 
-µ.e"k will have different effects on the Class I and Class II oscillators. In the Class 

A 

a 

A 

a' 

SECTION A-A 

(a) BUTTERFLY RESONATOR 

2 

(.bl EQUIVALENT CIRCUIT OF A BUTTERFLY RESONATOR 

Fm. 6.28. Butterfly resonator. 

I oscillator, the plate current and plate dissipation will be reduced by the additional 
phase shift due to electron transit time. In the Class II oscillator, the plate current 
and plate dissipation will increase with any additional phase shift in the tube due to 
electron transit time. For this reason, Class I oscillators are 'preferred at high 
frequencies. 

7. Increased Incidental Tube Losses. At high frequencies skin effect causes the 
depth of penetration of currents in the tube leads and elements to be reduced and I 2R 
losses in these parts increase. Also, at high frequencies the tube insulators and glass 
envelope become poorer dielectrics and the dielectric power losses increase. 

The reduction of element spacing in tubes reduces electron transit time and extends 
the maximum useful frequency range, but the smaller spacing makes tube cooling 
more difficult and tends to limit the maximum plate dissipation. Alteration of the 
electrode leads to bring them out separately to minimize interelectrode capacitance 
and electrode configurations which bring the electrodes themselves through the enve­
lope of the tube to eliminate lead inductance altogether aid greatly in extending the 
upper frequency limit of triode and tetrode vacuum tubes. 
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The Colpitts oscillator circuit (see Sec. 6.2e) is particularly suited to high-frequency 

use with conventional triode tubes since the effects of transit-time loading are less 
severe for this type of oscillator and because the cathode lead inductance is not a part 
of the resonant circuit, thereby reducing grid loading and eliminating the effects of 
cathode lead inductance on the feedback path. 

6.5b. Butterfly Oscillators. At frequencies above 100 Mc the self-inductance and 
high loss due to current concentration at the terminals of conventional variable 
capacitors limits the usefulness of lumped LC resonant circuits. An alternate form 
of a variable resonant circuit is the butterfly resonator. It may be used in low-power 
oscillators at frequencies as high as 1,000 Mc and possesses the advantages over 

+Ebb 

RFC 

Cpk 

Frn. 6.29. Butterfly resonator in a Colpitts circuit. 

lumped LC circuits of lower minimum inductance and lower losses at frequencies 
above about 100 Mc. The butterfly resonator is shown in Fig. 6.28a, and its equivalent 
circuit is shown in Fig. 6.28b. The two sets of rotor and stator plates form two 
variable capacitors in series which are in parallel with the two parallel inductances 
formed by the outer rings supporting the upper and lower stator plates. When the 
rotor plates are not fully meshed with the stator plates, they form eddy-current shields 
over parts of the two paralleled inductances and thereby lower the magnitude of the 
inductance. Tuning the rotor decreases capacitance and inductance simultaneously 
and vice versa. The maximum impedance of the resonator is across points 1 and 2, 
and when the rotor plates are either completely meshed with the stator plates or com­
pletely unmeshed, points a and a' are at r-f ground potential. 1 The circuit of a but­
terfly resonator in a Colpitts oscillator is shown in Fig. 6.29. 

6.5c. Parallel-line Oscillators. Another type of oscillator frequently used between 
100 and 1,000 Mc which is suitable for high-power oscillators is the parallel-line2 

oscillator. Typical circuits are shown in Fig. 6.30. In Fig. 6.30a the r-f short is 
achieved by a sliding r-f bypass capacitor. The shorted lines should have an electri­
trical length something less than an odd multiple of a quarter wavelength at the 
frequency of operation, the X/4 mode normally being used. The line is less than X/4 
long by an amount necessary to make the inductive reactance at the line terminals 

1 For greater detail in the design of butterfly resonators, see Radio Research Laboratory 
Staff, "Very High Frequency Techniques," vol. II, chaps. 28 and 30, McGraw-Hill Book 
Company, Inc., New York, 1947. 

2 See Sec. 20.2b. 
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equal to the capacitive reactance at the tube terminals. For a lossless line shorted 
at one end, the reactance at the open end of the line is given by 

X ·z 211"l = J o tanT 

where Zo = characteristic impedance of line 
l = physical length of line 
X = wavelength of operation 

(6.40) 

The characteristic impedances for several configurations of parallel lines with 
respect to a ground plane or chassis are given in Fig. 6.31. The choice of Zo for 

Re -=-
la) GROUNDED-PLATE PARALLEL-LINE OSCILLATOR (bl PUSH-PULL GROUNDED-PLATE 

PARALLEL-LINE OSCILLATOR 

(C) COLPITTS OSCILLATOR WITH PARALLEL- (di PUSH-PULL PARALLEL-LINE OSCILLATOR 
LINE RESONANT CIRCUIT USING CATHODE CHOKES 

Fm. 6.30. Parallel-line oscillator circuits. 

an oscillator is determined by two factors: mechanical layout and loaded Q of the 
oscillator. The size of tubes, pin spacing, and necessity of maintaining extremely 
short lead lengths usually restrict the spacing of the parallel lines. The diameter 
of the lines may be varied within the limits of mechanical construction, ruggedness, 
etc., to achieve the desired Q of the loaded line. For an unmodulated oscillator 
where good frequency stability is desired, the loaded Q should be as high as possible. 
The lower the characteristic impedance of the line, the higher the loaded Q and the 
longer the physical length of the line for a given reactance. In parallel-line oscilla­
tors Zo is commonly between 100 and 1,000 ohms and the loaded Q is between 100 
and 1,000. 

The frequency range in which parallel-line oscillators are used is limited at low 
frequencies by the physical length of the lines and at high frequencies either by the 
electrode lead length within the tube envelope or by elec.tron transit-time effects, 
depending upon which effect is more serious in a particular tube type. 

Power may be coupled out of a parallel-line oscillator by a coupling loop or link 
which is parallel and adjacent to the oscillator line if the output line is balanced with 
respect to ground. A balanced to unbalanced transformer, such as the balun 1 must 
be used if a parallel-line oscillator is to feed an unbalanced transmission line. Direct 

1 See Sec. 20.4d. 
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coupling from a balanced transmission line to a point of. proper impedance on the 
parallel line can also be used to couple power from the oscillator. 

At high frequencies where the line sep1J,ration d is an appreciable fraction of a wave­
length, the parallel-line oscillator will 
radiate considerable power unless the 
lines are completely shielded. The 
shielding should have as low a surface 
resistivity as possible to keep the power 
loss low and the loaded Q as high as 
possible. 

6.5d. Coaxial-line Oscillators. At very 
high frequencies the inductances of elec­
trode leads within the tube are minimized 
by the construction of special tube types 
in which the electrodes are brought 
through the glass envelope for attach­
ment to the external circuit. The light­
house and pencil-triode tubes are typical. 
The coaxial-line resonant circuit lends 
itself to use with this type of tube struc­
ture because the tube elements can most 
easily be constructed to form a uniform . 
continuation of an external coaxial line 
right to the center of the tube. 

The circuit of a grid-separation or 
grounded-grid coaxial-line oscillator is 
shown in Fig. 6.32. This circuit is most 
frequently used in coaxial-line oscillators 
because the connection to the grid must 
necessarily come between the plate and 
cathode connections. Feedback from 
plate to cathode is achieved by capaci­
tive coupling between the two resonant 
lines. For oscillation to take place the 
plate-grid circuit must be tuned to res­
onance at a frequency slightly higher 
than the desired frequency of oscillation, 
and the grid-cathode circuit must be 
tuned to resonance at a frequency slightly 
lower than the desired frequency of 
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Frn. 6.31. Characteristic impedances of 
oscillation. The circuit is that of a parallel-wire transmission lines. 
grounded-grid class I oscillator. 

At frequencies above 1,500 to 2,000 Mc a modified version of the grid-separation 
circuit known as the reentrant oscillator circuit is widely used. An oscillator of this 
type is shown in Fig. 6.33. The length of the grid cylinder and the position of the 
plunger are adjusted so that a portion of the grid-plate voltage is fed back to the grid­
cathode terminals with a 180° phase shift. 

The lower frequency limit of coaxial-line oscillators is restricted by the physical 
length of the line. The high:.frequency limit is determined by electron transit time 
and other uhf effects (see Sec. 6.5a). Several tubes of the lighthouse and pencil­
triode types may be used in coaxial-line oscillators at frequencies as high as 3,300 Mc. 

The same considerations which applied in determining the characteristic impedance 
of the parallel line also apply for the coaxial line. The characteristic impedancP.' 
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of a coaxial line, assuming a lossless line, is given by 

where e == dielectric constant of line 
d1 == outside diameter of inner line 
d2 = inside diameter of outer line 

or 138 de _ r log10-
v E d1 

(6.41) 

Because of the tube structure, the ratio dddi is not very large, e.g., 1.5: 1 to 4: 1, and 
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(b) CIRCUIT OF GRID-SEPARATION OSCILLATOR 

Fro. 6.32. Typical grid-separation coaxial-line oscillator. 

the characteristic impedances of typical coaxial lines in uhf oscillator circuits are 
between 20 and 90 ohms. 

The physical length of shorted line required to have an inductive reactance at the 
open end which is equal to the capacitive reactance of the tube from grid to plate or 
grid to cathode can be determined from Eq. (6.40). 

As in the case of parallel lines, the lower the characteristic impedance of a coaxial 
line, the higher the loaded Q and the longer the physical length of line required to 
present a given reactance at the line terminals. 
, Power may be coupled out of a coaxial-line oscillator by locating a probe (capacitive 
coupling) at a point of high r-f potential, i.e., near the tube end of a >./4 line, or by 
locating a loop (indu9tive coupling) near a current maximum in the coaxial line, i.e., 
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near the shorting plunger in a X/4 line. Examples of loop coupling and probe coupling 
are shown in Fig. 6.34. 

6.6. Microwave Oscillators. At frequencies where the operation of conventional 
space-charge triodes and tetrodes is limited by lead inductance, electron transit 
time, and other uhf effects, power can be 
generated by other types of oscillators 
which utilize electron transit time in their 
operation. The resonant circuits of these 
power generators are cavities which are 
either integral to the tubes themselves or 
surround the tube in such a manner that 
the internal portions of the tube effectively 
form part of the resonant circuit. 

6.6a. Reflex Klystron Oscillators. The 
reflex klystron oscillator is a relatively low 
power oscillator which is generally used as 
the local oscillator in microwave receivers 
and as a low-power signal source. At pres-
ent, these oscillators find application in the -=-

ANODE 

GRID 

frequency range from approximately 500 to 
h 

FIG. 6.33. Re-entrant oscillator circuit. 
30,000 Mc. Most reflex klystrons ave 
power outputs from 10 mw to 0.5 watt, although a few types are available which 
have power outputs as high as 10 watts. 

The circuit of a reflex klystron is shown in Fig. 6.35. The resonator grids and 
associated cavity are at a positive potential with respect to the cathode. The elec­
trons emitted from the cathode which pass through the control grid are accelerated 
toward the resonator grids. The electrons which pass through the resonator grids 
travel on toward the repeller. However, because the repeller is at a potential more 

(OJ CAPACITIVE· PROBE COUPLING (bl INOUCTIVE·LOOP COUPLING 

Fw. 6.34. Methods of coupling power from a coaxial-line oscillator. 

negative than the cathode, the electrons do not reach the repeller. They are decel­
erated by the negative potential gradient between the last resonator grid and the 
repeller, and their forward motion is finally stopped and reversed. The electrons 
then travel back toward the resonator grids. The time required for the electrons to 
travel from the region between the resonator grids toward the repeller and return is a 
function of the various electrode voltages and the distance between the repeller and 
resonator grids. If an oscillation exists at the resonant frequency of the cavity, an 
r-f voltage ec will exist between the two resonator grids. For the period that the 
electrons are between the two grids as they travel from the cathode toward the repeller, 
they will be accelerated or decelerated by the r-f voltage ec by an amount depending 
upon the phase of ec during that period. The period the electrons are between the 
two grids and subject to the accelerating or decelerating effects of the r-f voltage is 
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small compared to one cycle of the r .. f voltage. Electrons which are decelerated by 
the r-f voltage will return to the resonator grid region after a shorter interval than 
those which pass through the grid region when the r-f voltage is zero and whose 

velocities are, therefore, unaffected by 
-350 TO -500 V 
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GLASS ENVELOPE 

the r-f field. Those electrons which are 
accelerated by the r-f field will require a 
longer time before they return to the 
resonator grid space. The electrons ar• 
riving at the resonator grids from the 

EXTERNAL CAVITY cathode are approximately evenly dis­
RESONATOR GRIDS tributed in time. However, those re-

turning to the grids from the repeller 
region will be bunched together since 
the electrons which were accelerated by 
the grids return later than normal while 
the electrons which were decelerated re­
turn sooner than normal. This effect is 
illustrated in Fig. 6.36. 

Since the distribution of electrons from 
-JOOV the cathode is nearly constant over an r-f 

Fm. 6.35. Typical reflex klystron oscillator. cycle, the average energy delivered to the 
electrons by the r-f field during their initial 

travel through the grid region is zero. However, if more electrons return to the 
resonator grid space during a positive half cycle of the r-f voltage than during a 
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FIG. 6.36. Electron bunching in a reflex klystron oscillator. 
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negative half cycle, more returning electrons will be decelerated than will be accelerated 
and the electron beam will deliver energy to the r-f field. This transfer of energy 
from the electron beam to the r..;f field will reinforce the original oscillation in the 
cavity, and oscillation will be sustained. The condition necessary for oscillation is 
that the repeller voltage be adjusted to such a value that a majority of the bunched 
electrons return during the positive half 
cycles of the r-f voltage. 

Instead of the bunched electrons being 
returned on the next positive half cycle 
of the r-f voltage as indicated by the solid 
lines in Fig. 6.36, the repellervoltage may 
be made less negative so that the bunches 
form more slowly and the electrons re­
quire a longer time interval before they 
return to the grids. The bunches may 
thus be returned on later positive half 
cycles, sustaining oscillations at the same 
frequency as before. These conditions 
are known as the voltage modes of oscilla­
tion of the klystron. The lowest mode, 
corresponding to the shortest bunching 
time, is known as the ¾-cycle mode; the 
next mode is the 1¾-cycle mode, etc. 
Three modes of operation for a typical 
reflex klystron oscillator are shown in 
Fig. 6.37. 

1-
::, 
a. 
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::, 
0 

INCREASING NEG_ATIVE VOLTAGE 
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Fw. 6.37. Power output and frequency 
versus repeller voltage for a typical reflex 
klystron oscillator. 

The frequency of oscillation can be varied over a small region by changing the 
repeller voltage and, thereby, changing the bunching time slightly. However, by 
returning the electrons before or after the optimum time, the bunches will be less 
perfectly formed and less energy will be delivered to the r-f field. This means less 
power output, as indicated in Fig. 6.37, and a lower magnitude of r-f voltage ec across 
the resonator grids, which in turn means that the bunches will require more time to 
form. The bunches will be more poorly formed at the instant they arrive at the grid 
region if the repeller voltage is made slightly more negative than the optimum value 
for a particular cavity setting than if the repeller voltage had been made less negative 
by the same amount. This is because the electrons are returned sooner by the more 
negative repeller voltage, allowing less time in the drift space for bunching. If the 
repeller voltage is made less negative, the electrons spend a longer time in the drift 
space, partially compensating for the effects of reduced ec in forming bunches. Thus, 
power output falls off more rapidly when frequency is increased than when it is 
decreased from the optimum value. The range of control is normally taken as the 
frequency variation that can be achieved before the power output has dropped more 
than 3 db. The rate of change of frequency with repeller voltage is normally between 
0.1 and 2 Mc/volt. 

The power output is less on the less negative repeller voltage modes because a 
smaller magnitude of r-f voltage is necessary to optimize bunching for the longer 
bunching periods, and the r-f voltage will automatically adjust itself to that value 
which provides the best bunching at the frequency of oscillation. The electronic 
tuning rate, i.e., megacycles change in frequency per volt change in repeller voltage, 
increases in the lower repeller voltage modes of operation. This is due to the fact 
that the percentage change in frequency is roughly proportional to the percentage 
change in repeller-to-grid potential, and this potential is decreased in the higher­
order modes. 
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Variations in the resonator grid potential have less of an effect upon frequency 
than variations in repeller voltage changes because a change in the resonator grid 
potential produces two effects upon the electron beam which tend to compensate. 
An increase in resonator potential will cause the electrons to undergo greater accelera­
tion, tending to take a longer interval after passing through the grids before being 
returned. However, this voltage increase causes the repeller-resonator grid potential 
to be more negative than before, tending to return the electrons more quickly to the 
grids. The rate of change of frequency with resonator voltage is about one-third as 
high as with repeller voltage changes. 

POWER 
OUTPUT 

""' 

The electronic tuning of the klystron by 
variation of the repeller voltage is cen­
tered about the resonant frequency of the 
resonator-grid cavity, which can be tuned 
mechanically over a relatively wide fre­
quency range. 

6.6b. Magnetron Oscillators. The mul­
tiple-cavity electron-resonance magnetron 
is an oscillator which utilizes the transit 
time of electrons between tube elements as 
does the reflex klystron. Pulse-type mag­
netrons can provide peak power outputs 
ranging from about 5,000 kw at 10 cm to 
about 100 kw at 1 cm, with an average 

-Ebb power of several hundred watts. Mag-
FIG. 6.38. A 12-cavity magnetron. netron oscillators are used at frequencies as 

low as 600 Mc and as high as 35,000 Mc. 
The end view of the cavity structure of a typical multicavity magnetron is shown 

in Fig. 6.38. It consists of a cylindrical diode with the cathode at the center and an 
anode composed of several resonant cavities around the outside. A constant mag­
netic field is applied in a direction parallel to the axis of the cylinder, and a d-c poten­
tial is applied between cathode and anode. The forces of the radial electrostatic field 
and the perpendicular magnetic field cause the electrons which are emitted from the 
cathode to travel cycloidal paths, the periods of which are determined by the mag­
netic-field intensity and the electric field gradient (see Sec. 2.lb). The direction of the 
cycloidal path is determined by the directions of the electric and magnetic fields exist­
ing in the region of the electron when it is emitted. The electric field is the resultant 
of the electrostatic field between cathode and anode and the r-f electric field across 
the cavity gaps. If the magnetron is in operation in the most fundamental (1r) mode, 
the r-f fields across the cavity gaps at one instant of the r-f cycle will have the polarity 
and direction shown in Fig. 6.39. The mode of operation of a magnetron, i.e., the rela­
tive phases of the r-f field across adjacent cavity gaps, is established by strapping 
together anode segments having the same r-f potential. This is illustrated in Fig. 6.38 
for a magnetron operated in the fundamental 1r mode (180° phase shift between adja­
cent cavity gaps). Depending upon the direction of the combined d-c and r-f electric 
fields at the region where the electrons are emitted, they will either spiral outward 
toward the anode, traveling in a cycloidal path, or they will spiral back to the cathode. 
The former case is shown in Fig. 6.40a. The electrons which travel toward the anode 
move at a constant average velocity Ve having a component in the direction opposite 
to the d-c electric-field and a component in the direction of the r-f electric-field. As a 
result, the average kinetic energy tends to be increased by Ede and reduced by Ert, thus 
providing a transformation of energy from the d-c field to the r-f field. At each cusp 
in the cycloidal path the electron kinetic energy is zero, and all of the energy imparted 
to the electron by the d-c field has been transferred to the r-f field. The electrons 
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0mitted at point a in Fig. 6.40b with the r-f field as shown will progress as indicated 
by the solid line, transferring all of their energy to the r-f field at each cusp. After 
the electrons reach region c they will start to travel back to the cathode and absorb 
energy from the r-f field because of the reversed direction of the r-f electric field across 
the adjacent cavity gap unless the polarity of the r-f field is changed by 180°. The 

~M__.--,r 
Frn. 6.39. Equivalent circuit of a multiple-cavity magnetron. 

Erf /J!RECT!ON OF MAGNETIC r!ELO 
INTO PA6£ 

(a) MOTION OF ELECTRON HAVING ZERO INITIAL VELO­
CITY AT CATHODE SURFACE UNDER THE INFLUENCE 
OF THE MAGNETIC ANO ELECTRIC FIELD FORCES 

(bl MOTION OF ELECTRONS EMITTED FROM MAGNETRON 
CATHODE 

FIG. 6.40. Electron paths in a multiple-cavity magnetron. 

r-f voltage across each cavity gap reverses polarity each half cycle, and if the fre­
quency is correct, the polarity of the r-f voltage will be reversed as the electrons reach 
region c and they will continue on to the anode, transferring their energy to the r-f 
field. Proper adjustment of the magnetic field and d-c electric field will cause the 
electrons to progress laterally the width of one cavity each half cycle of the r-f volt­
age, and oscillation will be sustained in the cavities. 

The kinetic energy of the electron when it strikes the anode is only that net energy 
it has received from the d-c field and not transferred to the r-f field between the last 
cusp of its cycloidal path and the anode. If the electron path contains several cusps 
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before reaching the anode, the energy of the electron when it strikes the anode will be 
small and the efficiency of energy transfer from the d-c field to the r-f field will be 
large. The electrons emitted from the cathode at the regions where the r-f field 
accelerates them and transfers energy to the electrons are returned to the cathode 
because the paths of these electrons are in a direction as shown at b in Fig. 6.40b. 
The average paths of these electrons will be much shorter than those of the electrons 
traveling to the anode, and consequently much more energy is transferred to the r-f 
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Fm. 6.41. Performance chart for a typical pulse magnetron. 

field than is absorbed from it. The efficiency of high-power pulse magnetrons is 
in the order of 60 per cent at 1,000 Mc and 30 per cent at 30,000 Mc. 

The electrons which are returned to the cathode strike it with a velocity sufficient 
to emit secondary electrons, and the kinetic energy of these electrons is high enough to 
increase considerably the temperature of the cathode surface. This effect is known 
as cathode back-heating. To maintain the cathode temperature at a satisfactory value, 
the filament power to magnetrons is reduced as the average magnetron power and 
the resulting back-heating power are increased. In certain pulse-type magnetrons, 
such as the 2J51, the external filament heating power is removed entirely when the 
tube is operating at full power. 

The performance of magnetrons is specified by two plots of its characteristics: the 
performance chart and the Rieke diagram shown in Figs. 6.41 and 6.42, respectively. 
The performance chart relates applied voltage, magnetic-field strength, and current 
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to frequency, power output, and efficiency for a particular magnitude and phase 
of the magnetron load impedance. The Rieke diagram relates the power output and 
frequency of operation to the phase of the load impedance at the magnetron output 
connection and the standing wave ratio of the load. The pushing of a magnetron 

PRF = 2000 CPS 
PULSE WIDTH = I MICROSECOND 
MAGNETIC FIELD = 1300 GAUSS 

PEAK PULSE CURRENT=l2.5 AMP 

,so• 

o• 
-0 

0 = DISTANCE OF VSWR MINIMUM 
FROM TUBE FLANGE 

R= VSWR 

Fm. 6.42. Rieke diagram of a typical pulse magnetron. 

(0) TUNING OF MAGNETRON BY 
VARYING MAGNETIC FIELD 
IN CAVITIES 

ANODE 
BLOCK 

TU/VI/VG RI/VG 

'L <c!~::: 
BLOCK 

CATHODE CAVITIES 

(bl TUNING OF MAGNETRON BY VARYING THE 
CAPACITY BETWEEN THE STRAPS CON­
NECTING ALTERNATE ANODE SEGMENTS 
OF A STRAPPED MAGNETRON 

Fro. 6.43. Methods of tuning multicavity magnetrons. 

is the change in frequency of oscillation for a specified variation in anode supply 
voltage for a fixed-load condition. It can be obtained from the performance chart 
of a magnetron. The pulling of a magnetron is the change in the frequency of 
oscillation for a specified change in the amplitude and phase of the standing wave 
at the magnetron output flange for a fixed supply condition. It can be obtained 
from the Rieke diagram. 



6-38 ELECTRONIC DESIGNERS' HANDBOOK 

Power is coupled out of magnetrons either by a loop inserted at a point of high r-f 
magnetic-field intensity within one of the cavities or by a slot located in the side wall 
of one cavity at a high current point. The slot feeds a waveguide transmission line. 

A magnetron may be tuned by varying the resonant frequency of the cavities in 
some manner. Two methods of tuning are indicated in Fig. 6.43. 

6.6c. Backward-wave Oscillators. By transferring the energy of an electron beam 
to an electromagnetic field in a nonresonant structure it is possible to construct a 
microwave power oscillator which can be voltage-tuned over a wide frequency range. 
The exchange of energy between the electron beam and the field wave is conveniently 
achieved by causing the wave to propagate along a helix through the center of which 
the electron beam is passed as illustrated in Fig. 6.44. As the wave propagates along 
the helix, the axial velocity of the wave is reduced to approximately that of the elec­
tron beam, and as a result of the continuous action of the electric field upon the elec­
trons, the electrons in the beam are formed into bunches. The bunched electron 

Frn. 6.44. Construction of a typical backward-wave oscillator. 

beam in turn induces a field on the helix structure as it progresses down the helix. 
The bunching ideally increases as the square of the distance traveled by the electrons 
along the helix, and, consequently, the induced field increases as the square of the 
distance traveled by the electrons. If the group velocity (see Sec. 20.lb) of the field 
wave is from the collector to the electron gun, so that power is transferred along the 
helix in this direction, the electron beam which is progressively bunched by the ini­
tially applied wave will induce a field wave propagating from the collector end of the 
helix toward the electron gun which, if the helix is of sufficient length, will be greater 
than the applied wave at the gun end. This wave in turn increases the current wave 
of the succeeding electron bunches which in turn increase the induced field wave, etc. 
The result is an oscillation at the frequency where this condition of effective positive 
feedback between the electron beam and the field is satisfied. This condition con­
stitutes a wave having a phase velocity (see Sec. 20.lb) toward the collector and a 
group velocity toward the electron gun. 

The tube will oscillate with minimum beam current at the frequency at which the 
successive induced field waves add with the minimum difference in phase at the gun 
end of the helix. By varying the cathode-to-helix voltage, the velocity of the electron 
beam is changed and the wavelength of the induced wave on the helix which can pro­
gressively bunch the electrons traveling at this new velocity changes. The helix is 
terminated in a matched load at the collector end, and power is coupled from the 
helix at the gun end. The electron-beam current density and, consequently, power 
output are controlled by the anode-cathode potential in the gun structure. Since 
only those electrons passing close to the helix interact with the wave propagated 
along the helix, the efficiency of a backward-wave oscillator is improved by employing 
a hollow electron beam. The electron-beam path is made to approach the helix with 
a minimum of divergence by employing a strong axial magnetic field for focusing of 
the beam. 

Tuning ranges of 2: 1 are achievable in backward-wave oscillators having power 
outputs of approximately 1 watt or less. A cathode-to-helix voltage change of 
approximately 8: 1 is required to secure the 2: 1 frequency change. Power output 
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typically varies by a factor of 3: 1 over a 2: 1 frequency range, being highest at the 
high frequencies where the cathode-to-helix voltage and input power are highest. 

Backward-wave oscillators can be frequency-modulated by varying the cathode-to­
helix voltage and amplitude-modulated by varying the cathode-to-anode voltage. 
The minimum achievable pulse rise time is limited by the propagation of the wave 
along the helix. This is typically 0.05 to 0.1 µsec. 

6. 7. RC Oscillators. The condition necessary for oscillation, that is, µB = 1, can 
be obtained in vacuum tube circuits which contain only resistance and capacitance. 
RC oscillators are extensively used as oscillators in the frequency range of a few 

-::-

..._____.J....__C/a___.r 2 

(OJ THREE-SECTION PHASE-LEAD PHASE-SHIFT (Cl THREE-SECTION PHASE-LAG PHASE-SHIFT OSCILLATOR 
OSCILLATOR 

(bl FOUR-SECTION PHASE- LEAD PHASE- SHIFT {dl FOUR-SECTION PHASE-LAG PHASE-SHIFT OSCILLATOR 
OSCILLATOR 

Frn. 6.45. Phase-shift oscillator circuits. 

cycles to 100 kc. Their principal advantages over LC oscillators are the elimination 
of large and costly inductances and the property that frequency varies inversely 
with changes in R or C rather than inversely as the square root of Lor C as in an 
LC oscillator. 

6.7a. Phase-shift Oscillators. The phase-shift oscillator is a single-tube oscillator 
in which the output signal from the tube is shifted in phase by three or more cascaded 
RC networks to provide 180° phase shift at a specified frequency. The circuits of 
phase-shift oscillators containing three and four cascaded RC networks are shown in 
Fig. 6.45. The necessary phase shift can be obtained from either phase-lead net­
works or phase-lag networks. Three or more network sections are required to 
achieve the necessary 180° phase shift. The voltage gain of the tube necessary to 
provide a loop gain of unity is determined by the attenuation through the network, 
which varies as a function of the number of cascaded sections and the value of a (see 
Fig. 6.45). The frequency of oscillation is also a function of the number of cascaded 
sections and the value of a. 

Phase-lead RC Oscillators. The equivalent circuits for the phase-lead oscillators 
are given in Fig. 6.46. The equivalent generator voltage is Aec, where 

A= µRb 
- rp + Rb (6.42) 
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The equivalent source impedance R. is given by 

R-~ 
' - rp + Rb 

(6.43) 

In order to sustain oscillation in the phase-lead oscillator, the minimum required gain 

C/4 C/42 C C/o C/42 c/oJ 

T 
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o'R l 
(O) EQUIVALENT CIRCUIT OF THREE SECTION 

PHASE-LEAD OSCILLATOR CIRCUIT 
(bl EQUIVALENT CIRCUIT O• FOUR SECTION PHASE-LEAD 

OSCILLATOR CIRCUIT 

FIG. 6.46. Equivalent circuits of phase-lead RC oscillators. 

Ar of the stage in the absence of the loading of the phase-shift network is given by Eqs. 
(6.44) and (6.46). For the three-section phase-lead oscillator 

Ar = - [s + 12 + 2_ + ! + R. (9 + 11 + !) -1- (R•)2 (2 + ~)] (6.44) 
a a 2 a 3 R a a 2 R a 

The frequency of oscillation for the three-section phase-lead oscillator is given by 

1 
WollC == ~--;:===:::==========:= 

RC ✓3 + ~ + _!_ + R. (2 + ~) 
a a2 R a 

(6.45) 

For the four-section phase-lead oscillator 

A-= - {-
3- [2 + ~ + _!_ + R. (1 + !)] 

. (woscRC) 2 a a2 R a (c..•oscRC) 4 

1 

- R. ( 1 + ! + _! + _!_) - 1} 
R a a2 a3 

(6.46) 

where "'oscRC = normalized frequency of oscillation given by Eq. (6.47) 
The frequency of oscillation for the four-section phase-lead oscillator is given by 

RC 
4 +~ + R. 

a R 

(6.47) 

The required values of gain Ar for the three-section and four-section phase-lead 
networks are plotted as a function of a for various ratios of R./R in Figs. 6.47 and 
6.48, respectively. The frequency of oscillation, assuming no additional phase shifts 
due to tube capacitances or other causes, is given for the three-section and four-section 
phase-lead oscillator circuits as a function of a for various ratios of Rs/R in Figs. 6.49 
and 6.50, respectively. If 

1 
R,«R+-;------c 

JWollC 
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the phase of the voltage at the plate of the oscillator tube will be essentially 180° 
out of phase with the grid voltage, resulting in an input capacitance to the tube of 

Ci < Cgk + Cgp(l + IAr]) (6.48) 

where Ar = minimum value of unloaded stage gain required for oscillation 
This capacitance should have a reactance at least ten times the magnitude of the 
shunt resistance of the last network section if the additional phase shift caused 
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FIG. 6.47. Minimum values of unloaded stage gain for a three-section phase-lead RC 
oscillator. 
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FIG. 6.48. Minimum values of unloaded stage gain for a four-section phase-lead RC 
oscillator. 

by Ci is to be neglected. If R. is not negligible compared to R + ~C' the grid-
Jwosc · 

plate capacitance will cause a resistive component to be present at the tube input. 
This may limit the maximum value of the effective shunt resistance of the last 
network section. 

The steps to be followed in the design of a phase-lead RC oscillator are: 
1. Select a tube with a highµ, low rp, and low Cgp• Therefore, a tube with a high gm 

is preferable. A pentode is suitable, but triodes are more often usP.d. If a twin triode 
is used, the second half may be used as a cathode follower, thus providing a low source 
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impedance for the phase-shift network. This reduces the required gain Ar as indi­
cated in Eqs. (6.44) and (6.46) and Figs. 6.47 and 6.48. 

2. Select a value of load resistance Rb. 
3. Determine R. from Eq. (6.43). 
4. Determine A from Eq. (6.42). 
5. Determine the maximum value of the shunt resistance of the last network 

section. 
6. Determine whether a three- or four-section network is to be used. 
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a 
FIG. 6.49. Normalized frequency of oscillation of a three-section phase-lead RC oscillator. 

0 

FIG. 6.50. Normalized frequency of oscillation of a four-section phase-lead RC oscillator. 

7. Select a trial value of both a and R. Determine R./R and from Fig. 6.47 or 6.48 
determi11e Ar, the required minimum value of A. If the value found in step 4 is 
larger than this minimum value, the values of a and R selected will be satisfactory. 
If the value of A in step 4 is not large enough, assume a larger value for Rand/or a and 
redetermine R./ R and Ar, 

8. From Fig. 6.49 or 6.50, whichever is applicable, determine WoacRC from the 
selected values of a and R./R. 

9. Determine C and the other resistances and capacitances in the remaining net­
work sections. 

10. Check the effeet of Cup• 

The phase-lead oscillator circuit is most useful at frequencies of a few cycles per 
second and lower where the time constant of the grid blocking capacitor Cc and the 
grid resistor Re required in a phase-lag oscillator must be several seconds or more in 
order not to introduce an undesired phase shift. 

Phase-lag RC Oscillators. The circuits of three- and four-section phase-lag RC 
oscillators are given in Fig. 6.45c and d, respectively. In the phase-lag oscillator the 
parallel combination of rp and Rb is made equal to R, the desired resistance of the first 
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section. In order to sustain oscillation, the minimum required values of gain A, in 
the absence of the loading of the phase shift network are given by Eqs. (6.49) and 
(6.50) for the three and four-section phase-lag circuits, respectively. 

where 

_ (8 + 12 + J_ + !) (three-section) 
a a 2 a 3 

- [ ( 4 + ~ + ~) (1 + B) - B 2
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Frn. 6.51. Minimum valuee of unloaded stage gain for three- and four-section phase-lag RC 
oscillators. 

The frequencies of oscillation for the three- and four-section phase-lag networks are 
given by Eqs. (6.51) and (6.52), respectively. 

Woso RC 
(three-section) 

✓4 + 3/a + 2/a2 + 1/a3 

4 + 3/a 
Wosc = -----R-C--'------ (four-section) 

(6.51) 

(6.52) 

The minimum required unloaded gain A,. and the normalized frequency of oscillation 
woscRC for the three- and four-section phase-lag oscillator circuits are given in Figs. 
6.51 and 6.52, respectively. 

The phase-lag oscillator circuit also possesses the advantage that the tube input 
capacitance can be made part of the last shunt capacitor C /an. Since in triodes the 
input capacitance due to Miller effect may be large, this is a distinct advantage over 
the phase-lead oscillator circuit. When approximately 60° phase shift is obtained 
per section in the three-section phase-lag circuit (a > 4), the input resistance and 
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capacitance of the amplifier including the effect of feedback through the grid-plate 
capacitance of the tube may be approximated by 

C ( 
IArl) 

i ~ Cgk + 1 + 4 Cup 

R 2.3 
x ~ WoscCgplArl 

(6.53) 

(6.54) 

When there is approximately 45° phase shift per section in the four-section phase-lag 
circuit (a > 4), the input resistance and capacitance of the amplifier due to feedback 
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Fm. 6.52. Normalized frequency of oscillation of three- and four-section phase-lag oscilla­
tors as a function of a. 

through the grid-plate capacitance of the tube may be approximated by 

(6.55) 

(6.56) 

The steps to be followed in the design of a phase-lag oscillator are given below: 
1. Select a tube with a high µ, low r P, and low Cup• Therefore a high gm tube is 

preferable. A pentode is quite satisfactory, but triodes are more often used. If a 
twin triode is used, the second half may be used as a cathode follower, thus providing 
a low value of R which allows a high value of a. 

2. Determine Rb. For the total grid circuit resistance, that is, Re in parallel with 
Rx, not to introduce an appreciable phase shift by virtue of being in parallel with the 
shunt capacitance of the last network section, the total grid circuit resistance should 
be between five and ten times the reactance of the shunt capacitance at the frequency 
of oscillation. The input resistance Rx due to feedback will be at least five times the 
reactance of the shunt capacitance if the resistance R of the first section is selected to 
be 

(three-section) 

(four-section) 

(6.57) 

(6.58) 

Since the grid circuit resistor Re is in parallel with Rx, R should be made somewhat 
less than the value given by Eq. (6.57) or (6.58). Assume a trial value of Rb and 
determine the maximum allowable value of a from Eq. (6.57) or (6.58). 

3. Determine Ar from Fig. 6.51 using the value of a found in step 2. If it is less 
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than the value of A given by Eq. (6.42), the value of a found in step 2 is satisfactory. 
If the value of A,. from Fig. 6.51 is not less than that given by Eq. (6.42), a new value 
of R should be assumed and steps 2 and 3 repeated. 

4. The value of C is determined from Fig. 6.52. 
5. The resistances and capacitances of the remaining network sections are deter­

mined. 
The phase-shift oscillator is normally used for fixed frequency operation because 

minimum tube gain is required with unequal values of R and C in successive sections. 
For variable frequency operation all sections can be made identical and a three- or four­
gang variable resistor or capacitor used. Since frequency varies inversely with capaci­
tance and resistance in the phase-shift oscillator instead of varying inversely as the 
square root of capacitance and inductance as in LC oscillators, a given range of 
capacitance variation results in an increased tuning range in the phase-shift oscillator. 

The amplitude of oscillation in a phase-shift oscillator is determined by non­
linearities in the tube, i.e., grid conduction and plate current cutoff. Grid-leak bias 
alone is usually not satisfactory if low distortion is desired because the high charging 
impedance when the grid conducts makes the rectification efficiency of the grid low, 
and the grid must conduct over a relatively large portion of the cycle to obtain ade­
quate bias. Cathode bias helps greatly to improve the waveshape of the oscillator. 

Example 6.1 

Design a phase-shift oscillator to operate at 5,000 cycles utilizing one-half of a 12AT7 
tube in a three-section phase-lag circuit. Assume a plate supply voltage of +250 volts. 

T 
c/42 ec 

..____.,___+---oj 
(0) CIRCUIT OF THE THREE-SECTION PHASE-LAG OSCILLATOR (b) EQUIVALENT CIRCUIT 

Frn. 6.53. Circuit of a phase-lag oscillator for Example 6.1. 

Solution 

1. Determine Rb. 
See Figs. 6.53 and 6.54. Rb can be obtained from Eq. (6.57) once the r11 and Om of the 

tube at the operating point have been found and Cgp has been determined. The grid-to-plate 
capacitance of the 12AT7 is approximately 1.5 µµf. To this should be added another 
1.0 µµf for socket and wiring capacitances. Thus 

Cgp ~ 2.5 µµf 

Assume a trial value of Rb of 25 kilohms and construct the load line as shown in Fig. 6.54 
Assume a tentative bias of -1.6 volts and, therefore, a plate current of 4.0 ma. At this 
operating point 

/j,Jb 
Om = !J.Ec = 5,300 µmhos 

rp = ::: = 16.0 kilohms 
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Therefore, from Eq. (6.57) 

Tp + Rb 
a < ---=;===== 

- rpRb V 1.26WoscCgp{lm 

< 16.0 X 103 + 25 X 10s 

- 16.0 X 103 X 25 X 103 Vl.26 X 21r X 5,000 X 2.5 X 10-12 X 5.3 X 10-3 

~ 4.48 

Thus the ratio of R to input resistance due to feedback is low enough that an a of 4.48 
could be used. However, since Re in parallel with Rx will lower the total grid input resist­
ance, a should be made less than 4.48 to minimize the reduction in phase shift due to Re, 

(/) 
UJ 

~ 20 t----t--+---' 
::i; 
<I 

j 
:E 
~ IOt<.:-J-.----t_.-t-~-1---1---++--.~ 
5 
Q. 

I 00 200 300 400 
PLATE VOLT~ 

Fro. 6.54. Tube char_acteristic curves for Example 6.1. 

Select a value of a of 4. The required amplifier gain Ar is then 11.5 (see Fig. 6.51). The 
amplifier gain A is given by 

A -µRb 

= Tp + Rb 

= -51.7 

-5,300 X 10-e X 9.76 X 103 

Thus, the gain margin for oscillation is ample. 
2. Determine Rk and Ck 
A bias of -1.6 volts is desired at the operating point. The necessary value of cathode 

resistor to obtain this value of cathode bias is 

1.6 
Rk = 

4
_
0 

X 
10

_
3 

= 400 ohms 

This cathode resistor should be bypassed by a capacitance having a reactance of Rk/100 
or less in order that the phase shift due to the incompletely bypassed cathode resistor not 
appreciably affect the frequency of oscillation (see Sec. 3.10 and Fig. 3.28). A 10-µf 
capacitor has a reactance of 3.18 ohms at 5 kc. Therefore, let 

3. Determine C. 
From Fig. 6.52, the value of WoscRC for a three-section network having a value of a of 4 

is seen to be 1.9. Thus 

1.9 
21r X 5 X 103 X 9.76 X 103 

= 6,200 µµ,f 

4. Determine the resistance and capacitance values for the remaining network com­
ponents (R = 9.76 X 103 ohms from step 1). 
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aR = 4 X 9.76 X 103 = 39 kilohms 
a2R = 156 kilohms 

C 
;; = 1,550 µ,µ./ 

C a2 = 388 µ,µ,/ 

Ci~ Cgk + ( 1 + '!') Cg'JI 

~ 3.5 + ( 1 + 5~·
7

) 2.5 

= 38.3 µ.µ.f 

Therefore, CI a 2 should be reduced by 38.3 µ.µ.f, or 

C a2 ~ 350 µ.µ,f 

5. Determine Re and Cc, 
From Eq. (6.54), the input resistance due to feedback is given approximately by 

2.3 
~ 21r X 5 X 103 X 2.5 X 10-12 X 51.7 
~ 567,000 ohms 

The parallel combination of Re and Rx should be equal to or greater than 

5a2 

WoacC = 411,000 ohms. 
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Therefore, let Re = 2 megohms. The reactance of Cc should be approximately Rc/100 or 
less in order that the phase shift of the coupling network not appreciably affect the fre­
quency of oscillation. Therefore, let Cc = 0.01 µ.f. 

6. 7b. Other Types of RC Feedback Circuits. There are numerous other RC net­
works which can be used to provide either 180 or 0° phase shift at a specific frequency 

Frn. 6.55. Feedback network for RC oscillators. 

and can, therefore, be used as feedback networks for an RC oscillator. A commonly 
used network is shown in Fig. 6.55. This network provides 0° phase shift at a fre­
quency given by 

1 
Jose = 21rRC (6.59) 

It must be used in an oscillator where the required phase shift in the feedback path 
at the frequency of oscillation is 0°. The gain 1/ Ar through the network at foac is 
plotted as a function of the ratio a in Fig. 6.56. The required amplifier no-load gain is 
Ar provided the amplifier output impedance is included as a part of aR in Fig. 6.55. 
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This network is frequently used where a relatively wide tuning range is desired. The 
ratio a is then made equal to unity, and a two-gang variable capacitor is used to tune 
the oscillator. The frequency varies inversely with C rather than as yC as in LC 
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Frn. 6.57. Gain and phase shift cJ, of network of Fig. 6.54 for a = 1. 

oscfllators. The attenuation and phase shift of the network as a function of frequency 
for a equal to unity is shown in Fig. 6.57. 

Another type of RC network which may be used to provide feedback paths having 
either 180 or 0° phase shift at a selected frequency is the parallel-T network. 1 

1 The parallel-T network having positive and negative transfer constants is discussed in 
Sec. 16.2b. Certain additional advantages may be achieved by the use of RLC Bridged-T 
networks as discussed in Sec. 16.2a, 
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The design requirements of a receiver depend upon the intended application. The 
suitability of a particular type to a specific application is measured by its ability to 
meet the performance requirements, i.e., sensitivity, noise figure, selectivity, gain, 
bandwidth, phase and amplitude linearity, image rejection, etc. 

Design information on r-f and i-f amplifiers, mixers, local oscillators, detectors, 
superheterodyne receivers, tuned radio frequency (trf) receivers, crystal video 
receivers, superregenerative receivers, and f-m receivers is presented. A discussion 
of noise and its effects on receiver performance is also included. 

7.1. Classification of Receivers. A receiver is any device which accepts and 
demodulates r-f signals to obtain the· information or intelligence contained in the 
signal. In most applications it is necessary to amplify the demodulated signal to a 
level suitable for use. Since the amplitudes of the signals at the input to the receiver 
are ordinarily extremely small, a typical receiver must amplify the received signal 
by a factor of several thousand before the signal is of sufficient amplitude to be of use. 
This amplification may be accomplished before and/or after the signal has been 
demodulated. 

The intelligence contained in the r-f signal may be in the form of continuous-wave 
(c-w) amplitude modulation, frequency modulation, pulse-amplitude modulation, 
pulse-length modulation, pulse-time modulation, etc. 

Receivers are divided into the following types: superheterodyne, tuned r-f, regenera­
tive and superregenerative, crystal video, and f-m. 

In the superheterodyne the r-f signal is converted to an intermediate frequency 
where it is amplified and then demodulated. 

The trf receiver is one in which the r-f signal is amplified to a relatively high 
level by tuned amplifiers resonant at the frequency of the incoming signal and then 
demodulated. 

In regenerative and superregenerative receivers amplification is increased by the 
use of a controlled amount of positive feedback. In the regenerative receiver, the 
greatest amplification (sensitivity) is obtained when the amount of feedback is slightly 
less than that required for oscillation. In the superregenerative receiver an r-f 
amplifier or plate detector having sufficient positive feedback to cause oscillation is 
made nonoscillatory periodically by the application of a quench signal which may be 
developed from the oscillating stage or be obtained from an external source. Super­
regeneration provides considerably more amplification in a single stage than does 
regeneration. 

The crystal video receiver is one in which the r-:f signal is demodulated by a crystal 
diode detector at a low signal level prior to amplification. The demodulated signal 
is then amplified to a usable level by audio-frequency or video-frequency amplifiers. 

Frequency-modulation receivers are capable of accepting a frequency-modulated 
signal and converting the frequency variations into amplitude variations and may be 
of the superheterodyne, trf, or superregenerative type. 

7.2. Noise. Noise can be defined as any random or aperiodic signal which inter­
feres with the extraction of intelligence from a desired signal. Other types of inter­
ference of a periodic nature, such as engine ignition radiation, vibration, hum, and 
other unwanted signals, are frequently considered to constitute noise inasmuch as 
the:v also interfere with the recognition of a desired signal. The effect of any type 
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of noise in a receiver is to limit the minimum signal amplitude which the receiver can 
demodulate satisfactorily. 

The noise present at the receiver output terminals may have originated at a number 
of sources. Table 7.1 lists the major sources of noise and classifies the source accord­
ing to whether it is external or internal to the receiver and its antenna. 

TABLE 7.1. MAJOR SouRcEs OF NorsE 
Noise Sources External to 

Receiver and Antenna 
Atmospheric noise 
Cosmic noise 
Man-made noise 
Precipitation static 
Antenna radiation noisfd 

Noise Sources Internal to 
Receiver and Antenna 

Thermal noise 
Vacuum-tube noise 

Shot-effect noise 
Plate shot-effect noise 
Grid-induced shot-effect noise 

Flicker-effect name 
Secondary-emission noise 
Positive-ion noise 

Contact and breakdown noise 
Magnetic-fluctuation noise 

7.2a. Atmospheric Noise. Atmospheric noise, often called static, is generated by 
disturbances such as electrostatic discharges between clouds. The noise thus pro­
duced varies in intensity with frequency, time of day, geographical location, and 
weather. The energy of this impulse type of noise is distributed primarily throughout 
a major portion of the spectrum below 50 Mc. Atmospheric noise is propagated in 
exactly the same manner as radio signals of the same frequency, and its intensity 
at any location is thus dependent upon propagation conditions. At frequencies 
above 50 Mc, less atmospheric noise is generated, and there is normally very little 
reflection from the ionosphere. Consequently, atmospheric noise above 50 Mc is 
lower in intensity and is local in origin. Figure 7.1 illustrates the typical variation in 
atmospheric noise as a function of frequency and time of day for a particular location. 

Interference due to atmospheric noise can be minimized by utilizing the following 
techniques: (1) reduction of receiver bandwidth so that the sidebands of the highest 
modulating frequency desired fall just within the receiver passband, (2) amplitude 
limiting in the receiver in cases where the nature of the noise is such that the noise 
signals are of high amplitude and rather widely spaced in time, (3) utilization of a 
directive-receiving antenna when the major source of the noise is in a direction other 
than that from which the desired signal originates, (4) utilization of a high-gain, 
directive-transmitting antenna to increase the signal-power density at the receiving 
antenna, and ( 5) the use of high transmitter power. 

7.2b. Cosmic Noise. Cosmic noise originates in the regions beyond the earth's 
atmosphere. By convention, cosmic noise is subq.ivided into two categories: solar 
noise and galaxy noise. Solar noise is radiated by the sun, and galaxy noise is all 
other noise arriving from interstellar space. The largest source of galaxy noise 
appears to be near the constellation Sagittarius. It is believed that cosmic noise is 
principally due to celestial-body thermal noise, i.e., noise radiated by celestial bodies 
because of their temperature. However, measurements of solar noise show that the 
black-body temperature of the sun is insufficient to cause thermal noise to be the 
entire source of solar noise. 1 

The intensity of interstellar noise is very low. In the absence of man-made noise 
and atmospheric noise, however, it may be the factor which limits a receiver's min­
imum detectable signal in the range of 10 to 300 Mc. 

1 H. V. Cottony and J. R. Johler, "Cosmic Radio Noise Intensities in the VHF Band," 
Proc. IRE, September, 1952. 
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7.2c. Man-made Noise. Man-made noise is produced by high-voltage power-line 
leakage, aircraft and automobile ignition systems, brush motors, diathermy, 
industrial heating generators, etc. Although all of these sources do not produce 
interference which is random, this interference is often considered to be noise. The 
intensity of this type of interference is greatest in cities and industrialized areas. 

7.2d. Precipitation Static. Precipitation static often occurs in aircraft passing 
through snow, rain, or the electric fields of thunderclouds. Under these conditions, 
the aircraft may become charged to a sufficiently high potential with respect to the 
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Fm. 7 .1. Relative magnitudes of the major sources of r-f noise at various frequencies as 
measured by a receiver having a bandwidth of 10 kc and using a half-wave dipole antenna. 
(" Reference Data for Radio Engineers," 3d ed., Federal Telephone and Radio Corpora­
tion, 1951.) 

surrounding space that a corona discharge takes place at sharp points on the surface 
of the plane. The disturbance created by the corona discharge consists of a strong 
induction field in which the electrostatic field is much stronger than the magnetic 
field. 

Precipitation static can be minimized by using electrostatically shielded loop 
antennas, by equipping the aircraft with static dischargers which allow any accumu­
lated charge to leak off slowly through a high resistance, and by locating the antennas 
as far as possible from the points of corona discharge. 

7.2e. Contact and Breakdown Noise. Contact and breakdown noise is due to the 
breakdown of insulation or the interruption of minute paths within components. 
This type of noise exists in addition to thermal noise in some types of resistors. Con­
tact and breakdown noise can be minimized by taking proper precautions in the 
manufacture of components. 

7.2/. Thermal Noise. The free electrons in any conductor are in continuous motion. 
This motion is compietely random and is the result of thermal agitation. The effect 
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of this electron motion is to cause minute voltages which vary in a random manner 
to be developed across the terminals of the conductor. This phenomenon was 
demonstrated by J.B. Johnson in 1928, and consequently thermal noise is sometimes 
referred to as Johnson noise. At the same time, H. Nyquist showed on the basis of 
the statistical theory of thermodynamics that the mean-square thermal-noise voltage 
generated in any impedance can be expressed as 

En2 = 4KT ( /2 R(f) df 
h (7.1) 

where En = rms value of thermal-noise voltage components within frequency band 
/i to !2, volts 

K = Boltzmann's constant = 1.38 X 10-23 joules/°K 
T = absolute temperature of R, °K 

R(f) = resistive component of impedance in ohms at frequency f 
f = frequency, cps 

If the resistive component of the impedance is independent of frequency, Eq. (7.1) 
reduces to 

En2 = 4KT tJ..fR (7.2) 
where N = bandwidth b-fi, cps 
Equations (7.1) and (7.2) indicate that the mean-square voltage in the frequency 
range from f = 0 to f = oo is infinite; however, this is not correct. At extremely 
high frequencies, classical statistical mechanics is no longer valid, and the equations 
must be revised on the basis of quantum theory. However, Eqs. (7.1) and (7.2) 
are valid for frequencies up to at least 6 X 1012 cps. 1 

Z•R + /X 

(al EQUIVALENT NOISE 
VOLTAGE GENERATOR 

t 

I bl EQUIVALENT NOISE 
CURRENT GENERATOR 

Fm. 7.2. Equivalent circuit of an impedance as a noise generator. 

The equivalent circuit of any impedance as a source of noise voltage is shown in 
Fig. 7.2a. The thermal-noise voltage generated is dependent only on the resistive 
component of the impedance and is independent of the reactive component. Equa­
tions (7.1) and (7.2) show that the noise power per cycle is independent of the par­
ticular frequency band in which the noise is measured. 

The equivalent voltage representation of a thermal-noise generator can be replaced 
by an equivalent current representation as shown in Fig. 7.2b. The magnitude of 
the equivalent noise current is given by Eq. (7.3). 

1,.2 = 4KT t,.JG 

where G = conductance of admittance Y (see Fig 7.2b) 

R 
G = R2 + x2 

(7.3) 

(7.4) 

1 S. Goldman, "Frequency Analysis, Modulation and Noise," p. 394, McGraw-Hill 
RoC\k Company, Inc., New York, 1948. 
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Maximum noise power is transferred from a thermal-noise source when the load 
impedance is the conjugate of the source impedance. The power which could theo­

retically be transferred from a thermal­
noise source under such conditions is 

Pn = KT t:J.j (7.5) 

This power is termed the available noise 
power. However, since any resistor, re­
gardless of the value of resistance, has 
the same available noise power at a given 
temperature, there is no net power trans­
fer between two resistors which are con­
nected together, regardless of their re­
spective values of resistance, if they are 
at the same temperature. 

If two or more independent random 
noise voltages are superimposed, the re­
sultant noise voltage is equal to the 

Frn. 7.3. Noise voltage output of two im-
pedances in series. square root of the sum of the squares of 

the noise voltages. If two resistors are 
placed in series as in Fig. 7.3, the resultant rms noise voltage En appearing across the 
two resistors is given by 

(7.6) 
Example 7.1 

A signal generator having an internal resistance of 10,000 ohms is connected to the primary 
of an ideal transformer having a turns ratio of 1: 10. The transformer has a passband from 
10 cycles to 100 kc. The secondary of the transformer is connected to a I-megohm load 
resistor RL. Determine therms noise voltage across the load resistor, assuming a tempera­
ture of I 7°C. 

1. Determine the resistance seen looking into the secondary of the ideal transformer. 

R2 = N 2R1 

The primary circuit resistance is 10,000 ohms. The secondary impedance of the trans­
former is, therefore, 

R2 = 102 X 104 
= 1 X 106 ohms 

2. Determine the parallel combination of R. and RL. 

R.RL 
R. + RL = 0.5 X 106 ohms 

3. Determine therms noise voltage. (0°C = 273°K) 

Example 7.1 

En = V 4KT fl/ R 

= V4 X 1.38 X 10-23 X 290 X (10• - 10) X 0.5 X 106 

= VS X 10-10 

= 28.3 µ,v 

Determine the thermal-noise voltage developed within the 10-kc passband of a receiver 
by the resonant circuit illustrated in Fig. 7.4 when the circuit is resonant at the center fre­
quency of the receiver. Assume that the temperature is 17°C. 

1. Determine the resistive component of the impedance connected to the grid of the tube. 

z (R + jwL)(I/iwC) 

R+ JwL + I/jwC 



The resistive component of Z is 

R' 

At resonance 

Wo 2LC = 1 

and R' reduces to 

R' =---
Wo 2C2R 
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R 

l =63.f JJH 

R' 
= Wo2L2 C=400JJµF 

or 
R 

2. Determine En 2, 

To determine rigorously En 2, Eq. (7.1) must 
be employed and R' evaluated at each fre­
quency within the 10-kc passband. This exact 
solution is seldom employed in practice because 
of the complexity of the computation involved. 
Instead, the bandwidth of the noise developed 
in the resonant circuit is usually assumed to be 

!?=3.96 OHMS 

ft?ESONANCE= f MC 0=100 

FIG. 7.4. Circuit for Example 7 .2. 

equal to the bandwidth between the -3-db frequencies, 1 and Eq. (7.2) is used to determine 
En 2• If the latter method is used, 

En 2 = 4KT !!..JR' 
Wo2£2 

where R' = -n:- = Q2R 

En 2 = 4KT NQ 2R 
= 4 X 1.38 X 10-23 X 290 X 104 X 1002 X 3.96 
= 6.34 X 10-12 

En = 2.52 µv 

7.2g. Antenna Radiation Noise. The antenna to which a receiver is coupled may 

lo) EQUIVALENT CIRCUIT OF AN ANTENNA lb) EQUIVALENT NOISE VOLTAGE CIRCUIT OF AN 
ANTENNA 

FIG. 7.5. Antenna equivalent circuit. 

be represented by an impedance Za in series with a voltage generator e., representing 
the received signal, as shown in Fig. 7 .5a. 

Za, = Rr + Ro + jXa 

where Za, = impedance of antenna circuit 
Rr = radiation resistance of antenna 
R0 = effective loss resistance of antenna circuit 
XQ, = reactance of antenna circuit 

(7.7) 

1 The exact relationship between the noise bandwidth and the -3-db bandwidth of 
cascaded tuned stages may be found in "Vacuum Tube Amplifiers," p. 169, by G. E, 
Valley, Jr., and H. Wallman, McGraw-Hill Book Company, Inc., New York, 1948. 
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Rr is that resistance which, if connected in series with the antenna, would dissipate 
the same amount of power that is radiated by the antenna when used for transmitting. 
It represents the apparent resistance of an otherwise lossless antenna. 

The loss resistance Ro of the antenna develops a thermal noise voltage in exactly 
the same manner as other ohmic resistances, and this voltage can be taken into 
account by inserting a noise voltage generator in series with Ro whose output is given 
by 

Eno = V 4KT !:J.fRo (7.8) 

The radiation resistance of the antenna represents the resistance of the equivalent 
circuit voltage generator associated with the power received by the antenna. If an 
antenna having negligible loss were in exact thermal equilibrium with its entire sur­
roundings, it would have an available thermal noise power at its terminals of 

Pn = KT, t.f (7.9) 

where T. = temperature of antenna system, consisting of antenna and space into 
which it radiates 

This noise power is received from the antenna's surroundings and is not generated 
within the antenna itself. However, the equivalent circuit noise voltage generator 
may be represented by 

Enr = V 4KT, AfRr (7.10) 

The entire surroundings of any actual antenna are not at a uniform temperature. 
Also, man-made noise, atmospheric noise, and cosmic noise are all absorbed from 
space by the antenna in addition to the thermal noise radiated from surrounding 
objects. Therefore the noise available from the antenna terminals is different from 
that indicated by Eqs. (7.9) and (7.10) by an amount that is dependent upon the 
location of the antenna, frequency, and the antenna's directional characteristics. 
Since the noise present at the antenna terminals cannot be separated as to the sources 
from which it originated, it is commonly lumped together mathematically by repre­
senting the effective noise-source voltage as 

Enr = V 4KT. AfRr (7.11) 

where T. = effective noise temperature of radiation resistance, i.e., that temperature 
to which radiation resistance must be raised for noise present in antenna 
to be given by Eq. (7.11) 

The square of the total noise voltage En present in an actual antenna having ohmic 
resistance is given by 

En 2 = 4KT. AfRr + 4K'J1 !:J.fRo (7.12) 

= 4KT !:J.f (~· Rr + Ro) 

The complete antenna equivalent circuit including noise sources is given in Fig. 7.5b. 
7.2h. Vacuum-tube Noise. There are several important sources of noise in vacuum 

tubes (see Table 7.1). These noise sources together with thermal noise limit the 
maximum useful gain of an amplifier. 

1. Shot-effect Noise. The most important type of tube noise is shot-effect noise. 
This noise arises from the fact that the electron emission from a hot cathode con­
stitutes a current composed of a great many separate charges which are emitted in a 
random manner. As a result, the emission current exhibits minute fluctuations. 
This continuous fluctuation in tube current is called shot-effect noise. Noise due to 
r;ihot effect is of two types: plate shot-effect noise and grid-induced shot-effect noise. 
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Plate Shot-effect Noise. Plate shot-effect noise refers to (1) the variations in plate 

current due to the randomness of electron emission from the cathode and (2) in multi­
collector tubes, the additional effect due to the randomness of the space-current 
division between the collectors, e.g., between the plate and screen grid in a pentode. 
Space-current noise induces noise in the grid circuit which in turn increases the plate­
current noise. This effect is referred to as grid-induced shot-effect noise and is 
treated separately from plate shot-effect noise. 

PLATE SHOT-EFFECT NOISE IN DIODES AND NEGATIVE-GRID TRIODES. Plate shot­
effect noise is largest when the tube current is limited by cathode temperature, i.e., 
when the plate voltage is high enough to attract all emitted electrons. Under this 
condition, the noise component of plate current in a diode, or negative-grid triode, 
or any tube in which the entire cathode current goes to one electrode is 

lnp = ,Y2elb Aj (temperature-limited diode or triode) (7.13) 

where I np = rms value of plate noise current in amperes measured in frequency 
band Aj 

e = charge of one electron = 1.60 X 10- 19 coulomb 
lb = d-c anode current, amp 
Af = frequency band in cycles per second in which noise is measured 

Equation (7.13) is valid up to frequencies where electron transit time becomes impor­
tant. For calculating the effects of plate shot-effect 
noise in circuits external to the tube, the tube may be 
considered a current generator shunted by the plate 
resistance of the tube as shown in Fig. 7.6. 

When a tube is operated so that the anode current t 
is limited by plate voltage, the resulting electron space 
charge provides a reservoir of electrons which reduces 
the effect of the fluctuations in the cathode emission 

lnp rp 

current on the plate current. Thus, plate shot-effect Fm. 7 .6. Equivalent shot­
noise is greatly reduced if the plate current is limited by effect noise generator repre­
plate voltage. For the voltage-limited condition and sentation of a vacuum tube. 
provided that the frequencies are low enough so that 
electron transit-time effects can be ignored, the shot-effect noise current for a diode 
is given by 

lnp = -V0.644(4KTc Af)g 

where I np = rms value of noise current, amp 
K = Boltzmann's constant 

(voltage-limited diode) (7.14) 

Tc = absolute temperature of cathode, °K (usually about 1000°K for oxide­
coated cathodes) 

tl.f = frequency band in cycles per second in which noise is measured 
g = plate conductance of diode = 1/rp 

For a negative-grid triode whose plate current is voltage-limited, the plate shot-effect 
noise current is given by 

(triode amplifier) (7.15) 

where gm = grid-plate transconductance, mhos 
<r = parameter of tube (usually between 0.5 and 1.0) 

The plate shot-effect noise current in triodes and pentodes can be referred to the 
grid circuit of the tube as an equivalent noise-voltage generator Enu in series with the 
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grid by the relation 

E - lnp (7.16) nu - gm 

This should not be confused with grid-induced shot-effect noise. The plate shot­
effect noise referred to the grid circuit may then be represented by 

Enu = ✓0.644(4KTc !:i.f) 
ugm 

( triode amplifier) (7.17) 

The equivalent grid-noise voltage En 11 is equal to the noise that would be generated 
by a resistor R,q in the grid circuit of value 

R _ 0.644Tc 
•'1 - uTgm (triode amplifier) (7.18) 

Once R,q is determined for a particular tube, the plate shot-effect noise can be repre­
sented by an equivalent grid resistance 
in series with the grid of an ideal tube 

Z =EXTERNAL 
CIRCIJ!T 
IMPEDANCE 

Cgk 

having no plate shot-effect noise. This 
method of representation is particularly 
convenient because it provides a measure 
of the noisiness of the tube which is in­
dependent of bandwidth. The equiva­
lent resistance can be added directly to 
the resistive component of the external 
grid-circuit impedance to determine the 
over-all effect of thermal noise and pla"te 
shot-effect noise. It must be remem­
bered, however (see Fig. 7.7) that the 

Frn. 7.7. Equivalent circuit for plate shot-
effect noise referred to grid. noise voltage generator in the equivalent 

circuit is in series with the tube grid and 
is between the grid itself and any interelectrode capacitance or externally connected 
impedance. 

The equivalent grid noise resistance for a number of tubes is given in Table 7.2. 
An approximation to Eq. (7.18) can be made by assuming typical values of u, Tc, 
and T. For T = 293°K, or 20°C, Tc = 1000°K, and u = 0.88, Eq. (7.18) reduces to 

R 
_ 2.5 

•q -
. gm 

(triode amplifier) (7.19) 

Although Eq. (7.19) is not exact, it is usually sufficiently accurate for most purposes. 
Before proceeding with a discussion of other types of tube noise, two examples are 

presented to illustrate the application of the preceding material. 

Example 7.3 

A diode whose emission current is temperature-limited is to be used as a noise generator 
for receiver measurements at 30 Mc. If the receiver bandwidth is 3 Mc and the maximum 
d-c plate current which the diode can conduct is 100 ma, determine the effective noise 
voltage which the diode will generate across the input terminals of the receiver. Assume 
that the receiver input resistance Ri is 300 ohms. 

1. Determine the noise current developed in the diode. 
The noise current lnp developed by the diode is determined by Eq. (7.13). 

lnp = V2elb !:i.f 
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TABLE 7.2. EQUIVALENT GRID NOISE RESISTANCE FOR SOME COMMON TUBES 

Tube Eb, Ec2, Ee, lb, lc2, It, Ym, 
type volts volts volts ma ma ma µmhos 

--
Triode amplifier: 

6AK5 120 120 -2.0 . . . . ... 10.2 6,750 
6AH6 150 150 -2.2 .... . .. 12.5 10,500 
6CB6 150 150 -2.2 . . . . ... 13.0 8,450 
6AC7 150 150 -2.0 . . . . ... 12.5 11,200 
6AG7 150 150 -3.0 .... . .. 38.0 13,930 
6AU6 150 150 -1.0 . . . . ... 15.1 7,250 
6BA6 150 150 -1.0 . . . . ... 17.0 6,380 

6C4 100 ... 0 11.8 . .. 11.8 3,100 
6J6 100 ... -0.4 8.5 . .. 8.5 5,300 

12AU7 250 ... -8.5 11.0 . .. 11.0 2,250 
12AT7 250 ... -2.0 10.0 . .. 10.0 5,500 
12AX7 250 ... -2.0 1.2 . .. 1.2 1,600 

6J4 150 ... -1.5 15.0 . .. 15.0 12,000 
Pentode amplifier: 

6AK5 180 120 -2.0 7.7 2.5 10.2 5,100 
6AH6 300 150 -2.2 10.0 2.5 12.5 9,000 
6CB6 200 150 -2.2 10.0 3.0 13.0 6,500 
6AC7 300 150 -2.0 10.0 2.5 12.5 9,000 
6AG7 300 150 -3.0 30.0 8.0 38.0 11,000 
6AU6 250 150 -1.0 10.8 4.3 15.1 5,200 
6BA6 250 100 -1.0 12.0 5.0 17.0 4,500 
6SJ7 300 125 -1.8 8.3 2.4 10.7 2,370 

6SK7 250 100 -3.0 9.0 2.0 11.0 2,000 
Triode mixer: 

6AK5 120 120 -1.0# .... . .. 5.7 2,400* 
6AH6 150 150 -1.0# . . . . ... 8.3 3,720* 
6AC7 150 150 -1.0# .... . .. 8.3 4,330* 

6J4 150 . . . -1.5# 4.8 ... 4.8 3,000* 
Pentode mixer: 

6AK5 

I 

180 120 -1.0 4.3 1.4 5.7 1,825* 
6AH6 300 150 -1.0# 6.7 1.6 8.3 3,000* 
6AC7 250 150 -1.0# 6.7 1.6 8.3 3,500* 

Multigrid mixer: 
6BA7 250 100 -1.0 3.8 ... 14.2 950* 
6BE6 250 100 -1.5 3.0 ... 10.6 470* 
6SA7 250 100 -2.0 3.5 ... 12.5 450* 

6L7 250 150 -6.0 3.3 ... 12.5 350* 

NOTE: The average values of current in all cases are the d-c values. 
# denotes the instantaneous grid voltage at the positive peak of local oscillator cycle. 
* denotes the average value of conversion transconductance. 
Values shown for all twin triode tubes are for one section only. 

Req 
calculated 

370 
238 
296 
223 
180 
345 
392 
807 
472 

1,110 
455 

1,560 
208 

1,820 
717 

1,390 
717 

1,220 
2,605 
3,820 
7,460 
9,200 

1,330 
857 
735 

1,060 

7,570 
3,170 
2,830 

61,700 
195,000 
249,000 
397,000 
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2. Determine the noise voltage developed across the receiver input due to lnp• 

R; 

Fm. 7.8. Equivalent circuit for Example 
7.3. 

therefore, 

The equivalent circuit is shown in Fig. 7 .8. 
The diode dynamic plate resistance is defined 
as 

..1%1 Tp =-

.lib To=const 

Since the diode is operated in the tempera­
ture-limited region, the rate of change of 
plate current with plate voltage is zero 
because the emission current is being limited 
by the cathode temperature. Thus 

Tp = co 

Enp = Ri -V2elb t.f 
=300V2Xl-.-60_X_l_0_-1_9 _X_O_.l_X_3_X_1_06 

= 93 µv 

Note that the total noise voltage developed across R; must include the thermal noise voltage 
due to the input resistance itself. 

Example 7.4 

If it is assumed that neither Vl nor Rb contribute noise to the output of the circuit shown 
in Fig. 7 .9a, determine the noise voltage required at the grid to produce the same amount 

t T 
10--__ R, __ ...._-ol 

(al CIRCUIT OF A ONE-STAGE AMPLIFIER lb) EQUIVALENT GRID-NOISE CIRCUIT OF A ONE-STAGE . 
AMPLIFIER 

Fm. 7.9. Circuit for Example 7.4. 

of output noise which would exist in an actual circuit where Rb contributes thermal noise 
and Vl contributes plate shot-effect noise only. 

1. Determine the amplifier gain. 
The equivalent noise circuit is shown in Fig. 7.9b. The gain of the amplifier is 

2. Determine the thermal-noise voltage of the load resistor referred to the tube grid. 
The noise voltage at the output due to Rb is reduced from V 4KT t.fRb by the voltage divider 
action of rv-

The equivalent grid noise source Ena which would provide a noise voltage equal to 

V 4KT ,1/Rb (Rb r~ rJ is given by 

Ena = V 4KT ,1f Rb (-r_P_) 
A Rb+ Tp 

3. Determine the total effective noise voltage referred to the tube grid. 
The total equivalent noise voltage En appearing at the grid of Vl is then 
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where Ent = thermal noise voltage of Re 

En2 = plate shot-effect noise referred to grid circuit 

th.erefore 

PLATE SHOT-EFFECT NOISE IN MULTICOLLECTOR TUBES. A tube in which the cathode 
current flows to more than one electrode develops more noise than a negative grid 
triode because of the minute fluctuations in the division of the total cathode current 
between the several electrodes. This increase in plate shot-effect noise is frequently 
referred to as partition noise. The equivalent grid-noise voltage representing the 
plate shot-effect noise in a tube operated as a pentode is greater than the equivalent 
grid-noise voltage for the same tube operated as a triode. The ratio of the equivalent 
grid noise voltages is given by 

Eng(pentode) = ✓l + 8.7 X 103
fc20" 

Eno(triode) Tcgmp 
(7.20) 

where Ic2 = screen current, amp 
gmp = gm of tube as a pentode 

Equation (7.20) is valid provided that the relation between the traneconductance of 
the tube operated as a pentode and as a triode is given by 

h 
gmp = gmt T,, (7.21) 

where h = plate current 
le = total cathode current 

gmt = (Jm of tube as a triode 
Equation (7.21) is usually sufficiently accurate so that Eq. (7.20) can be used to 
determine the relative noisiness of a tube operated as a pentode or as a triode. If u 
is again assumed to be equal to 0.88 and Tc equal to 1000°K, Eq. (7.20) reduces to 

Eng(pentode) = ✓l + 7.66lc2 
Eng(tl'iode) gmp 

(7.22) 

Since the equivalent grid noise voltage can be considered as having been generated 
by an equivalent resistance given by 

R En,l 
eq = 4KT !if (7.23) 

the equivalent grid noise resistance Req of a pentode can be found by substituting 
Eqs. (7.17), (7.21), and (7.22) in Eq. (7.23) and letting T = 293°K, Tc = I000°K, 
and u = 0.88. 

(pentode amplifier) (7.24) 

where h = plate current of tube, amp 
Ic2 = screen current of tube, amp 

To illustrate the increased noise in a tube operated as a pentode compared to. the 
same tube triode operated, refer to the type 6AC7 tube in Table 7.2. The equivalent 
grid resistor is 717 ohms for the tube pentode-operated and 223 ohms for the tube 
triode-operated. 

PLATE SHOT-EFFECT NOISE IN MIXERS. In triode and pentode mixers the plate 
shot-effect noise component of plate current differs from the noise current present 
in the same tube as an amplifier only because the transconductance of the tube changes 
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during the local oscillator cycle. In Eq. (7.15) it is therefore necessary to substitute 
iJm for Ym• The term iJm is defined as the average value of transconductance throughout 
one cycle of the local oscillator signal. For a triode mixer, the effective plate shot­
effect noise current is given by 

I _ ✓0.644(4KTc t..fi}mt) 
np -

q 
(triode mixer) (7.25) 

This is the same noise current which would be produced by an r-f noise voltage E,, 0 

at the grid of a triode mixer having an amplitude of 

(triode mixer) (7.26) 

where g, = conversion transconductance 
The equivalent grid noise generator for a pentode mixer is given by 

(pentode mixer) (7.27) 

where h, Ic2, Ii = values of plate, screen, and cathode current, respectively, averaged 
over complete cycle of local oscillator 

The equivalent grid noise resistance for the triode and pentode mixers can, therefore, 
be expressed as 

R - 0·644TciJmt (triode mixer) 
eq - o-Tgc2 (7.28) 

R = 0.644Tci}mph (1 + 8.7lc20' X 103
) 

eq o-Tgc2lt iJmpTc 
(pentode mixer) (7.29) 

By again substituting the approximate values u = 0.88, Tc = 1000°K, T = 293°K, 
Eqs. (7.28) and (7.29) can be simplified to the following forms: 

R - 2·50mt (triode mixer) 
eq - ~ (7.30) 

R = _J_b_ (2.5iJmp + 19/c2) 
eq h + lc2 Yc 2 Yc 2 

(pentode mixer) (7.31) 

The plate shot-effect noise component of plate current in the multigrid type of 
mixer tube is much greater than in triode or pentode mixers because of the relatively 
small fraction of total tube current that goes to the plate. The equivalent grid noise 
resistance for a multigrid mixer is given approximately by 

(7.32) 

where It = total cathode current 
The conversion conductance of a linear diode mixer is given by 

(linear diode mixer) (7.33) 

where g = conductance of diode 
The shot-effect noise component of current in a diode whose plate current is voltage­
limited is given by Eq. (7.14). From this it can be seen that the equivalent noise 
resistance at the input to the diode is given by 

(linear diode mixer) (7.34) 
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To evaluate the noisiness of triode and pentode tubes as mixers, it is necessary to 
know the conversion transconductance Ye and the average transconductance {jm over 
a complete local oscillator cycle, for the particular tube in question. These values 
are normally not specified in tube manuals for conventional triodes and pentodes. 
However, approximate values of Ye and {jm can be obtained for any tube for which 
tube characteristics are available. If gm is assumed to. increase linearly for grid 
voltages above cutoff and if it is assumed that the bias on the control grid is equal to 
cutoff, Ye and {jm are given by 

I 

Ym 
Ye= 4 (7.35) 

(7.36) 

where y~ = peak value of transconductance occurring at peak of local oscillator cycle 
By substituting Eqs. (7.35) and (7.36) into Eqs. (7.30) and (7.31) the equivalent grid 
noise resistance for triode and pentode tubes operating as mixers may be determined 
approximately. 

40 
R,q = -, (triode mixer) 

1rym 

Req = _J_b _ ( 4~ + 30;/ c2) 
lb + lc2 1rYm (ym) 2 

where lb ~ l~/4 
lc2 ~ 1;2/4 

(pentode mixer) 

I~ = value of lb at peak of local oscillator cycle 
1;2 = value of Ic2 at peak of local oscillator cycle 

(7.37) 

(7.38) 

The values of R,q in Table 7.2 have been calculated using Eqs. (7.37) and (7.38). 
Grid-induced Shot-effect Noise. When the electrons comprising the space current 

approach the grid plane, a positive current is induced in the grid circuit. As these 
electrons travel from the grid plane to the plate, a negative current is induced in the 
grid circuit. The shot-effect fluctuations in cathode current are thus induced into 
the grid circuit. Because of the finite transit time of electrons in the tube, the induced 
current in the grid circuit increases linearly with frequency. Since it is the flow of 
electrons to the plate which causes the induced control-grid current, the noise com­
ponent of grid current Ing is proportional to the noise component of plate current and 
is approximately 

(7.39) 

where k = a constant determined by tube structure 
Since a tube exhibits an input conductance at high frequencies which is a function of 
the same electron transit time (see Sec. 7.4h) the grid-induced noise current may also 
be considered as having originated in the transit-time grid conductance in accordance 
with 

Ing = ✓1.43(4KTe !if) 
Ri 

(7.40) 

where Rt = grid input resistance in ohms due to electron transit-time effects (see 
Sec. 7.4h) 

The equivalent noise circuit for a tube including the effects of both plate shot-effect 
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noise and grid-induced shot-effect noise is shown in Fig. 7.10. In an actual circuit 
it is also necessary to consider the effects of thermal noise in the grid circuit impedance 
(see Fig. 7.11). If the total grid circuit impedance including the grid resistance due 
to electron transit-time effects is expressed as Z 0 , the corresponding grid noise voltage 
due to grid-induced shot-effect noise current is 

E _ z I _ z ✓1.43(4KTc tij) 
ng - g nu - g Rt (amplifiers) (7.41) 

The plate noise current I np by this grid voltage is then 

I _ z ✓1.43(4KTc 11!) 
np - gm g Rt (amplifiers) (7.42) 

Equations (7.41) and (7.42) are valid for tubes used as mixers provided that Rt is 

t 

averaged over a complete local oscillator 
cycle and that the mixer conversion trans­
conductance gc is used instead of gm in 
Eq. (7.42). 

At low frequencies the current induced 
in the grid circuit is in quadrature with 
the applied signal voltage and the plate 
signal current. This quadrature current 
presents an effective capacitance between 
the grid and cathode. At higher frequen­

Frn. 7.10. Complete shot-effect noise equiv- cies where the time of transit of the elec­
alent circuit for a vacuum tube. trons from the cathode to the grid requires 
an appreciable fraction of a cycle of the applied signal, the induced grid current contains 
an in-phase component as well as a quadrature component. This in-phase component 
of current presents the effective resistive loading Rt to the applied signal. If the exter­
nal grid impedance is resistive, the plate-current noise due to grid-induced shot-effect 
noise is nearly 90° out of phase with the original fluctuations in tube current which pro­
duced it, and the total plate current noise is equal to the square root of the sum of the 
squares of the plate shot-effect noise current and the current due to grid-induced 
shot-effect noise. At very high frequencies the phase of the induced grid current 
relative to the applied signal will differ from 90° by an amount great enough to cause 
an appreciable increase in the plate-current noise due to the direct addition of a 
portion of the grid-induced shot-effect noise with the plate shot-effect noise if Zu is 
a pure resistance. By proper adjustment of the phase angle of Zu it is theoretically 
possible to reduce the plate-current shot noise by partial cancellation of the two noise 
components. 

A comparison of the equations for plate shot-effect noise and grid-induced shot­
effect noise iEqs. (7.15) and (7.42)] shows that at high frequencies the effect of the 
grid-induced shot-effect noise may exceed the plate shot-effect noise itself. 

2. Noise Due to Flicker Effect. The electron emission from the surface of the 
cathode is continually varying over the entire cathode surface because of evaporation, 
diffusion, impurities, gas-ion bombardment, and similar causes. These variations 
in emission give rise to a relatively low-frequency, e.g., 0 to 500 cps, type of noise 
known as flicker-effect noise. At low audio frequencies the magnitude of this noise 
may exceed by several times the magnitude of shot-effect noise. Flicker-effect noise 
is especially pronounced in tubes having oxide-coated cathodes. 

Flicker-effect noise, in contrast to shot-effect noise, can be reduced by careful 
preparation of the cathode and, therefore, does not place a fundamental limitation 
upon amplifier sensitivity. 
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3. Secondary-emission Noise. When an electron or ion strikes a surface with 

sufficient velocity it will knock out one or more of the electrons contained in the 
surf ace. This phenomenon is known as secondary emission since the electrons are 
emitted by the surface only when it is struck with other electrons or ions. The ratio 
of secondary electrons to primary electrons is a function of the type of surface and the 
velocity of the primary electrons and may vary from less than one to about three for 
pure metal surfaces and as high as five to ten for surfaces composed of complex alkali­
metal compounds. The ratio S of secondary to primary electrons can be expressed as 

S = average number of secondary electrons 
average number of primary electrons 

= current amplification of emitting electrode (7.43) 

Fluctuations in the emission of secondary electrons result in a noise component of 
tube current in a manner similar to thermionic emission of electrons from a hot 
cathode. If there is no space charge formed by these electrons, as is the case in 
electron photomultiplier tubes and other tubes using the emission of secondary 
electrons as a means of current amplification, the noise component of the current 
developed at the secondary emission electrode is 

Ins = y2els tlf 

where In• = rms noise current due to randomness of secondary emission, amp 
e = charge of one electron = 1.60 X 10-19 coulomb 

I. = average secondary emission current, amp 

(7.44) 

fl/ = width of frequency band in cycles per second in which noise current is 
measured 

Since the current amplification of the electrode is S, the noise component of the current 
striking the electrode is amplified by a factor of S. The total rms noise current In 
in the secondary electron current is given by 

where lpn = rms noise current in primary electron current 
I a = average primary electron current 

(7.45) 

If the primary electron noise current is given by Eq. (7.44), as is the case for a photo­
multiplier tube, Eq. (7.45) becomes 

In = -v2ela tlf(S2 + S) (7.46) 

for the noise current from the first secondary-emission electrode. If n such secondary­
emission electrodes are cascaded, the total noise current at the anode is 

In = y2ela AJS"(Sn + sn-1 + sn-2 + · · · + S + 1) (7.47) 

Since the anode current is Sn times the original primary electron current, Eq. (7.47) 
may be rewritten as 

✓ (Sn+i - 1) In = 2el b Aj S _ l (7.48) 

where lb = average anode current, amp 
4. Positive-ion Noise. The electrons which pass from the cathode to the plate 

may strike any residual gas molecules with sufficient velocity to release any free 
electrons contained in the gas molecule. The released electrons travel on to the 
plate and add to the plate current. The positive ions formed by the gas molecules 
losing an electron will be attracted to the grid. The result is that the flow of electrons 
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through the external grid circuit to the grid to neutralize the. gas ions will develop a 
positive voltage across the grid circuit impedance. Since the collision of gas molecules 
with electrons is of purely random occurrence, the grid and plate currents created by 
these collisions constitute sources of random noise. The amount of noise generated 
is a function of the number of positive ions formed, which in turn is dependent upon 
the tube space current and the number of gas molecules present in the tube. Since 
positive ions are collected by the grid, the amount of noise generated by positive-ion 
formation can be related to the average grid current caused by the positive ions. 
'The equivalent grid resistor R;q which will develop an amount of noise in the plate 
circuit of a, tube equal to the noise developed by positive-ion formation is given by1 

R' = (20R 2 + 4h X 104) l eq c gm 3 c 

where Re = grid circuit resistance, ohms 
lb = average plate current, amp 
le = average grid current due to positive ions, amp 
gm = grid-plate transconductance, mhos 

(7.49) 

To calculate the total equivalent grid noise voltage due to both plate shot-effect 
noise and positive-ion noise, the equivalent grid resistors Req and R;q must be placed 
in series. The noise component of plate current due to positive-ion noise is given by 

(7.50) 

7.2i. Magnetic-fluctuation Noise. Magnetic substances are not uniform and con­
tinuous in structure but rather are composed of many elementary magnetic particles. 
When such a material is subjected to a magnetizing force, the individual particles 
exhibit fluctuations in their rate of magnetization. These fluctuations are random 
in their occurrence, and therefore, when the material is being magnetized and demag­
netized, there is a random fluctuation in the flux density produced in the material. 
If the flux from this magnetic material is linked by a coil, noise voltages will be 
induced in the coil corresponding to the random flux variations present in the mag­
netic material. The noise thus produced is known as magnetic-fluctuation noise. 
It is also referred to as the Barkhausen ejf ect. 

An example of magnetic fluctuation noise in a receiver might be noise voltages 
induced in a loop antenna by the core flux from a power transformer. The noise 
thus induced in an antenna may limit the sensitivity of a receiver. 

7.2j. Si11nal-to-noise Ratio and Noise Figure. The relation of signal amplitude to 
noise amplitude is commonly referred to as the signal-to-noise ratio S/N. This 
ratio has not been well standardized and is used interchangeably to mean the ratio 
of rms signal voltage to rms noise voltage, the ratio of peak signal voltage to peak 
noise voltage, or, as in pulse radar systems, the ratio of peak signal power to average 
noise power. Therefore, when the term S / N is used, care must be exercised to deter­
mine exactly which ratio is being referred to. 

The signal-to-noise ratio in itself does not specify the effect of the noisiness of a 
single stage, an amplifier, or a receiver upon a signal and, consequently, cannot be 
used alone as a measure of equipment performance. A measure of the equipment­
noise quality which has received widespread acceptance in recent years is the noise 
figure of the equipment. The use of noise figure as a method of specifying network 
noisiness originated with H. T. Friis. 2 Noise figure compares directly the actual 

1 K. Spangenberg, "Vacuum Tubes," McGraw-Hill Book Company, Inc., New York, 
1948. 

2 Proc. IRE, July, 1944, p. 419. 
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noise obtained from a circuit with the noise which would be obtained if the circuit 
were free of internal noise sources. The noise figure F of a network is defined as 

F = S;,/N,;, 
So/No 

where S,;, = available input signal power 
N,;, = ideal available input noise power 
So = available output signal power 
No = available output noise power 

(7.51) 

S,;, is defined as the maximum available signal power which can be transferred from 
the source to a conjugate load. Thus, if a source has an open circuit terminal voltage 
of Ea and the impedance of the source is 

Za = R. +iXs (7.52) 

the available input signal power S,;, to a load of impedance ZL = Ra - jX11 is 

E2 
S,;, = 4Ra (7.53) 

This does not necessarily represent the actual power transferred to the network whose 
noise figure is defined by Eq. (7.51) since the input impedance of the network is not 
necessarily the conjugate of the generator impedance. ' 

N,. is defined as KT tJ.f. The temperature of the ideal generator is usually taken 
to be 293°K. 

So is defined as the maximum available output signal power which can be transferred 
to a conjugate load under the particular matching conditions existing at the input 
to the network. 

No is defined as the maximum available output noise power which can be transferred 
to a conjugate load under the particular matching conditions existing at the input 
to the network. 

The noise figure of a network is independent of the load to which the network is 
connected in any particular circuit, but is dependent upon the conditions of matching 
present between the generator and the input of the network. The noise figure of a 
network can be written as 

F = SdKT N = ~ 
So/No GKT tJ.f 

(7.54) 

where G = So/ S,;, = available power gain 
The noise figure of a network is the ratio of the actual noise power available at the 
output to the noise power available at the output of a noise-free network having the 
same characteristics. Since the noise figure of a noiseless network is 1, the com­
ponent of the network noise figure due to internally generated noise is F - 1. 

The noise figure of two networks connected in cascade is determined from the 
individual network noise figures by 

A -1 
Fab =Fa+ a;- (7.55) 

where F ab = over-all noise figure of networks a and b in cascade 
Fa = noise figure of network a 
Fb = noise figure of network b 
Ga = available power gain of network a 

The development of this equation is shown below. The available noise output power 
Nab from networks a and b in cascade is given by 

(7.56) 



7-20 ELECTRONIC DESIGNERS' HANDBOOK 

where t::,,.f = Afa = t::,,.fb, that is, both networks have identical bandwidths 
Gab = available power gain of stages a and bin cascade = Sab/Sa 
Sab = available output signal power 
S0 = available input signal power 

The available noise power at the output of network b has a component N; due to 
network a equal to 

(7.57) 

where Gb = available power gain of network b 
The available output noise power also has a component N~' due to the noise generated 
internally in network b equal to 

N;' = (Fb - l)GbKT Af 
Nab = N; + N;' = FaGaGbKT Af + (Fb - l)GbKT t::,,.J 

or 

( 
Fb - 1) Nab= Fa +-a;- GaGbKT Aj 

Substituting Eq. (7.60) into (7.56) and noting that 

Gab = GaGb 
the over-all noise figure is seen to be 

-F +A-1 F ab - a Ga 

Example 7.5 

(7.58) 
(7.59) 

(7.60) 

(7.55) 

Determine the noise figure of a grounded cathode triode amplifier if it is connected to a 
signal source having an impedance R, (see Fig. 7.11). Consider the signal frequency to be 

+£/)/) 

IO) CIRCUIT OF AMPLIFIER 

En, = ~rttsrOJ£jff[ltfffffritcE 
En2 = EOU/VALENT GRID RESISTOR 

NOISE VOLTAGE 

lnJ = 'fft~~E~Jjf,/fNf10T-EFFECT 

(/J) EQUIVALENT CIRCUIT SHOWING SIGNAL AND 
NOISE SOURCES WHICH DETERMINE AMPLIFIER 
NOISE FIGURE 

Frn. 7.11. Equivalent noise circuit of grounded-cathode amplifier. 

high enough that" the transit-time grid loading must be considered and assume that aU 
circuit reactances are tuned out at the signal frequency. Assume that only plate shot­
effect noise, grid-induced shot-effect noise, and thermal noise need be considered. 

1. The available input signal power is given by 

2. The available output signal power Bo is that power delivered to a plate load resistance 
equal to rp, 

µ2E,2 ( Re )2 So --- ----
- 4rp Rt+ R, 
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where Rt = resistive component of grid input impedance due to transit-time effects 
3. Determine the ideal available input noise power. 
The ideal available input noise power is equal to KT t!f. 
4. Determine the available output noise power. 

7-21 

The sources of noise for the tube are shown in Fig. 7.llb. The square of the total noise 
current In flowing through the parallel combination of R. and Rt is given by 

ln 2 = lns 2 + ln1 2 

where In1 = value of current noise generator obtained by transforming voltage generator 
of voltage En1 and source resistance R. to a current generator 

= induced grid shot-effect noise current (See Eq. 7 .40) 
l.43(4KTc fl.I) 4KT Ai =----+--

Rt R. 
Let 1.43Tc be represented as T/. 
Then, 

The noise voltage squared developed across Rt and Re in parallel is then given by 

En 2 = 4KT t!f (.!:i_ + _!__) ( RtRs )
2 

TRt R. Rt+ Rs 

The total effective grid-circuit noise voltage squared is 

( 
Tc' l ) ( RtRs ) 2 

Ent 2 = 4KT t!f TRt + R. Rt + R. + 4KT t!/Req 

The plate circuit of the tube may be represented as an equivalent noise generator Eno in 
series with rp where the generator voltage squared is given by 

2 [ ( Tc' l ) ( R1R. )2 ] Eno = µ
2 4KT t!f TRt + R. Rt + R. + 4KT t!fReq 

The available output noise power No is given by 

5. Determine the noise figure from Eq. (7 .54). 

F 

The determination of the noise figure of a receiver makes it possible to calculate 
the minimum detectable input signal Smin to the receiver provided the signal-to-noise 
ratio at the output associated with the minimum usable output signal has been 
determined. This relationship is given by 

s 
Smin = F rKT t!f N 

where S/N = minimum usable output signal-to-noise ratio 
Fr = noise figure of over-all receiver 

(7.61) 

Equation (7.61) is valid provided that the receiver noise figure is determined for a 
generator having an internal impedance equal to that of the actual signal source. 

7.3. Superheterodyne Receivers. The superheterodyne receiver is the most com­
monly used type of radio or radar receiver. Although it is somewhat more com-
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plicated than other types, it is, in general, capable of greater sensitivity and selectivity. 
A block diagram of a superheterodyne receiver is shown in Fig. 7.12. The basic 
principle is the conversion of the r-f signal to an intermediate frequency by hetero­
dyning the r-f signal with a local oscillator whose frequency differs from that of the r-f 
signal by an amount equal to the desired intermediate frequency. Tuning the receiver 
consists of simultaneously tuning the local oscillator, mixer, and any r-f amplifier 
stages so that the intermediate frequency remains constant. The principal advantage 
of such a receiver is that most of the amplification of the signal can be accomplished 
in the i-f amplifier stages which do not have to be tuned and which usually operate 
at a lower frequency than the r-f amplifiers. This results in the sensitivity and 
selectivity being more nearly constant throughout the tuning range of the receiver, 

RAOIO 
FREOUENCY 
AMPLIFIER 

MIXER 

LOCAL 
OSCILLATOR 

INTERMEDIATE 
FREOUENCY 
AMPLIRER 

DETECTOR 
AUDIO OR Ol/TPl/T 

VIDEO 
AMPLIFIER 

Frn. 7.12. Block diagram of a superheterodyne receiver. 

and for practical reasons a gieater gain per stage is realizable at intermediate fre­
quencies than at radio frequencies. 

7.4. R-F and I-F Amplifiers. The major portion of the amplification in a super­
heterodyne receiver is accomplished in tuned amplifiers resonant at the signal fre­
quency and/or an intermediate frequency. Receiver sensitivity, selectivity, and 
image rejection are largely determined by the characteristics of these amplifiers. 

The r-f amplifier must be capable of being tuned over the entire band of frequencies 
to be covered by the receiver. The i-f amplifier is fixed-tuned and usually tuned 
to a lower frequency than the r-f amplifier. The intermediate frequency of a par­
ticular receiver, however, may be much higher than the radio frequency of another 
receiver, e.g., microwave radar and television receivers compared to broadcast and 
short-wave receivers. 

7.4a,. General Requirements for R-F Amplifiers. A superheterodyne receiver does 
not necessarily contain an r-f amplifier. However, improvements in the image 
rejection can be achieved if the mixer is preceded by a frequency selective element such 
as one or more tuned stages of r-f amplification. In addition, the receiver noise 
figure can usually be improved if an r-f amplifier is employed. An exception to this 
is a receiver operating in the region of 4,000 Mc or higher where the noise figures of 
existing r-f amplifiers are higher than the noise figures obtainable in crystal mixers. 
Consequently, at these frequencies the over-all receiver noise figure will be increased 
by the addition of an r-f amplifier. 

1. Image Rejection. The mixer in a superheterodyne will produce an output signal 
at the intermediate frequency Ju when the r-f input signal frt differs from the fre­
quency of the local oscillator /zo by the intermediate frequency. Thus, for a specific 
local-oscillator frequency, there are two frequencies at which an r-f signal will produce 
an i-f output. 

frt = fzo ± fo (7.62) 
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One of these frequencies is the desired signal frequency and the other is the image 
frequency. When the receiver is tuned to a desired signal, a signal appearing at the 
image frequency will interfere with the desired signal unless it is sufficiently atten­
uated in some manner. The suppression of signals at the image frequency is accom­
plished by the use of filter networks. Networks of this type usually take the form of 
bandpass filters, e.g., one or more r-f stages or a resonant cavity tuned to the signal 
frequency. The bandwidths of these elements are made sufficiently narrow that the 
image frequency falls outside the passband and is appreciably attenuated. 

If an inductively coupled circuit having a resonant secondary circuit is used to 
couple the antenna to the grid of the converter stage, the loading of the circuit by the 
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Fm. 7.13. Selectivity of bandpass coupling circuits. 

antenna is usually so great that the desired narrow passband cannot be achieved unless 
a very small degree of coupling is used. A small degree of coupling, however, reduces 
the amplitude of the signal available at the converter grid. In fixed-tuned receivers, 
it is practical to use more complicated coupling circuits to achieve an impedance 
transformation providing a narrow passband and close coupling. In tuned receivers, 
however, it is usually necessary to provide one or more tuned r-f amplifier stages 
between the antenna and the converter input to obtain the desired close coupling and 
narrow passband. The degree of image rejection which can be achieved in a single 
r-f amplifier stage having a parallel resonant plate circuit is plotted in Fig. 7.13 as a 
function of the Q of the circuit and the ratio of the image frequency to the desired 
frequency. The increased selectivity which can be obtained by more complicated 
networks is also shown in Fig. 7.13. For values of relative attenuation at frequencies 
which are outside the circuit passband by approximately three or more octaves, the 
following equation can be used: 

Adb = 20N log10 [ (Li;:d) I f -1j I] (7.63) 

where f = signal frequency, cps 
Jo = resonant frequency of tuned circuit, cps 

t>.f Sdb = bandwidth of circuit between half-power frequencies 
N = I for single-tuned circuits, 2 for double-tuned circuits or staggered pai~s, 

and 3 for staggered triples 
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If two or more resonant circuits are used in cascade, the relative attenuation of the 
individual circuits can be added to yield the over-all relative attenuation. 

2. Noise Figure. The equivalent grid-noise resistance Req of any tube operated 
as a mixer [see Eqs. (7.30) and (7.31)] is always larger than the equivalent grid-noise 
resistance of the same tube operated as an amplifier [see Eqs. (7.19) and (7.24)]. 
The reason is that the grid-plate transconductance of a tube is greater than the 
conversion transconductance of the same tube by a factor of approximately 4. The 
noise figures of pentagrid and other multielement mixer tubes are correspondingly 
greater than triode or pentode amplifiers because of the very low conversion trans­
conductances of these tubes and the low ratios of plate current to total cathode current. 

At frequencies low enough that the electron transit-time effects can be ignored, 
the noise figure for either a grounded-cathode amplifier (see step 5 of Example 7.5) 
or a grounded-cathode mixer is given by 

(7.64) 

where F = noise figure expressed as a power ratio 
Rs = source resistance 

Equation (7.64) illustrates how the noise figure of a vacuum tube varies as a function 
of R,q. The improvement in the over-all noise figure of a superheterodyne receiver 
by the addition of one or more stages of r-f amplification ahead of the mixer can be 
determined from Eq. (7.65). 

where F1 = noise figure of r-f amplifier expressed as a power ratio 
F2 = noise figure of mixer expressed as a power ratio 
G1 = available power gain of r-f amplifier 

(7.65) 

F 12 = over-all noise figure of r-f amplifier and mixer expressed as a power ratio 
At sufficiently high frequencies, electron transit-time effects become so detrimental 

that crystal diode mixers surpass vacuum-tube amplifiers and mixers in regard to 
noise figure. 

7 .4b. General Requirements of 1-F A mplijiers. The desired characteristics of the 
i-f amplifier are determined by the receiver application and the characteristics of the 
other sections of the receiver. The requirements which must be determined before 
the design of the i-f amplifier can be completed are: 

1. Gain. The maximum voltage gain required must be determined in order that 
the number of stages in the i-f amplifier can be established. The maximum gain 
in the i-f amplifier is normally determined by the amplitude of the smallest mixer 
output signal which must be amplified and the signal level required at the second 
detector to provide linear detection. In an actual design, surplus gain should be 
provided to allow for tube aging, tube variations, and nonoptimum circuit alignment. 

2. Bandwidth. Because the circuit element Q's are lower for a given bandwidth 
in a low-frequency amplifier than in a high-frequency amplifier, and because it is 
impractical to cascade several variable frequency amplifiers, the bandwidth and 
selectivity characteristics of the receiver are usually established by the i-f amplifier. 
The bandwidth of the i-f amplifier is ordin11,rily selected to make the signal-to-noise 
ratio as large as possible. 

3. Noise Figure. The noise figure of two cascaded circuits is given by Eq. (7.65). 
If the over-all noise figure of the r-f amplifier and mixer is considered to be F 1 and 
the noise figure of the i-f amplifier to be F 2, the total receiver noise figure will ordinarily 
be very nearly equal to F12 since the gain of the i-f amplifier will usually be great 
enough that any succeeding portions of the receiver will have negligible effect on 
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the over-all receiver noise figure. Also, if the gain G1 of the r-f amplifier and mixer 
is sufficiently large to make the second term in Eq. (7.65) negligible, the noise figure 
of the i-f amplifier will not contribute significantly to the over-all receiver noise figure. 

4. Selectivity. If the receiver is required to have good selectivity, i.e., to reject 
signals close in frequency to the desired signal, the skirts of the i-f amplifier passband 
must have large slopes. In some instances this requirement may necessitate special 
interstage coupling networks. 

5. St,a,bility. The i-f amplifier must not be regenerative. If the amplifier is close 
to the point of oscillation, serious distortion of the amplifier passband can occur 
even though the amplifier does not actually oscillate. Also, if automatic gain control 
is applied to the i-f amplifier, the changes in gain of the individual stages can cause 
the input capacitance of these stages to change sufficiently that significant detuning 
will result unless compensating design techniques are employed (see Sec. 7.4h). 

6. Limiting and Overloading. The signal-handling capabilities of the i-f amplifier 
must be adequate to handle the largest expected mixer output signal without limiting 
or overloading. The amplifier must also have enough gain to amplify the smallest 
signal to a usable level at the second detector. These requirements usually dictate 
the inclusion of some form of automatic gain control wherein the gain of the i-f 
amplifier is an inverse function of the input signal level. 

7. Amplitude and Phase Response. In addition to the requirement that the 
important sidebands of the signal be amplified without undue changes in relative 
amplitude, there often exists the requirement that the relative phases of the sideband 
components be very nearly preserved. These factors must be considered in i-f 
amplifiers where the rise time and overshoot of a pulse are of importance. 

8. Intermediate Frequency. There are numerous factors which affect the selection 
of the intermediate frequency. Some of these factors favor the selection of a high 
frequency and others favor the selection of a low frequency. The final selection 
of the frequency is always a compromise between these factors, and the relative merits 
of each must be examined for each receiver to determine the optimum. 

Factors favoring a low intermediate frequency: 
NOISE FIGURE. The noise figure of any type of tube increases with frequency. 

The increase in noise figure is caused by grid-induced shot-effect noise power which 
increases as the square of frequency. 

INPUT LOADING. The input resistance of a tube varies inversely as the square of 
frequency due to both cathode lead inductance and electron transit time. At high 
frequencies this effect limits the available power gain of a tube. 

NARROW BANDWIDTHS. The Q of a circuit is equal to the ratio of the resonant fre­
quency to the bandwidth between the -3-db frequencies. For given coil Q's, nar­
rower bandwidths are achievable at low frequencies. 

Factors favoring a high intermediate frequency: 
IMAGE REJECTION. The higher the intermediate frequency the larger will be the 

absolute frequency difference between the desired and image frequencies, which, 
in turn, increases the achievable rejection of the image signal in the r-f amplifier. 

SECOND-DETECTOR FILTER DESIGN. If the detected modulation from the received 
signal has frequency components which approach the intermediate frequency, a 
sharp cutoff low-pass filter must be used at the output of the second detector in 
order to pass the high-modulation components and attenuate the ripple at the inter­
mediate frequency. The use of a high intermediate frequency, therefore, eases the 
detector filter-design requirements. A considerable reduction in the amplitude of 
the i-f signal at the output of the second detector can be obtained by employing a 
full-wave detector since the frequency of the principal output ripple component will 
then be equal to twice the intermediate frequency. 

In those instance1;1 where the image rejection of a receiver must be good and the 
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receiver passband very narrow, e.g., uhf receivers, the desired characteristics can be 
achieved by the use of a double superheterodyne receiver. This consists of a mixer 
and local oscillator followed by an i-f amplifier having a high intermediate frequency 
which is followed by a second mixer and local oscillator which feed a second i-f amplifier 
having a low intermediate frequency. Because of the high center frequency of the 

Cc 

Frn. 7.14. Tuned amplifier circuit. 

first i-f amplifier, good image rejection can 
be obtained in the r-f amplifier. The low 
center frequency of the second i-f ampli­
fier makes it possible to obtain a narrow 
band-width in the over-all receiver. An­
other advantage of a double superhet­
erodyne is that greater over-all i-f gain 
can be obtained without regeneration 
than in a conventional superheterodyne 
receiver because of the frequency isola­
tion between the two i-f amplifiers. 

7 .4c. Selection of Tube Type. The type 
of tube to be used in an r-f or i-f amplifier is determined by a number of factors, 
the most important of which are discussed below: 

1. Gain-bandwidth Product. The product of the voltage gain and bandwidth of an 
amplifier stage is a function of the type of tube used. Consider the amplifier shown 
in Fig. 7.14. If Re is much smaller than both rp and Q2RL, where RL is the series 
resistance of the coil, the voltage gain A of the first stage at the frequency of resonance 
is essentially 

(7.66) 

and the -3-db bandwidth t!.f is 

(7.67) 

where Ct ;,.. total shunt capacitance in interstage circuit including tube and stray 
capacitances 

The product of the stage gain and bandwidth is given by Eq. (7.68). 

A t!.f = ~~ (7.68) 

The gain-bandwidth product establishes a figure of merit for tubes used as amplifiers, 
and for the maximum gain-bandwidth product, Om should be as large as possible and Ct 
as small as possible. In determining the gain-bandwidth product for any tube type, 
identical tubes are assumed to be in cascade to establish the tube input and output 
capacitances which are contained in the total shunt capacitance Ct, In Table 7.3, 
the gain-bandwidth product is given for several types of commonly used pentodes 
for the case where Ct is equal to Ci + Co and where Ct is equal to Ci + Co + 5 µµf. 

The quantity 5 µµf very nearly represents the minimum possible value of the socket 
and wiring capacitances. In the calculation of the gain-bandwidth product from 
Eq. (7.68) for Table 7.3, the value of Om has been expressed in micromhos and Ct in 
micromicrofarads. The gain-bandwidth values are, therefore, in megacycles. 

In narrow-band receivers, such as broadcast and communications receivers, the 
gain-bandwidth product is of little significance. This is the case since the narrow­
band high-selectivity response curves are obtained by paralleling the tube input and 
output capacitances with tuning capacitors which are many times larger than the 
tube capacitances themselves. For this particular application, the Om of the tube has 
more significance than the values of c, and Co, 
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2. Stability. The grid-plate capacitance of a grounded-cathode amplifier stage 

provides a feedback path between the grid and plate circuits which may cause oscilla­
tion (see Sec. 7.4i). The maximum gain which can be obtained in one stage without 
regeneration is inversely proportional to the square root of the product of Cup and 
frequency [see Eq. (7.124)). Triodes are seldom used in grounded-cathode r-f or i-f 
amplifiers except as low-noise input stages since they usually must be neutralized to 
prevent oscillation and because of the appreciable variations in input capacitance 
due to Miller effect. 

TABLE 7.3. GAIN-BANDWIDTH PRODUCTS FOR VARIOUS PENTODE TUBES 

Tube 
gm, µmhos Ci, µµf Co, µµf gm gm 

211"(Ci + Co) 211"(Ci + Co + 5) type 
Min. Max. Min. Max. Min. Max. Mc Mc 

----- --- ---
6AC7 7000 11,000 8.8 13.2 3.5 6.5 89 76 
6AG5 4000 6,000 5.2 7.8 1.3 2.3 96 60 
6AG7 9200 14,200 11.5 14.5 6.5 8.5 91 73 
6AH6 6000 11,000 8.0 12.0 2.5 4.7 99 73 
6AK5 3500 6,500 3.4 4.4 2.5 3.3 118 68 
6AN5 6000 10,000 6.0 12.0 3.0 6.0 94 69 
6AU6 4150 6,250 4.4 6.6 3.5 6.5 79 53 
6CB6 6,200* 6.3* 1. 9* 120 75 
6BA6 3600 5,200 4.4 6.4 3.5 6.5 74 49 
5840 4200 5,800 3.5 4.9 2.9 3.9 105 59 
6205 4200 5,800 3.5 4.9 2.9 3.9 105 59 

* Nominal. 

3. Noise Figure. If the noise figure of the r-f or i-f amplifier is important in deter­
mining the over-all receiver noise figure, special consideration should be given to the 
tube type used in the input stage of the amplifier. In general, the input tube should 
be a triode or triode-connected pentode having a high gm and a low-input conductance 
due to electron transit time. Also, the output impedance of the network preceding 
the input tube should be adjusted for optimum noise figure (see Sec. 7.4i). 

4. Circuit Loading. The input conductance of a tube limits the maximum gain 
which can be achieved in the preceding amplifier stage. The tube selected for use 
in an r-f or i-f amplifier must have an input resistance large enough to allow the desired 
gain in the preceding stage to be realized. 

5. Signal Amplitude. An item which must be considered in the selection of tube 
types for an i-f amplifier is the maximum signal amplitude which the last stage of the 
amplifier must amplify without serious distortion. A receiver is normally required 
to operate satisfactorily with a large dynamic range of input signals, and in most 
cases some form of automatic gain control (AGC) is employed to maintain the output 
signal level relatively constant. If AGC is not used, a large input signal may result 
in a signal at the grid of the last i-f amplifier stage which will swing the grid both 
into the positive grid region and to cutoff. If AGC is used, the stages to which the 
compensating bias is applied should have transfer characteristics essentially linear 
for the largest signal amplitudes present. This requirement is usually met by the 
use of remote-cutoff pentodes (Fig. 7.15b). 

6. Tube Cost. A tube having a high gm and low interelectrode capacitances costs 
more to manufacture than a tube having a low Ym and high interelectrode capacitances 
because of the more critical spacing of tube elements. If the number of tubes in an 
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i-f or r-f amplifier can be reduced by the use of tubes having a large gain-bandwidth 
product, the increased tube cost will often be more than compensated for by the 
elimination of additional tubes and parts. 
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FIG. 7.15. Prevention of large signal distortion by use of AGC bias and a remote cutoff 
pentode. 

7.4d. Synchronous Single-tuned Amplifier Stages. The circuit of a single-tuned 
amplifier is shown in Fig. 7.14, and its equivalent circuit is shown in Fig. 7.16. An 
amplifier consisting of several single-tuned stages in cascade and all tuned to the same 
frequency is said to be synchronously tuned. If a high-Q coil is used, the voltage 
gain of a single-tuned stage at resonance is given by Eq. (7.69). 

A 

where Wo = 1/vLCt 
QL = Q of inductance, that is, QL = woL/RL 
rp = tube dynamic plate resistance 
Re = loading resistance in shunt with resonant circuit 
Ci = total shunt capacitance across L 

(7.69) 

In practice, the amplifier tubes are usually pentodes and the term woLQ/rp can be 
neglected in Eq. (7.69). 

1. Narrow-band Single-tuned Amplifiers. Pentodes are usually used in narrow-band 
amplifiers, and the grid resistor Re of the following stage is made very large so that 

t Ct 

its effect upon the resonant circuit can 
be neglected. For these conditions and 

T 
assuming that the Q of the inductance is 
very large, the voltage gain is given by 
Eq. (7.70). 

Re eo 

- Vl + Qo2(f /fo - fo/!) 2 
(7.70) l 

A (f) _ -gmQo2RL 

------+----+---<) where Qo = QL 
FIG~ 7.16. Equivalent circuit of single- At midband, Eq. (7.70) reduces to 
tuned amplifier. 

(7.71) 

The bandwidth of a circuit is defined as the band included between the frequencies 
where the-power has dropped to one-half (-3 db) of the value at resonance, or where 
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the voltage response is 0.707 of its value at resonance. The bandwidth Aj of a stage 
whose gain is given by Eq. (7.70) is given approximately by Eq. (7.72). 

(7.72) 

The over-all bandwidth t:..ft of n identical high-Q synchronous single-tuned circuits 
in cascade is given by Eq. (7.78). The ratio t:..ft! t:..f for several values of n has been 
tabulated in Table 7.4. 

TABLE 7.4. REDUCTION IN BANDWIDTH OF CASCADED IDENTICAL SYNCHRONOUS 
SINGLE-TUNED STAGES 

Number of Reduction in 
Cascaded Stages, Bandwidth, 

n t:..fi/N 
1 1.0 
2 0.644 
3 0.510 
4 0.435 
5 0.386 
6 0.350 
7 0.323 
8 0.301 
9 0.283 

10 0.268 
15 0.217 
20 0.187 

2. Wideband Single-tuned Amplifiers. In wideband amplifier design, Re is made 
much smaller than the value of rp in parallel with the resonant plate circuit. For this 
case the voltage gain at any frequency is given by Eq. (7.73). 

A(f) _ -gmRc 
- Vl + Qo2(f/fo - Jo//) 2 

where Qo = WoCtRc 

(7.73) 

(7.74) 

The gain at resonance is given by Eq. (7.75), and the bandwidth N is given by Eq. 
(7.76). 

(7.75) 

(7.76) 

If n identical synchronous single-tuned stages are cascaded the over-all response 
function is 

(7.77) 

The over-all -3-db bandwidth 11ft for n cascaded stages can be determined from 
Eq. (7.78). 

11ft = l1f y21/11 
- 1 (7. 78) 

The ratio of the bandwidth of n stages in cascade to the bandwidth of a single stage 
is tabulated as a function of n in Table 7.4. From Table 7.4 it is seen that as n 
increases, the ratio of the over-all bandwidth to single-stage bandwidth decreaJSes 
rapidly. 
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OVERALL AMPLIFIER GAIN IN OB 
Frn. 7 .17. Universal design curves for cascaded identical synchronous single-tuned amplifier 
stages. The curves indicate the maximum bandwidth that can be achieved with a given 
tube type, number of tubes, and over-all amplifier gain. 
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The relation between over-all gain and bandwidth for n cascaded stages is given in 

Eq. (7.79). 

Ym v211n - 1 
tlf, = -'---21r---=c,....1A--,--e1-1n-

where 
2
~Ct = gain-bandwidth product for particular tube used in amplifier 

At = over-all gain of amplifier 

(7.79) 

A universal curve for synchronous single-tuned amplifier design is given in Fig. 7.17. 
From this graph the required number of stages for any desired over-all gain and band­
width can be determined once the type of tube has been selected. Because of the 
manner in which the over-all bandwidth of an amplifier is reduced as additional 
identical stages are cascaded, there is a maximum bandwidth achievable for a given 
over-all gain and particular tube type. This maximum bandwidth occurs when the 
voltage gain in each stage is equal to ye, that is, a voltage gain of 1.65 (4.34 db). 
The design of an amplifier having a larger or smaller gain per stage, and consequently 
the use of a smaller or larger number of tubes to achieve the same gain, will result 
in a narrower over-all bandwidth. 

As the number of cascaded stages is increased, the over-all response curve becomes 
narrower at the -3-db level and has steeper sides. This greatly increases the dis­
crimination against adjacent-channel signals and increases the amplifier selectivity. 
A plot of the relative response of an amplifier having various numbers of cascaded 
single-tuned stages is given in Fig. 7.18. 

Example 7.6 

Design a synchronous single-tuned i-f amplifier having 85-db gain and an over-all band­
width of 3.5 ± 0.2 Mc. Assume a center frequency of 15 Mc. 

Solution 

The center frequency of 15 Mc determines only the required coil inductance to resonate 
with the interstage shunt capacitance at the center frequency. 

1. Determine the per-stage gain-bandwidth product. 
To use a minimum number of tubes, the tube selected should have a high gain-bandwidth 

product. Assume that a 6AK5 tube is selected. A nominal value of Om for the 6AK5 is 
5,000 µmhos, and an average value of total interstage capacitance is 12 µµf. Under these 
conditions the gain-bandwidth product for the 6AK5 is, from Eq. (7.68), 

IAIN=___!!!!!_ 
21rCt 

5,000 X 10·-a 
21r X 12 X 10-12 

= 66 Mc 

2. Determine the ratio of over-all bandwidth to per-stage gain-bandwidth product. 
The over-all bandwidth of the amplifier is to be 3.5 Mc. The ratio 

~ = 3
·
5 = 0.053 

Om/21rCt 66 

3. Determine the number of stages required. 
From Fig. 7.17 it can be seen that five stages are required. The gain for five stages will 

be 86 db as shown in Fig. 7.17. 
4. Determine the per-stage gain. 

A = 86/5 = 17.2 db 

or, a voltage gain of 7 .2. 
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5. Determine the required value of load resistance Re 

A = OmRc 
7.2 

5,000 X 10-5 

= 1,440 ohms 

6. Determine the required value of inductance L to resonate with 12 µ.µ.f at 15 Mc. 

L 
(21r) 2/ 02c, 

= 9.39 µ.h 

(6.28) 2 X (15 X 106) 2 X 12 X 10-12 

Nol'E: As a check on the above design, the bandwidth per stage is 

!:!,.f = Om/21rC1 = 66 = 9 _17 Mc 
A 7.2 

Table 7.4 shows that for five cascaded stages the over-all bandwidth is 0.386 times the 
per-stage bandwidth. Therefore, 

!:,.ft = 0.386 X 9.17 
= 3.54 Mc 

7.4e. Coupling Network with Untuned Primary and Tuned Secondary. In Fig. 7.19a 
the untuned primary inductance is made low and the coefficient of coupling between 

-~' 
('7) ACTUAL CIRCUIT (b) EQUIVALENT CIRCUIT 

Fm. 7.19. Interstage coupling network which consists of a transformer having an untuned 
primary and a tuned secondary. 

primary and secondary is made high. The result is that only the tube and stray 
capacitances on the secondary side of the transformer need be considered. The 
equivalent circuit is as shown in Fig. 7.19b. The voltage gain at resonance of one 
stage having this coupling network in its plate circuit is 

(7.80) 

where wo = resonant frequency of secondary, radians/sec 
M = mutual inductance between primary and secondary of transformer, 

henrys 
R, = a-c resistance of secondary inductance, ohms 
Qo = Q of secondary inductance at resonance 

In general, rp will be much greater than the coupled impedance of the resonant circuit 
and Eq. (7.80) reduces to 

(7.81) 
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Equation (7.80) has its maximum value when 

M = VRarp 
Wo 

7-33 

(7.82) 

If the coupling is increased above the optimum value, both the bandwidth and the 
amplification will be reduced. If the coupling is reduced from the optimum value, 
the bandwidth will be increased and the amplification will be reduced. The optimum 
value of M usually cannot be achieved if a pentode is used because of its high value of 
plate resistance. 

7.4f. Stagger-tuned Amplifiers. In cascading synchronous single-tuned stages, 
increasing the over-all amplifier gain by adding stages results in a lowering of the 
over-all bandwidth [see Eq. (7.78)]. If the figure of merit FA is defined as the gain 
per stage times the over-all bandwidth, the value of FA for a synchronous single­
tuned amplifier is 

FA= gm v211n - 1 
211"Ct 

(7.83) 

It can be shown that by properly staggering the resonant frequencies of n single­
tuned stages and by properly adjusting the Q's of these stages, the over-all amplifier 
figure of merit can be made to equal gm/211"Ct, that is, the over-all bandwidth of n 
properly staggered stages having the same total gain as n synchronously tuned stages 
can be made equal to the bandwidth of a single stage of the synchronously tuned 
amplifier. The mathematical derivation of the tuning and damping relationships 
in the n stages is complex and is not treated here. 1 Staggering provides a passband 
which is maximally flat, i.e., the first n - I derivatives of the gain equation vanish 
at the center frequency. 

Although any number of stages can be staggered as described above, only flat­
staggered pairs and flat-staggered triples are widely used. 

1. Flat-staggered Pairs. A flat-staggered pair consists of two cascaded stages 
having the following parameters: 

fo = geometric center frequency of over-all amplifier 
!1 = resonant frequency of stage 1 
Ji = resonant frequency of stage 2 
t:i.f = over-all bandwidth of staggered pair 
d = dissipation factor of individual stages, that is, 1/Q 
a = factor relating Ji and h to f o 

8 = dissipation factor of staggered pair 

!1 =~ 
a 

h = afo 
t:i.f = 8fo 

t:i.fi = dfi 
t:i.Ji = df2 

(7.8,1) 

(7.85) 
(7.86) 
(7.87) 
(7.88) 

The parameters of the tuned circuits are determined from Eqs. (7.89) and (7.90). 

/4 + 82 
- v'16 + 84 

d='\} 2 (7.89) 

a - ! = y' 82 - d2 
a 

(7.90) 

1 For greater detail see S. Butterworth, On the Theory of Filter Amplifiers, Wireless 
Eno., 1930, pp. 536-541. 
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The damping factor d and the term a can also be determined from Fig. 7.20 where d 
and a have been plotted as a function of o as determined from Eqs. (7.89) and (7.90). 
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Fm. 7 .20. Design curves for a flat-staggered pair. 
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The values of shunt damping resistances required to give the proper Q for each stage 
are given by 

1 Ri = ---
2-,r/1C1d 

1 
R2 = ---

21rf2C2d 

where C1 and C2 = total shunt capacitances across R1 and R2, respectively. 

(7.91) 

(7.92) 

As an illustrative example of the relative responses of the individual stages which 
make up a staggered pair, refer to Fig. 7.21, which has been plotted for the case 
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Fm. 7 .21. Over-all response and individual stage response of a flat-staggered pair where 
o = 1.1, A1 = 33.5 db, and A2 = 26.5 db. 

where o = 1.1. In Fig. 7.21, the gain of the individual stages at their center fre­
quencies has been assumed to be 33.5 and 26.5 db, respectively. 

The voltage gain as a function of frequency for a flat-staggered pair is 

A (f) - Um1Um2 1 
- Wo

2G1G2 -Vo 4 + (f /f,, - folf) 4 
(7.93) 

For a given bandwidth, the response curve of a flat-staggered pair has steeper sides 
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than the response curve of a single-tuned stage. Therefore the bandwidth reduction 
of n cascaded staggered pairs is less than the bandwidth reduction of n cascaded 
synchronous single-tuned stages. The over-all bandwidth of n cascaded pairs is 
given by 

t:.ft = t:.f ~21111 - 1 (7.94) 

Two identical cascaded single-tuned stages will have an over-all gain of 

At= (umv~)2 
21rt:.f1Ct 

= 0.414 (21rt t:.f) 2 (7.95) 

The gain of a flat-staggered pair at band center is 

A-(-1!.!!i__)2 
- 21rCt t:.f1 

(7.96) 

The ratio of the gain of a staggered pair to that of two identical single-tuned stages 
having the same over-all bandwidth is 

A 1 
At = 0.414 = 2.42 (7.97) 

Thus, each stage in a staggered pair has an effective gain equal to 1.56 times that of 
the gain per stage of two single-tuned stages in cascade which have the same over-all 
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Fm. 7.22. Universal design curves for cascaded identical flat-staggered pairs. 

bandwidth as the staggered pair. As the number of staggered pairs in cascade is 
increased, the effective gain per stage becomes increasingly greater as compared to 
synchronous single-tuned stages having the same over-all bandwidth and the same 
number of stages. 

A universal design curve for cascaded identical flat-staggered pairs is given in 
Fig. 7.22. Once the tube type has been determined and the gain-bandwidth product 
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for the tube calculated, i.e., Ym/21rCt, the number of staggered pairs required to achieve 
the desired over-all gain At and bandwidth !}.ft can be determined from Fig. 7.22. The 
bandwidth Aj of each pair is then determined from Eq. (7.94). The proper resonant 
frequency and Q of each stage in the pair are then determined from Fig. 7 .20. The 
gain of each pair at midband is determined from Eq. (7.98). 

A = (21rt f}.jr 
where Af = bandwidth of the staggered pair 

Example 7.7 

(7.98) 

Design an i-f amplifier having 60 db gain and a bandwidth of 15 Mc using flat-staggered 
pairs. Assume that the center frequency is 30 Mc and that 6AG5 tubes are to be used. 

1. Determine the gain-bandwidth product for the 6AG5 tube assuming the socket and 
wiring capacitance to be 5 µµf. 

From Table 7 .3 the gain-bandwidth product for the 6AG5 is 

.J!!!!_ = 60 Mc 
21rC1 

2. Determine the ratio of over-all bandwidth Aft to the per-stage gain-bandwidth product 
Om/21rCt, 

Since the over-all bandwidth is to be 15 Mc, 

~ = 15 = 0.25 
Om/21rCt 60 

3. Determine the minimum number of pairs required from Fig. 7.22. 
From :Fig. 7.22 it is determined that for 

Nt = 0.25 
Om/21rCt 

and for 60-db over-all gain, the minimum number of staggered pairs required is 4. The 
curve shows that 67 .5 db can be achieved being four staggered pairs. 

4. Determine the bandwidth of each pair. 
From Eq. (7.94) 

A/= !}.ft 

,v'2H - 1 
15 Mc 

= 0.66 

= 22.7 Mc 

5. Determine the factor o from Eq. (7.86). 

o = Al 22.1 = o.16 
lo = 30 

6. Determine a and d from Fig. 7 .20. 

a = 1.32 
d = 0.52 

7. Determine the resonant frequencies of each stage in the pair from Eqs. (7 .84) and 
(7.85). 

lo 30 
!1 = ~ = 1.32 = 22.7 Mc 

/2 = al o = 1.32 X 30 = 39.6 Mc 

8. Determine the value of the load resistor in each stage of one pair. 
The total shunt capacitance Ct between stages is, using average values of c,. and c0 from 

Table 7.3, 
Ct = 6.5 + l.8 + 5. = 13.3 p,µ,f 



RECEIVERS 7-37 
The correct value of damping resistor for each stage is determined from Eqs. (7.91) and 

(7.92). 

6.28 X 22.7 X 106 X 13.3 X 10-12 X 0.62 
= 1,014 ohms 

R2 = -
1
-

21r/2C2d 

6.28 X 39.6 X 106 X 13.3 X 10-12 X 0.62 

= 582 ohms 

9. Determine the correct values of inductance for each stage in one pair. 

(6.28 X 22.7 X 106) 2 X 13.3 X 10-12 

= 3.70 µh 

L2 = --
1

-
(21r/2) 2c2 

(6.28 X 39.6 X 106) 2 X 13.3 X 10-12 

= 1.22 µh 

In Step 3, the over-all gain was found to be 67.5 db. If exactly 60 db is desired, the Om 
of one or more tubes can be lowered by increasing the grid bias from the nominal value. 

10. As a check on the design, determine the voltage gain of each pair as given by Eq. 
(7.98). 

A= c'Tf~; ~fr 
The over-all gain for four pairs is 

602 

22.72 

= 6.99, or 16.88 db 

At = 4 X 16.88 
= 67.5 db 

Thus, four staggered pairs of 6AG5's will provide slightly more than the required 60-db 
gain and 15-Mc bandwidth. 

11. The circuit of one pair is shown in Fig. 7.23. 

-----------a+£bb 

FIG. 7.23. Circuit of flat-stag1?;ered pair of Example 7.7. 
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2. Flat-staggered Triples. A flat-staggered triple consists of three cascaded stages. 
One stage is tuned to the center frequency fo of the amplifier and has a bandwidth t:i.f 
equal to the over-all bandwidth of the triple. The other two stages are tuned to Ji 
andfi, where 

and 

(7.84) 

(7.85) 
(7.86) 

where t:i.f = bandwidth of over-all staggered triple as well as one stage of triple 

t:i.f1 = dfi 
t:i.h = dh 

(7.87) 
(7.88) 

The parameters of the tuned circuits are determined by Eqs. (7.90) and (7.99). 

d = ✓4 + 02 
- v'16 + 4o2 + o4 

2 
(7.99) 

The dissipat.ion factor d and the term a can be obtained from Fig. 7 .24 where d and a 
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FIG. 7 .24. Design curves for a flat-staggered triple. 

have been plotted as a function of o, the dissipation factor of the over-all triple. The 
correct values of stage load resistors are given by 

(7.100) 

(7.101) 

(7.102) 

As an illustrative example of the relative responses of the individual stages in a 
staggered triple, refer to Fig. 7.25 which has been plotted for the case where o = 0.95. 
In Fig. 7.25, the gain of the individual stages at their center frequencies has been 
assumed to be 22 db, 11.6 db, and 15 db, respectively. 
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The voltage gain as a function of frequency for a flat-staggered triple is given by 

(7.103) 

The amplitude response of a flat-staggered triple has steeper sides than that of a 
flat-staggered pair. Therefore the bandwidth reduction of cascaded staggered 
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Frn. 7.25. Typical over-all response and individual stage responses of a flat-staggered triple 
in which o = 0.95, d = 0.43, and a = 1.5. 

triples is less than that of cascaded staggered pairs. The over-all bandwidth Aft 
of n cascaded triples is given by 

Aft = Af y2I/n - 1 (7,104) 

where Af = bandwidth of one flat-staggered triple 
Three identical cascaded single-tuned stages have an over-all voltage gain of 

At= (gm-V~)a 
21rCt Aft 

( 0.51gm ) 3 

= 21rCt Aft 

where Aft = over-all bandwidth of three synchronous single-tuned stages 
The voltage gain at bandcenter for one flat-staggered triple is 

A _ ( gm )a 
- 21rC1 Af 

where Af = over-all bandwidth of one flat-staggered triple 

(7.105) 

Thus, one staggered triple having the same over-all bandwidth as the bandwidth 
of three identical cascaded single-tuned stages will have a greater gain than the 
latter by the factor 

A 1 
A, = (0.51) 3 = 7·54 (7.106) 
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Therefore, the effective per-stage gain in a staggered triple is 1.96 times the gain per 
stage of three cascaded single-tuned stages having the same over-all bandwidth. A 
universal design curve for cascaded identical flat-staggered triples is given in Fig. 7.26. 
Once the type of tube has been determined and the desired over-all gain and band­
width are known, the required number of staggered triples can be determined. The 
bandwidth t::.f of each triple can then be determined from Eq. (7.104). After the 
bandwidth of each triple has been determined, the center frequency and dissipation 

o. 7...----r-,.,..,...--""T-----,--------,----r----~---r-----r----r----, 
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Frn. 7.26. Universal design curves for cascaded identical flat-staggered triples. 

factor for each stage in the triple can be determined from Fig. 7 .24 and the exact 
gain of each triple can be determined from Eq. (7 .105) . 

Example 7.8 

Design an i-f amplifier having 80-db gain and a bandwidth of 20 Mc at a center frequency 
of 60 Mc. Assume that 6AK5 tubes are to be used. 

1. Determine the gain-bandwidth product of the 6AK5, assuming a nominal value of 
5 µµf stray and socket capacitance. 

From Table 7.3 the gain-bandwidth product of the 6AK5 under this condition is seen 
to be 

_!!!!!_ = 68 Mc 
21rCi 

2. Determine the ratio of over-all bandwidth to per-stage gain-bandwidth product. 

~ = 
20 

= 0.294 
Om/21rC1 68 

3. Determine from Fig. 7 .26 the required number of triples to achieve 80-db gain. 

n = 4 

The curve shows that 99 db can be achieved with the desired bandwidth using four 
staggered tripl()s. 
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4. Determine the over-all bandwidth t::.f of each triple from Eq. (7.104). 

5. Determine o. 

!l.f = !::.ft 
y2H -1 

20 

yl.189 - 1 
= 26.4 Mc 

0 !:if 26.4 = 0.44 
= lo = 60 

6. Determine a and d from Fig. 7.24. 

d = 0.218 
a = 1.195 

7. Determine the resonant frequencies of each stage in one triple. 

Stage 1 is tuned to /i = lo/a = 50.2 Mc 
Stage 2 is tuned to '2 = afo = 71.7 Mc 
Stage 3 is tuned to lo = 60 Mc 

7-41 

8. Determine the correct value of load resistor for each stage in one triple from Eqs. 
(7.100), (7.101), and (7.102). 

The approximate value of interstage capacitance can be obtained from Table 7.3. 

Ct~ 11.8 µµf 
Stage 1: 

Stage 2: 

Stage 3: 

R1 =---
21r/iC1d 

1 
6.28 X 50.2 X 106 X 11.8 X 10-12 X 0.218 

= 1,230 ohms 

6.28 X 71.7 X 106 X 11.8 X 10-12 X 0.218 
= 864 ohms 

6.28 X 60 X 106 X 11.8 X 10-12 X 0.44 
= 511 ohms 

9. Determine the correct values of inductance for each stage in one triple. 

Stage 1: 

Stage 2: 

(6.28 X 50.2 X 106) 2 X 11.8 X 10-12 

= 0.85 µh 

1 
(6.28 X 71.7 X 106) 2 X 11.8 X 10-12 

= 0.42 µh 
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Stage 3: 

(6.28 X 60 X 106) 2 X 11.8 X 10-12 

= 0.60 µh 

10. As stated in step 3, the over-all gain will be 99 db; however, exactly 80 db can be 
achieved by decreasing the Om of one or more stages by increasing the operating bias. 

11. As a check on the design, determine the voltage gain at bandcenter for one triple 
from Eq. (7.105). 

A= c~~t x ~fr 
= (2!\)3 = 17.1 

= 24.7 db 

12. Determine the exact over-all amplifier gain. 

Thus, the design checks. 

At = 24.7 X 4 
= 98.8 db 

7.4g. Double-tuned Amplifiers. The circuit of a typical double-tuned amplifier 

Cs 
ls 

stage is shown in Fig. 7.27. The pri­
mary and secondary circuits are both 
resonant and are inductively coupled 
together. The desired selectivity curve 
is achieved through proper adjustment 
of the primary and secondary resonant 
circuits and the degree of coupling be­
tween the primary and secondary. 

For purposes of design, double-tuned 
Frn. 7.27. An inductively coupled double- circuits are most conveniently divided 
tuned circuit. 

into two parts: the high-Q case where 
the bandwidth is 0.lfo or less and the low-Q case where the bandwidth is greater 
than 0.lfo. 

1. High-Q Case. The high-Q case has been investigated in great detail by several 
persons, 1 and only applicable design information is given here. The general analysis 
of double-tuned circuits is covered in Sec. 13. In the high-Q case both the primary 
and secondary resonant circuits are tuned to the center frequency of the passband, i.e., 

1 

The coefficient of coupling k between the primary and secondary is given by 

where M = mutual inductance between windings 
The midband gain A is given by 

A = gmk V RpRaQpQ, 
1 + k 2QpQ. 

(7.107) 

(7.108) 

(7.109) 

1 For a complete account see C. B. Aiken, Two Mesh-tuned Coupled Circuit Filters, 
Proc. IRE, vol. 35, February, 1937. 



TABLE 7.5. SUMMARY OF GENERAL CONDITIONS FOR CRITICAL AND TRANSITIONAL COUPLING FOR THE HIGH-Q CASE 

Coefficient of coupling .................... . 

-3-db bandwidth ........................ . 

kc =-
1

-
VQpQ. 

Critical coupling 
Qp/Q. = a or Q./Qp = a 

Llf = ___[,_ ✓[(~)4 + 16]H _ (~)2 Q.V2 a a2 a 

Midband gain.. . . . . . . . . . . . . . . . . . . . . . . . . . . A = Ym ~ 

· · Ym Va/2 ✓[(a -1)4 16]H ca -1) 2 

Garn-bandwidth product. . . . . . . . . . . . . . . . . . . A Llf = _ 
1
__ --- + - - --

41r V CPC• a a2 a 

Over-all bandwidth of n stages ............. J Ni = Llf y2I/n - 1 
Midband input impedance at transformer 

input including GP as part of transformer! Ru = RP 
circuit 

Transitional coupling 
Qp/Q. = a or Q./Qp = a 

kt = _1_ ✓1 + a2 
aQ. . -2-

Llf = /o(l + a) 

aQ.-v12 

A = Ym VRpRs y2a(l + a2) 
(1 + . -

A Ll.f = Ym v'I+a2 
21r v'c;c: (1 + a) 

Llft = LlJ V21/n - 1 

Ru= 2Rp 
a+ 1/a 

~ 
t;,,j 
C 
t;,,j 

!;3 
t;,,j 
~ 
171 

t 
C>,j 
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where QP = Q of primary circuit 
Qa = Q of secondary circuit 

For fixed values of QP and Qa, there is a particular value of k that makes the midband 
gain A a maximum. This value of coupling is known as the critical coefficient of 
coupling kc, and a circuit having this value of k is said to be critically coupled. The 
value of the critical coefficient of coupling is 

(7.110) 

There is another value of the coupling coefficient k which provides the flattest pass­
band. When k has this value, the circuit is said to be transitionally coupled. If the 

0.6 ------~------------------------

0.1 

10 20 30 40 50 60 70 80 90 100 
OVERALL AMPLIFIER GAIN IN DB 

Fm. 7.28. Universal design curves for cascaded transitionally coupled double-tuned stages. 

coupling is increased beyond the transitional value, the passband has two peaks. 
If the coupling is less than transitional, the passband has a single peak. This is 
illustrated in Fig. 13.4b. The transitional value of coupling coefficient is 

(7.111) 

When the primary and secondary circuits have equal Q's, transitional and critical 
coupling occur at the same coefficient of coupling. 

A summary of the general conditions for critical and transitional coupling for the 
high-Q case is given in Table 7.5. 

The two conditions most often prevailing in the application of double-tuned circuits 
are transitional coupling with QP = Qa and transitional coupling with QP » Qa or 
Qa » Qp, A summary of the properties of double-tuned circuits for these conditions 
is given in Table 7.6. Universal design curves for cascaded transitionally coupled 
double-tuned stages having either equal primary and secondary Q's or QP » Q3 or 
Qa » QP are given in Fig. 7.28. From these curves the number of stages required to 
achieve a particular gain and bandwidth can be determined once the gain-bandwidth 
product for the tube type to be used has been calculated. 
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TABLE 7.6. SUMMARY OF CONDITIONS FOR TRANSITIONALLY 

COUPLED DOUBLE-TUNED STAGE, HIGH-Q CASE 

Equal Q 
Qp = Q. = Q 

1 
Coefficient of coupling. . . . . . . . . . . . . . kt = Q 

-3-db bandwidth ................. . 

kt= --
1
-

Q. v2 
llf = ~ 

V2Q. 

7-45 

Midband gain ..................... . A= gmR. ✓2~• 
Gain-bandwidth product. . . . . . . . . . . . A t:,_f = _Jm __ 

21r 2CpC. 
Allj = gm 

2 vc;c. 
Over-all bandwidth of n stages ....... t:./1 = tlf v211n - I /lft = llf v211n - 1 

Example 7.9 

Design an i-f amplifier having 100-db gain and 2-Mc bandwidth centered at 30 Mc. 
Assume double-tuned coupling with Qp = Q. and 6AK5 tubes. 

1. Determine the gain-bandwidth product for a 6AK5 tube in a double-tuned circuit. 

A tl.J = (Jm 

211"~ 
for the double-tuned equal-Q case (see Table 7.6) 

From Table 7 .3 the average input and output capacitances of the 6AK5 are found to be 
3.9 µµf and 2.9 µµf, respectively. If an additional 2.5 µµf input and output capacitance is 
assumed for the socket and wiring, the total values of Cp and c. are 

Cp = 2.9 + 2.5 = 5.4 µµf 
c. = 3.9 + 2.5 = 6.4 µ,µf 

From Table 7.3 the average (Jm is 5,000 µmhos. The gain-bandwidth product is 

A ,~.f = 5,000 X 10-6 

211" V 2 X 5.4 X 10-12 X 6.4 X 10-12 

= 95.6 Mc 

2. Determine the ratio of llft! A llf. 

tl.ft 2 
A f).f = 95_6 = 0.0209 

3. Determine the number of stages required for 100-db gain from Fig. 7.28. 
The gain with three stages is marginal, therefore 

n = 4 

4. Determine the necessary bandwidth of each stage from Table 7.6. 

fl/1 = /lJ V 21/n - 1 
2 2 

/lf = _4;--- = -
V 21/4 - 1 0.66 

= 3.03 Mc 
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5. Determine the desired primary and secondary circuit Q's and the coefficient of coupling 
kt from Table 7.6. 

lo v2 
Qp = Q. = Q = ~ 

30 X 1.414 
3.03 

= 14.0 
1 

kt = Q = 0.0714 

6. Determine the necessary values of Rp, R., Lp, and L •. 

14 
6.28 X 30 X 106 X 5.4 X 10-12 

= 13,800 ohms 
Q 

R, = 21rf0Ca 

L, 

14 
6.28 X 30 X 106 X 6.4 X 10-12 

= 11,600 ohms 
1 

(6.28 X 30 X 106) 2 X 5.4 X 10-12 

= 5.2 µh 
1 

(6.28 X 30 X 106) 2 X 6.4 X 10-12 

= 4.4 µh 

7. As a check, determine the gain at /o from Table 7.6. 

VRpR. 
A= Om·--

2
-

= 5,000 X 10-6 X Vl3,800/ 11,600 

= 31.6, or 30.0 db 
Ai = 4A = 120 db 

Exactly 100 db can be obtained by operating the tubes at increased bias. 

2. Transitionally Coupled Low-Q Case. The analysis of high-Q double-tuned 
circuits involves the use of several simplifying approximations which cannot be made 
when the bandwidth is of the same order of magnitude as the center frequency. An 
exact analysis is extremely complicated and has been worked out fully only for the 
case of transitional coupling. Design information is given for transitional coupling 
with equal primary and secondary Q's and with QP » Q. or Q. » Qp, 

EQUAL PRIMARY AND SECONDARY Q's. The curves shown in Fig. 7.29 apply to the 
low-Q case and show the relationships between coupling coefficient, primary and 
secondary resonant frequencies, primary and secondary circuit Q's, and the ratio 
of the over-all bandwidth to the center frequency. For the low-Q case, the primary 
and secondary resonant frequencies are lower than the center frequency. The 



RECEIVERS 7-47 
primary resonant frequency½ with the secondary shorted and the secondary fre­
quency J; with the primary shorted can also be determined from the figure. From 
the value of Q /27T' established from Fig. 
7 .29, the RC products for the primary 
and secondary can be determined. 

1 Q 
RpCp = Jo X 21r 

1 Q 
RaCa = Jo X 21r 

(7.112) 

(7.113) 

where RP and Ra are the resistances shunt­
ing the primary and secondary induct­
ances. The midband voltage gain of the 
amplifier is 

A =U2mvJI;f[. (7,114) 

The gain-bandwidth product of one stage 
is 

(7.115) 

0 "-.....____.__...__._____. _ _.____.__.__....____,, 

0 . 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

k • COEFFICIENT Of COUPLING 

Frn. 7 .29. Design curves for low-Q transi­
tionally coupled double-tuned circuit hav­
ing equal primary and secondary Q's. The 
value of Q applies to the center frequency /o, 

INFINITE PRIMARY Q AND LOW SECONDARY Q. Figure 7.30 gives the necessary 
design information for a transitionally coupled circuit having Qp » Q3 • The proper 
coefficient of coupling can be determined for a given ratio of bandwidth to center 

2 .o ,......._,....__,.-...----,..-..----.---,.-..----,-~ frequency by curve a. The midband gain 

1.8 (el 
2
°,,. 

1.2 1---ll----+--l 

0 "-.....___._...__,_--J..__~_.__.,____.__....:;::,i 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

k • COEFFICIENT OF COUPLING 

of the stage is given by Eq. (7.116) where 
a is determined from curve b of the figure. 

(7,116) 

The resonant frequency of the primary 
circuit is taken from curve d, and the res­
onant frequency of the secondary circuit 
is taken from curve c. The value of Ra is 
obtained by finding the value of Q/27T' 
from curve e and substituting this value 
into Eq. (7.113). 

The gain-bandwidth product of one 
stage is 

(7.117) 
Fw. 7.30. Design curves for transitionally 
coupled double-tuned circuit having infinite 
primary Q and low-Q secondary. The secondary Q may be made much 

larger than the primary Q. For this con­
dition, the design equations and Fig. 7.30 still apply; however, the frequencies to 
which the primary and secondary circuits are resonated should be interchanged. 

The bandwidth reduction factor for cascaded low-Q transitionally coupled double­
tuned circuits is the same as for the high-Q circuits. This reduction factor is given in 
Table 7.6. The universal design curves for cascaded double-tuned circuits given in 
Fig. 7.28 apply directly to both the low-Q and high-Q cases. 

7.4h. UHF Effects. The use of conventional tubes as amplifiers becomes increas­
ingly difficult as the frequency is increased because of several effects which become 
pronounced in the uhf region. In general, these effects can be reduced by careful 
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circuit design. However, the tube structure limits the improvement that may be 
achieved. 

1. Input Loading. The input conductance of most vacuum tubes is very low at 
low radio frequencies. 1 As the frequency of operation of the amplifier is increased, 

TABLE 7.7. AC AND REQUIRED VALUE OF UNBYPASSED CATHODE RESISTOR 
Rk FOR COMPENSATION OF SEVERAL AMPLIFIER TUBES 

Cold-tube 
Capacity 

I input 
increase 

.l p h, Rk, Ym, Tube type (cold-to-
capacity Ci, hot) Ac, 

µmhos ma ma ohms 
µµf 

µµf 

6AKfi 2.8 1.2 5,100 7.7 10.2 63.5 
6Ami 6.8 3.2 11,000 10.0 12.5 34.2 
6AG5 4.2 2.3 5,100 7.2 9.3 83.2 
6CB6 4.5 1.8 6,200 10.0 13.0 49.7 
6J6 0.8 1.4 5,300 8.5 8.5 330 
6C4 1.1 0.7 3,100 11.8 11.8 205 
6BA6 3.0 2.5 4,400 11.0 15.2 137 
6AUE'• 2.9 2.6 5,200 10.8 15.1 124 

the input conductance increases above the low-frequency value because of electron 
transit time within the tube and cathode lead inductance. 

INPUT LOADING CAUSED BY ELECTRON TRANSIT TIME. At moderate radio frequencies, 
the time of transit of the individual electrons between the cathode and the grid and 
between the grid and the plate is an appreciable fraction of one cycle of the applied 

grid signal. The electrons induce charges on the grid as 
they approach and recede from the grid structure in trav­
eling from the cathode to the plate, and the induced 
charges on the grid cause current to flow in the ext~rnal 
grid-circuit impedance. At low frequencies this grid cur­
rent is very nearly in quadrature with the applied signal 
voltage and appears at the grid input terminals as a ca­
pacitive reactance. This apparent capacitance is in addi­
tion to the grid-cathode capacitance of the tube struc-
ture and represents the major increase in grid-cathode 

C R capacitance when voltages are applied to the tube. There 

Fm. 7.31. Circuit for com­
pensation of Ac by use of 
an unbypassed cathode 
resistor. 

is an additional increase in grid-cathode capacitance as 
the transconductance of a tube is increased because of 
the movement of the space charge between the cathode 
and grid (these changes in input capacitance should not 
be confused with input-capacitance changes caused by 
Miller effect). Values of the "cold-to-hot" incremental 
changes in input capacitance Ac, which include both space­

charge and transit-time effects, are given for several tubes in Table 7.7. 
Because Ac is a function of the tube transconductance, a resonant circuit placed 

between grid and cathode will be detuned if the transconductance of the tube is 
varied. If automatic volume control is applied to such a stage, the detuning effect 

1 See Sec. 3.8 for a discussion of the low-frequency input conductance of vacuum-tube 
amplifiers. 
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between strong signals and work signals may be appreciable. The detuning effects 
of Ac may be compensated by having a portion of the cathode bias resistor unbypassed 
as shown in Fig. 7.31. The decrease in the tube input capacitance by feedback as a 
result of the unbypassed cathode resistor will be equal to the increase in input capaci­
tance because of Ac if Rk has the following value: 

Rk = Aclb 
UmCokh 

where Rk = unbypassed portion of cathode resistor, ohms 

(7.118) 

!le = "cold-to-hot" incremental capacitance of tube in µµf, i.e., the difference 
in Cok when tube is cut off and when tube has transconductance of Um 

lb = plate current at operating point 
I k = cathode current at operating point 

Um = grid-plate transconductance of tube in mhos at operating point 
Cok = grid-cathode capacitance of "cold" tube, µµf 

At higher radio frequencies where the transit time of the electrons between cathode 
and grid is a significant fraction of one cycle of the applied signal, the induced grid 
current has a component which is in phase with the applied signal. This in-phase 
current represents a conductive component of grid-input admittance. A detailed 
analysis of this effect has been conducted by Llewellyn 1 and others. An approximate 
expression for input due to electron transit time is given by Eq. (7.119). 

where Gt = tube input conductance, mhos 
k = constant which is a function of tube structure 

Um = grid-plate transconductance, mhos 
T = electron transit time from cathode to grid plane 
f = frequency of operation, cps 

Of special significance in Eq. (7.119) is the fact that the grid-input conductance 
increases as the square of frequency. 

INPUT LOADING CAUSED BY CATHODE LEAD 

INDUCTANCE. At high frequencies, the 
grid, plate, and cathode leads internal to a 
tube represent inductances having appre­
ciable reactance. 

Of the three principal lead inductances, 
the inductance of the cathode lead is the 
most important because of the feedback 
it produces. The equivalent input circuit 
of a tube including cathode lead induct­

T 
ts 

10----_ 
ance is shown in Fig. 7.32. The voltage Frn. 7.32. Input circuit of tube including 
developed across the cathode lead induct- cathode lead inductance. 
ance by the plate signal current is in series 
with the input signal voltage. The effect of this feedback between plate and grid 
circuits is to cause a component of current to flow through the grid-cathode capaci­
tance Cok which is in phase with the applied signal e,. The magnitude of this con­
ductance is given approximately by 

(7.120) 

1 F. B. Llewellyn, "Electron Inertia Effects," Cambridge University Press, London, 1941-
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where Gu = grid conductance in mhos due to cathode lead inductance 
llm = tube grid-plate transconductance, mhos 

w = signal frequency, radians/sec 
fa = cathode lead inductance, henrys 
Cgk = grid-cathode capacitance, farads 

Equation (7.120) assumes that the reactance of Lk is small compared to the reactance 
of Cok and that the voltage across fa is small compared to the input signal ea. Typical 
values of cathode lead inductance for miniature tubes fall between 0.01 and 0.02 µh. 
The effects of cathode lead inductance can be minimized in tubes having two cathode 
leads by the method illustrated in Fig. 7.33. One of the cathode leads contains the 
normal cathode bias resistor and bypass capacitor. The other lead has a small 
capacitor connected between the tube pin 
and ground of such a value as to be series­
resonant with the inductance of that lead 
at the frequency of operation. The 6AK5 
pentode, which has the suppressor and 
cathode internally connected and also has 
two base pins connected to these elec-

t00K 
~6C4. 
~5101t ' 

---- 6AK5 
l\ 

I i\r.. 
6J6 i\r\ 

trodes, is particularly suited to this type ~ t0K 

of compensation. The input conduct- 5 
ance due to both electron transit time ~ ~-----

f\r-..r.. 
I\ 

6AH6\ 

~\ 
= 

m 

' '" \ \ \1 

~ 
and cathode lead inductance is equal to 

FIG. 7 .33. Method of minimizing effects of 
cathode lead inductance. 
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FIG. 7.34. Input resistance due to electron 
transit time and cathode lead inductance of 
several types of tubes as a function of 
frequency. 

the sum of the individual conductances. The total input resistance due to electron 
transit time and cathode lead inductance effects is plotted as a function of frequency 
for several types of tubes used as r-f amplifiers in Fig. 7.34. The input conductance 
caused by cathode lead inductance is not a source of thermal noise since it is caused 
by feedback and not by a physical resistance. The detrimental effect of the con­
ductance produced by cathode lead inductance is the reduction in the available power 
gain of the stage. Although this conductance contributes no noise itself, it is difficult 
to isolate from the input conductance caused by electron transit time, and the noise 
figure of an amplifier is normally calculated assuming that the total conductance due 
to both of these effects is caused by electron transit time. 

2. Grid-induced Shot-effect Noise. In Sec. 7.2h it was shown that electron transit 
time causes a grid-induced shot-effect noise power which increases in direct proportion 
to the value of grid conductance caused by electron transit time. Since the grid 
ccnductance increases as the square of frequency, the grid-induced shot-effect noise 
power also increases as the square of frequency. This effect causes the noise figure 
')f vacuum-tube amplifiers to increase with frequency and, together with grid con-
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ductance, limits the usefulness of conventional vacuum tubes to frequencies below 
about 500 Mc. 

3. Effect of Input Loading on Maximum Gain and Maximum Frequency of Operation. 
The maximum frequency at which a tube can be used successfully as an amplifier 
is normally limited to those frequencies at which the tube has a gain greater than 
unity. Since the input conductance of a tube increases as the square of frequency 
because of both transit time and cathode lead inductance effects, the maximum useful 
frequency at which the tube may be used will be limited by grid conductance. 

I Cgp 

T Cpl< Rb Lp eo 

l es Lg Cg/r R; 

l 
Fm. 7.35. Circuit of grounded-cathode tuned amplifier. 

If the interstage coupling network in a tuned amplifier is assumed to be an ideal 
transformer and if there is no external load resistance on either primary or secondary, 
the maximum power gain possible from one stage is 

G _ gm 2rpR, 
max - 4 

where Um = tube transconductance, mhos 
R, = input resistance of stage, ohms 
rp = output resistance of stage, ohms 

(7.121) 

4. Tube Resonance Effects at High Frequencies. The equivalent input circuit for a 
tube including cathode lead inductance is illustrated in Fig. 7 .32. The grid-cathode 
capacitance is in series with the inductance of the cathode lead across the tube input. 
A maximum frequency limitation is placed upon tube operation at the frequency 
where these two reactances present a series-resonant circuit to the signal source. 
For the 6AK5 tube the resonant frequency of Cuk and Lk is approximately 500 Mc, 
and for the 6AC7 tube the resonant frequency is about 250 Mc. 

7.4i. Circuit Configurations. The performance to be expected from a particular 
type of tube as an r-f or an i-f amplifier at the higher frequencies is largely determined 
by the specific circuit in which the tube is used. The three general classifications of 
circuits are the grounded cathode, grounded grid and grounded plate (cathode 
follower). 

1. Grounded-cathode Amplifier. The grounded-cathode circuit for a tuned amplifier 
is shown in Fig. 7.35. The circuit applies to either a triode or a pentode with the 
screen and suppressor bypassed to the cathode. If ideal transformer coupling is 
assumed between stages, the maximum power gain is given by Eq. (7.121). If 
several identical stages are cascaded without benefit of transformer coupling and if 
the plate-load resistance RL is much larger than the grid-input resistance of each 
stage, the power gain G per stage is 

(7.122) 
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where gm = grid-plate transconductance, mhos 
rp = dynamic plate resistance 
Ri = grid input resistance to each stage 

The maximum power gain versus frequency is given for several commonly used tubes 
in Fig. 7 .3(> for the condition where the loading present in the interstage circuit is 

t5 15 t---"--'-_._--'-"'-' 

3:: 
0 
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only that due to the effects of electron 
transit time and cathode lead inductance. 

The grid-plate capacitance provides a 
feedback path between the plate and grid 
circuits which may cause an amplifier to 
oscillate. The conditions necessary for 
oscillation to occur in a tuned-plate tuned­
grid stage are discussed in Sec. 6.2c. The 
frequency of oscillation will be lower than 
the resonant frequency of either the plate 
circuit or the grid circuit since the net re­
actance between the grid and cathode and 
between the plate and cathode must be in­
ductive to achieve the required 180° phase 
shift across the grid-to-plate capacitive 
reactance. Oscillation is more likely to 
occur if the plate circuit is resonant at a 
higher frequency than the grid circuit 

Frn. 7.36. Maximum power gain without since the tube gain required for oscillation 
transformer coupling for various tubes as is less in this case (see Sec. 6.2c). When 
limited by grid conductance. 

the grid and plate circuit impedances have 
values such that conditions for oscillation are optimized, the maximum frequency of 
operation as an amplifier is limited to approximately 

f = 1 
1rgmCn,RgRb 

where f = maximum frequency of operation, cps 
gm = tube grid-plate transconductance, mhos 
Cgp = grid-plate capacitance of tube, farads 

(7,123) 

R" = parallel combination of tube-input resistance due to cathode lead induct­
ance and electron transit time and any external resistance in grid circuit 

Rb = plate load resistance, ohms 
Equation (7.123) assumes that the grid circuit is tuned to resonance at the lower 
-3-db frequency of the plate resonant circuit and that the reactance of Cop is much 
larger than the net reactance of the plate circuit at the grid circuit resonant frequency. 
Equation (7.123) establishes the frequency of amplifier operation at which the gain 
around the feedback path provided by Cop will be unity for the stated conditions. 
Since the phase shift through the feedback path is not 180° for these conditions, the 
amplifier will not oscillate at this exact frequency. The amplifier cannot oscillate 
unless the condition of unity gain around the closed loop formed by Cop, the plate and 
grid resonant circuits, and the tube and the condition of 0° phase shift around this 
loop are simultaneously met at one frequency (see Sec. 6.2). It is usually desirable 
to keep the frequency of operation of a particular tube well below the value indicated 
in Eq. (7.123) to avoid distortion of the amplifier frequency response. In practice, 
the maximum frequency is usually limited to approximately 10 per cent of the value 
given by Eq. (7.123) unless precautions are taken to neutralize the grid-plate capaci­
tance of the tube. 1 For the special case where R 0 = Rb, Eq. (7.123) can be rewritten 

1 8. N. Van Voorhis, "Microwave Receivers," p. 126, Radiation Laboratory Series, vol. 23, 
McGraw-Hill Book Company, Inc., New York, 1948. 
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to express the maximum allowable voltage gain per stage as a function of Cgp and 
frequency. 

Amax = ✓ -~m (7.124) 
'lr'JCgp 

Equation (7.124) is plotted for several commonly used tubes in Fig. 7.37. Unless 
the grid-plate capacitance is neutralized, the maximum gain should be kept about 
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FIG. 7.37. Maximum voltage gain of various tubes as limited by Cgp. 

10 db less than the values indicated in Fig. 7.37. This is equivalent to limiting the 
frequency of operation to approximately 10 per cent of the value given by Eq. (7.123). 

A number of methods of neutralizing c 
the grid-plate capacitance of a tube have ,___, ... 0 __________ _ 

been developed. 1 The principal method 
used in radio receivers at high frequen­
cies is illustrated in Fig. 

0

7.38. In this 
circuit the grid-plate capacitance of the 
tube is tuned out at the signal frequency 
by paralleling Cgp with an inductance 
and d-c blocking capacitor. The neu­
tralizing inductance and Cgp are parallel FIG. 7.38. Coil neutralization of grid-plate 

capacitance. 
resonant at the signal frequency. This 
method of neutralization is adequate only over a relatively narrow band of frequencies. 

The noise figure of a grounded-cathode amplifier is given by Eq. (7.125). 

F = 1 + R, + R,T; + R,q (1 + R, + R.)2 (7.125) 
R1 RtT R. R1 Rt 

where F = noise figure of stage expressed as a power ratio 
R, = source resistance, ohms 
Rt = grid resistance due to transit-time effects, ohms 
R 1 = any external resistance shunting input circuit, including equivalent shunt 

resistance due to finite Q of input circuit inductance or transformer 
Req = equivalent grid-noise resistance, ohms (see Sec. 7.2h) r: = effective temperature of Rt, °K 

T = room temperature, °K 
1 See F. E. Terman, "Radio Engineering," pp. 367-369, McGraw-Hill Book Company, 

Inc., New York, 1947. 
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At low frequencies where Rt is sufficiently large to be neglected, Eq. (7.125) reduces to 

(7.125a) 

If Rt must be taken into account but R1 is large enough to be neglected, Eq. (7.125) 
reduces to 

F = l + f!.T; + Req (1 + R.)2 
R1T R. Rt 

The value of Rs yielding minimum noise figure is found to be 

R.(optimum) 
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FIG. 7.39. Noise figure of a grounded-cathode amplifier. (a) Noise figure with optimum 
aource resistance. (b) Variation in noise figure with nonoptimum source resistance. 

When Rt can be neglected, differentiation of Eq. (7.125a) yields a~ optimum source 
resistance given by 

R.(optimum) = V Ri 
1 + Ri!Req 

(7.126a) 

When R1 can be neglected, differentiation of Eq. (7.125b) yields an optimum source 
resistance given by 

Rs(optimum) (7.126b) 
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FIG. 7.40. Optimum noise figures of several tube types as grounded-cathode amplifiers. 

If Eq. (7.126b) is substituted into Eq. (7.125b) to eliminate R3, the noise figure 
becomes 

F = 1 + 2R.q + 2 ✓T;R.q + (R•q)2 

Rt TRe Re 
(7.127) 

For tubes having oxide-coated cathodes, the ratio r;;r is approximately 5. If this 
value is used in Eq. (7.127), the noise figure at any frequency can be expressed as a 
function of the ratio R.q/Re as plotted in Fig. 7.39a. The variation in noise figure as a 
function of source resistance is given in 
Fig. 7.39b. 

The noise figures of several types of 
tubes as grounded-cathode amplifiers 
have been plotted in Fig. 7.40. 

2. Grounded-grid Amplifier. The cir­
cuit of a grounded-grid amplifier is shown 
in Fig. 7.41. The input impedance of 
such an amplifier, assuming allreactances 
to be tuned out, is given by 

Cpk 

R . _ Rt(rp + Rb) (7 128) 
• - Rt(µ, + 1) + rp + Rb · FIG. 7 .41. Circuit of grounded-grid amplifier, 

where Re = input resistance in ohms due to transit time 
Rb = load resistance, ohms 
rp = plate resistance, ohms 

µ, = amplification factor 
The tube input capacitance which must be resonated at the desired center frequency is 

Ci = Cgk + Cfk + (1 - A cos cj,)Cpk 

where Cok = grid-cathode capacitance of tube 
Cfk = filament-cathode capacitance of tube 
Cpk = plate-cathode capacitance of tube 
A = voltage gain of amplifier 

(7.129) 

cf, = phase angle of output voltage caused by reactive load, that is, cf, = cf,1 - cf,2 

where cj, 1 is phase angle of load and cf,2 is phase angle of load impedance 
plus rz, 
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Note that the cathode-plate capacitance reduces the input capacitance if the plate 
impedance is resistive provided the voltage gain is greater than unity. The output 
impedance Ra of a grounded-grid amplifier, assuming all reactances to be tuned out, 
is given by 

R _ Rb[rp(Rt + R.) + (µ + l)(R1R.)] 
0 

- (Rt+ R.)(rp + Rb) + R1Ra{µ + 1) 

where Rb = plate-load resistance 
Rt = tube input resistance due to electron transit time 
R. = signal-source resistance 

(7.130) 

The prima.ry advantage of the grounded-grid amplifier is its stability at high fre­
quencies. A triode can be operated at much higher frequencies without instability 
in a grounded-grid circuit than in a grounded cathode circuit having the same voltage 
gain. 

The conditions necessary for oscillation in the grounded-grid amplifier are 

and, assuming no circuit loading, 

where µ = tube amplification factor 
Xpi. = plate-cathode reactance = -1/wcpk 
Xpo = net reactance of output circuit 
Xok = net reactance of input circuit 

(7,131) 

(7.132) 

In the grounded-grid circuit, the plate-cathode reactance is capacitive (due to Cpk), 
and therefore the plate-grid reactance must be inductive and the grid-cathode react­
ance must be capacitive to obtain the required 180° phase shift between the plate 
and grid circuit for oscillation. This requires that the resonant frequency of the 
output circuit (between grid and plate) be higher than the resonant frequency of the 
input circuit (between grid and cathode) for the reactance between plate and grid 
to be inductive at frequencies where the grid-cathode reactance is capacitive. By 
tuning the plate circuit to a frequency slightly lower than the grid resonant frequency, 
the plate-to-grid reactance will become capacitive at a lower frequency than that 
at which the grid-to-cathode reactance becomes capacitive, and the condition necessary 
for oscillation cannot be satisfied. Instability of grounded-grid amplifiers at very 
high frequencies is usually due to grid-lead inductance between the grid structure 
within the tube and the point at which the grid lead is grounded. Grid lead inductance 
provides a common reactance between the input and output circuits which allows 
the phase shift required for oscillation to be obtained regardless of the relative tuning 
of the input and output circuits. For this reason, all tubes designed for operation 
as grounded-grid amplifiers at very high frequencies either employ a special tube 
structure to minimize the grid lead inductance, or, if conventional glass envelope 
construction is used, the internal grid structure is connected to three or more pins 
at the tube base, thus minimizing grid lead inductance by paralleling the multiple 
grid leads. 

The voltage gain of a grounded-grid amplifier is given by 

A=~ 
e. 

(7.133) 

where eo = output voltage 
e. = source open-circuit voltage 

The source impedance Ra is ordinarily predetermined, and the load impedance Rb 
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is usually specified by the required bandwidth and the interstage capacitance. When 
the source impedance and the load impedance do not match the input and output 
impedances, respectively, of the grounded-grid stage, it is necessary to insert i:rpped­
ance transformers between the source and the stage and between the stage and the 
load to obtain maximum power gain. Since the input and output impedances of the 
stage are not independent, the equations for the impedance transformation ratios for 
the two transformers must be solved simultaneously. The resulting ratios are 

N 2 - Rt 
1 

- R. yl + Rt(µ + 1)/rp 

N22 = Rb 
rp Vl + Ri(µ + 1) /rp 

(7.134) 

(7.135) 

where N 1, N 2 = required output-to-input voltage ratios which must be achieved with 
input and output matching transformers, respectively 

N12 = ratio of tube input impedance to source impedance 
N22 = ratio of load impedance to tube output impedance 

The equivalent circuit of a grounded-grid amplifier including all the applicable noise 
sources is shown in Fig. 7.42. 

Ckp 

FIG. 7.42. Grounded-grid amplifier circuit 
including noise sources. 

FIG. 7.43. Circuit of cathode-follower 
amplifier. 

The noise figure of a grounded-grid amplifier including the effects of electron transit 
time is given by 

F=l+-•-c+~ _µ_ 1+~ R'T' R ( )
2 

( R')2 

RtT R. µ + 1 Rt 
(7.136) 

where r; = equivalent temperature, in degrees Kelvin of transit-time resistance R 
= 1.43 times cathode temperature ~ 5T for tubes with oxide-coated cathodes 

T = room temperature, °K 
Rt = grid-cathode resistance due to electron transit time 
R; = transformed source resistance, ohms = N 12R. 

R.q = equivalent grid-noise resistance, ohms (see Sec. 7 .2h) 
The value of the transformed source resistance which will make the grounded-grid 
amplifier noise figure a minimum is given by 

(7.137) 

3. Grounded-plate Amplifier. The circuit of a grounded-plate amplifier or cathode 
follower is shown in Fig. 7.43. The V()ltage gain of the cathode follower amplifier 
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at frequencies where grid loading due to transit time is important is given by 

A = ~ = Rk(rp + µRi) 
e, rp(Rk + R, + Ri) + Rk[R, + Rt(µ + 1)] 

where e., = output voltage 
e, = source voltage 

Rk = cathode load resistance 
Rt = grid resistance due to transit time 
R. = resistance of signal source 
rp = plate resistance 

(7.138) 

The input resistance Ri of the cathode follower amplifier at high frequencies is given 
by 

R· = ~ 
' 1 - A 

(7.139) 

where A = gain of cathode-follower amplifier as given by Eq. (7.138) when Rs = 0 
The input capacitance of a cathode-follower amplifier is given by 

Ci = Cgp + (1 - A)Cgk (7.140) 

where Cup = grid-plate capacitance 
Cuk = grid-cathode capacitance 
A = gain of cathode-follower amplifier as given by Eq. (7.138) when Rs = 0 

The output resistance Ro of the cathode-follower amplifier at high frequencies, assum­
ing circuit and tube reactances to be tuned out is 

R _ rpR~ 
0 

- rp + R~[l + µRt/(R, + Rt)] 
(7.141) 

h R
I - (Rt + R.)Rk 

w ere k ·- Rt + R. + Rk 

The equivalent circuit of the cathode-follower amplifier including noise sources is 
shown in Fig. 7.44. The noise figure of 
the cathode-follower amplifier at frequen­
cies where Rt is much larger than either 
R, or Rk is given by 

F = 1 + Req 
R, (7.142) 

where Req = equivalent grid noise resist­
ance 

8s At frequencies where Rt is of the same 
order of magnitude as Rk and R., the ex­

Frn. 7.44. Circuit of cathode-follower ampli- pression for the noise figure of a cathode 
fier including noise sources. follower is complex and is not treated 

here. 1 

7.4j. Transient Response in Tuned Amplifiers. The response of tuned amplifiers 
to pulses is very important in the design of an r-f or i-f amplifier for television 
or radar use. The requirements of pulse-rise time and overshoot may determine the 
type of interstage coupling networks which must be used in such an amplifier. 

If the fractional bandwidth t:..f /Jo of a tuned amplifier is small, the response char­
acteristic exhibits essentially arithmetic symmetry about the center frequency Jo. 

1 For information on this subject see G. E. Valley, Jr., and H. Wallman, "Vacuum Tube 
Amplifiers," Radiation Laboratory Series, vol. 18, McGraw-Hill Book Company, Inc., 
New York, 1948. 
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For this case, the effect of the amplifier passband upon the envelope of a modulated 
carrier at the center frequency Jo will be very nearly the same as the effect of a low­
pass equivalent of the amplifier passband on a video pulse having the same amplitude 
versus time response as the envelope of the modulated carrier. For small fractional 
bandwidths, a low-pass equivalent of the amplifier passband is a low-pass filter having 
a response defined by the upper half of the amplifier-passband characteristic when 
shifted down to zero frequency. 

The response of an amplifier consisting of n synchronous single-tuned stages and 
having a small fractional bandwidth to an input carrier Jo modulated with a step 
function will have no overshoot. The response is equivalent to the response of n 
cascaded RC networks having one-half the bandwidth of the synchronous single­
tuned stages to a video step-function input. The relation between rise time and 
bandwidth for any number of cascaded synchronously tuned stages is given with an 
accuracy of ± 10 per cent by 

Tt:.ft = 0.70 (7.143) 

where T = pulse-rise time in microseconds between the 10 and 90 per cent points 
llJe = over-all bandwidth in megacycles of the n cascaded stages 

The determination of the rise-time response of amplifiers having poles (see Sec. 
18.4b) at more than one frequency, e.g., staggered pairs, staggered triples, double­
tuned circuits, etc., is considerably more complicated than for synchronous single­
tuned circuits even assuming the fractional bandwidth to be small. The response of a 
multipole network to a carrier modulated by a step function will have an overshoot. 
The amount of the overshoot is a function of the ratio of the separation of the circuit 
resonant frequencies to the individual circuit bandwidths for staggered-tuned circuits 
and is a function of the coefficient of coupling and circuit Q's for double-tuned circuits. 
For overstaggered stages or overcoupled double-tuned circuits, the overshoot is 
also a function of the peak-to-dip ratio of the frequency-response curve. 1 

7.4k. Time Delay in Tuned Amplifiers. Tuned circuits introduce a phase shift 
to an applied signal which varies as a function of the signal frequency relative to the 
resonant frequency of the circuit. When a modulated carrier is impressed on a 
parallel resonant circuit, the phase shift of the carrier and the sidebands will be a 
function of the circuits Q and the ratio of the carrier frequency to the resonant fre­
quency of the circuit. If the circuit is tuned to the carrier frequency, the phase shift 
of the carrier will be zero and the upper and lower sidebands will have lagging and 
leading phase shifts, respectively. Because the sideband signals are shifted in phase 
with respect to the carrier, the modulation envelope will also be shifted in phase. 
This phase shift of the envelope is equivalent to a time delay of the envelope in passing 
through the circuit. If the upper and lower sidebands incur phase shifts relative 
to the carrier of equal magnitude and opposite sign, the time delay of the modulation 
is given by 

(7.144) 

where Tm = delay time, sec 
fl/3 = phase shift in radians of lower sideband relative to carrier. fl/3 is positive 

when lower sideband incurs a leading phase shift relative to carrier 
wm = modulating frequency, radians/sec. 

The envelope delay of a number of modulating frequencies will be constant only if 
the phase shift of the tuned amplifier is a linear function of the frequency displace-

1.For greater detail concerning transient response of bandpass amplifiers see Valley and 
Wallman, "Vacuum Tube Amplifiers," vol. 18, Radiation Laboratory Series, McGraw-Hill 
Book Company, Inc., New York, 1948. 
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roent from the carrier frequency. With the exception of the sign of the phase shift, 
the phase shift must be the same for the upper and lower sidebands. 

When the input signals to a tuned amplifier consist of rectangular pulses, the modu­
lation envelope is composed of an infinite number of sidebands having a (sin x)/':1, 
amplitude distribution. The input pulse will be reproduced exactly at the output 
with some time delay only if li{3/!::.w is constant throughout the amplifier passband 
and if the amplifier bandwidth is great enough to pass all the modulation sidebands. 
In practice, neither of these conditions can be met, and as a result the output pulse is 
distorted because of both amplitude and phase distortion. The time by which a 
pulse is delayed in passing through a tuned amplifier is given within an accuracy of 
15 per cent by the following equations where the time delay T dis defined as the delay 
of the pulse at the 50 per cent amplitude point. 

µsec (cascaded synchronously tuned stages) 

where n = number of cascaded stages 
t::.f = bandwidth of each stage, Mc 

µsec (cascaded flat-staggered pairs or transitionally 
coupled double-tuned stages) 

where n = number of cascaded pairs or double-tuned stages 
!:if = bandwidth of each pair or double-tuned stage, Mc 

(cascaded flat-staggered triples) 

where n = number of cascaded triples 
t::.f = bandwidth of each triple, Mc 

(7.145) 

(7.146) 

(7.147) 

Equations (7.145) through (7.147) are derived on the basis that !::.(3/t::.w is constant 
throughout the amplifier passband and equal to t::.(3/ liw as measured between the 
-3-db frequencies of the amplifier passband. 

7.5. Mixers. The fundamental principle of the superheterodyne receiver is the 
conversion of the received signal at some radio frequency to a signal at an intermediate 
frequency where it is amplified and then demodulated. The process of frequency 
conversion is known as heterodyne action. In the mixer circuit, a local oscillator 
signal is modulated by the r-f signal to produce modulation frequencies which are the 
sum and difference of the frequencies of the r-f signal and the local oscillator. Signals 
will also be produced at the sum and difference frequencies of the r-f signal and all 
harmonics of the local oscillator. One of the modulation signals is selected and 
amplified and is referred to as the intermediate frequency signal. If the functions 
of mixing and generating the local oscillator signal occur within the same tube, the 
tube is ordinarily referred to as a converter. 

Intermodulation between two signals can occur only in a nonlinear element (see 
Sec. 5.1); therefore mixers and converters are necessarily nonlinear devices. 

7.5a. Triode and Pentode Mixers. Triodes and pentodes can be used as mixers 
under certain operating conditions. The important factors to be considered in their 
use as mixers are (1) conversion transconductance, (2) method of local oscillator 
injection, (3) input and output impedances, (4) conversion gain, (5) noise figure, and 
(6) special bias considerations. 

1. Conversion Transconductance. The fundamental property of a mixer tube is its 
conversion transconductance go. 

(7.148) 
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where l;,1 = peak output current of mixer at intermediate frequency 
E,1 = peak signal input voltage at signal frequency 

7-61 

In conventional mixer operation, the peak local-oscillator voltage is approximately 
equal to the tube cutoff voltage and is large compared to the r-f signal. Under these 
conditions, Ym will be a function only of 
the applied local-oscillator voltage. An q,, gm 
example of how Ym may vary with local-
oscillator signal is shown in Fig. 7.45. 
The variations in gm with time as a func­
tion of local-oscillator signal can be 
expressed as a Fourier series. 

Ym = aa + a1 cos w1at 
+ a2 cos 2wZot + (7.149) 

where w1 0 = local-oscillator frequency, 
radians/ sec 

The constants in Eq. (7,149) can be 
evaluated by the Fourier coefficient 
equations 

1 (21r 
aa = 21r Jo Ym(t) d (wiat) (7.150) 

Ecc 0 
0 

TIME 

t 

TIME-'>-

an = - Ym(t) COS (nw1ot) d (wzoi) 1 !c27r 
?r 0 

Fw. 7.45. Mixer transconductance versus 
local-oscillator signal. 

(7.151) 

When an r-f signal is applied to the tube grid in the presence of a local-oscillator signal, 
the resultant instantaneous plate current is given by 

co 

= aoE,1 sin (w,1t) + E,1 L an sin (w,1t) cos (nwiat) 
n=l 

00 

= aoE,1 sin (w,1t) + .HE,1 L an sin (w,1 + nwio)t 
n=l 

co 

(7.152) 

+ J,~E,1 L an sin (w,1 - nwia)t (7.153) 
n=l 

If the intermediate frequency selected is w,1 ± nwzo, the conversion transconductance 
of the tube is given by 

(7.154) 

where I <w,,±nw10 , = peak value of i-f current out of mixer 
Yen = conversion transconductance as established by r-f signal and 

local-oscillator nth harmonic 
Thus, the only term of interest in Eq. (7.153) is the term containing h,,,,±n11Jio)· The 
peak value of plate current at this frequency is anErJ/2, and Eq. (7.154) becomes 

an 
Oen == 2 
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or, substituting for an the value of the Fourier coefficient given by Eq. (7.151), 

Yen = ;7r fo2
1r Ym(t) COS (nw1ot) d (wzot) (7.155) 

In most applications the intermediate frequency is established as the difference 
between the local-oscillator fundamental frequency and the signal frequency. For 
this condition n equals 1 and the conversion transconductance Ye reduces to 

Ye = ;7r lo 21r Ym (t) COS (wzot) d (wzot) (7.156) 

It should be noted that even though the applied local-oscillator signal may contain 
no harmonics, all the terms in Eq. (7.153) will be present in the tube plate current 
since the harmonics of the local-oscillator frequency are generated within the tube 
itself. 

The conversion transconductance of a mixer tube can be calculated graphically 
from the gm versus Ee characteristic of the tube for an assumed local-oscillator voltage 
and tube bias. 1 Ym is plotted as a function of the applied local-oscillator voltage 
as shown in Fig. 7.45. The value of Ym is measured for d-c bias voltages equal to the 
amplitude of the local-oscillator signal at 30° intervals starting at the negative peak 
of the applied local-oscillator voltage waveform and ending at the positive peak. 
Seven values of Ym are obtained by this procedure. The approximate conversion 
transconductance for the case where the i-f frequency is established by the local­
oscillator fundamental, that is, Wif = Wrf - wzo, is given by 

(7.157) 

The approximate conversion transconductances for the intermediate frequencies of 
Wif = Wrf - 2wzo and Wif = Wrf - 3wzo are given, respectively, by Eqs. (7.158) and 
(7.159). 

gc2 = ½ 2 [2gm4 + % (gm3 + Ym6 - gm6 - gm2) - (gm 7 + gm1)] 
lle3 = ½2[(gm1 - gm1) - 2(gm6 - gm3)] 

(7.158) 
(7.159) 

The maximum value of ge1 occurs when the terms (Ym1 - Ym1), (gm5 - gm3), and 
(gm 6 - Ym2) are maximum. This occurs when the amplitudes of the applied local­
oscillator voltage and the grid bias are adjusted so that the Ym is O for points Ym1, 
Ym2, and Yma and maximum for points Ym5, Ym6, and Ym7• This corresponds to cutting 
the plate current off for slightly less than one-half cycle of the local-oscillator signal. 
If the amplitude of the applied local-oscillator signal is insufficient to meet this 
condition, maximum conversion transconductance is achieved when the tube grid 
bias is adjusted to the point of maximum slope of the Ym versus Ee characteristic for 
the tube. The maximum conversion transconductance at the local-oscillator funda­
mental is equal to approximately~ one-quarter of the maximum grid-plate trans­
conductance of the tube. 2 This approximation is usually within 15 per cent and is 
based on the assumptions that Ym increases linearly with Ee as the grid voltage is 
increased from the cutoff value toward zero bias and that the grid bias and the peak 
local-oscillator voltage are equal to the cutoff value for the tube. 

Example 7 .10 

Determine the maximum conversion transconductance at the local-oscillator funda­
mental frequency for the 6AH6 tube as a pentode with a screen-grid voltage of 150 volts and 

1 E.W. Herold, The Operation of Frequency Converters and Mixers for Superheterodyne 
Receivers, Proc. IRE, February, 1942. 

2 For more complicated mixer techniques in which this value can theoretically be more 
than doubled, see E. W. Herold, Superheterodyne Frequency Conversion Using Phase 
Reversal Modulation, Proc. IRE, April, 1946. 
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plate voltage of 300 volts. Find the associated values of grid bias and applied local-oscilla­
tor voltage. Assume that the grid cannot be allowed to go positive during any portion of 
the local-oscillator cycle. The Om versus Ee characteristic of the 6AH6 tube operated as a 
pentode is shown in Fig. 7.46. 

,------r-----"T'""---"T'""----.------,------, 14,000 

6AH6 

Ebb • 300 VOLTS 

E,2 • 150 VOLTS 

EcJ' 0 VOLTS 
t-----+----"T'""----,------r--,----+~--- 10,000 

~ 
::! 

' t-----+-----+-----+----+---t+-----+-----'-----1 8,000 ~ 

Solution 

I 
I 
I 
I 0 

I -A -3 -2 -1 I O 
I GRID VOLTS I I I 

__ #_3 k--i:J.5E10 ----',.,...E----Ec I I•/ 
--------+--Ero---'----.-

(-3001 # 4 1#5 
(00) 

(+JOO) 
APPLIED LOCAL OSCILLATOR VOLTAGE 

Frn. 7.46. Graphical determination of conversion transconductance. 

1. Determine the peak local-oscillator voltage Ezo, 
From Eq. (7.157) the values of Om at points 1, 2, and 3 should be O if unlimited local­

oscillator signal is available. Also, the values of Om at points 5, 6, and 7 should be as large 
as possible. This means that point 7 should be very nearly at Ee = 0, for example, -0.25 
volt, and that point 3 should be very nearly at cutoff. Since point 3 occurs at -0.5Ezo, 
that is, 60° from the negative peak of Eto, the difference in voltage between the cutoff bias 
for the tube and -0.25 volt is equal to l.5Ezo. Cutoff occurs at -5.6 volts, therefore 

E - 5
·
6 

-
0

·
25 = 3.57 volts lo - 1.5 

2. Determine the bias voltage E 0 • 

The d-c bias is equal to 

Ee = -3.57 + ( -0.25) -3.82 volts 
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3. Determine the tube transconductance at each 30° interval of the local-oscillator 
voltage. 

The values of Om at the 30° intervals are 

0ml = 0, Om2 = 0, Oma = 0, Om4 = 2,500 µmhos 
Omo = 9,300 µmhos, Om& = 12,700 µmhos, Om1 = 13,500 µmhos 

4. Determine the conversion transconductance at the local-oscillator fundamental. 
Substituting these values into Eq. (7.157), 

Oct = H2[(0m7 - 0ml) + (Om6 - Oma) + l.73(0m6 - Om2)] 

= H2[13,5oo + 9,300 + 1.73(12,100)] 
= 3,730 µmhos 

5. The value of conversion conductance calculated by dividing the peak Om by 4 is 

ge
l :'.::,:'. Om 13,500 

4 =-4-

~ 3,380 µmhos 

The approximate value is within 10 per cent of the actual value. 

2. Local-oscillator Injection. In triode mixers, the local-oscillator voltage can be 
introduced into the grid of the mixer tube or it can be injected into the cathode circuit. 
In pentodes the local-oscillator signal can also be coupled into the suppressor-grid 
circuit or the screen-grid circuit. The r-f signal is ordinarily applied between the 
control grid and cathode. 

l[l-FOtlTPUT 

R-F] SIGNA_. L 
INPUT 

(0) CONDUCTIVE COUPLING OF L-0 VOLTAGE INTO MIXER 
GRID CIRCUIT 

R-F] SIGNAL 
INPUT 

L-os'/aNAL I 
INPUT 

R-F] SIGNAL 
INPUT 

(bl CAPACITIVE C(l)UPLING OF L-0 VOLTAGE INTO 
MIXER GRID CIRCUIT 

~-F 
e.:,uTPIJT 

(C) INDUCTIVE COUPLING OF L-0 VOLTAGE INTO 
MIXER GRID CIRCUIT 

·(dl BALANCED MIXER WITH iNDUCTIVE COUPLING OF L-0 VOLT­
AGE INTO MIXER CIRCUIT 

FIG. 7.47. Methods of grid circuit local-oscillator injection. 

CONTROL-GRID INJECTION. The local-oscillator signal can be coupled to the mixer 
tube capacitively, inductively, or conductively and either in parallel or in series 
with the r-f signal voltage. Circuits illustrating some of the various methods of grid 
injection are shown in Fig. 7.47. In general, local-oscillator signal injection into the 
grid circuit is objectionable because of the interaction between the local-oscillator 
output and the r-f signal source. This practice can also be objectionable if the input 
to the mixer is connected directly to the receiver antenna since the radiation of the 
local-oscillator signal by the antenna can cause interference in other nearby receivers. 
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Since the local oscillator is displaced in frequency from the r-f signal by an amount 

equal to the i-f frequency, the mixer resonant circuit, tuned to the r-f signal, presents a 
reactance at the local-oscillator frequency. This reactance in conjunction with the 
local-oscillator output impedance and any coupling impedances forms a voltage 
divider for the local-oscillator signal. Although a constant-frequency difference is 
maintained between the mixer circuit resonant frequency and the local-oscillator 
frequency, the local-oscillator voltage applied to the mixer may vary with tuning 
because of changes in the relative impedances in the referenced voltage divider. 
This results in a variation in conversion transconductance with receiver tuning. The 
reactances which the local oscillator and r-f signal circuits present to each other 
cause detuning effects in both circuits and may make tracking of the local oscillator 
and r-f signal difficult. 

Use of the balanced mixer circuit shown in Fig. 7.47d minimizes local-oscillator 
radiation and interaction between the signal and oscillator circuits. 

@1-F 01/TPIJT 
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INPIJT 
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SIGNAL TO MIXER CATHODE SIGNAL TO MIXER CATHODE 

Frn. 7.48. Cathode injection of local-oscillator signal. 
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CATHODE INJECTION. The local-oscillator voltage can be introduced into the 
cathode circuit of the mixer tube as illustrated in Fig. 7.48. The use of cathode 
injection of the local-oscillator signal minimizes the local-oscillator voltage appearing 
across the r-f signal source and thus minimizes interaction between these two cir­
cuits. In addition, it reduces radiation of the local-oscillator signal if the input to the 
mixer stage is not isolated from the. antenna. 

One disadvantage of cathode injection is that the cathode input impedance of the 
mixer is relatively low, viz., approximately equal to the average value of 1/gm, If a 
straight-line (Im versus Ee characteristic is assumed, the average cathode input imped­
ance Zk for a complete cycle of the local-oscillator signal is given approximately by 

(7.160) 

where g~ = grid-plate transconductance at peak of local-oscillator cycle 
If the local oscillator is tuned higher than the r-f signal, the local-oscillator circuit 

will appear inductive at the signal frequency. If this inductive reactance is coupled 
into the cathode circuit of the mixer tube, the feedback through the grid-cathode 
capacitance may severely load the tube input circuit (see Sec. 7.4h). 

Additional loading of the r-f signal circuit can be caused by feedback through the 
grid-plate capacitance of the mixer if this capacitance is very large. If the i-f circuit 
shunt tuning capacitance is small, e.g., wideband television and radar i-f circuits, 
the mixer plate load may present a relatively high capacitive reactance at the signal 
radio frequency. The resulting feedback through Cpg may result in appreciable 
resistive loading of the mixer grid circuit. In a pentode mixer, the grid-plate capaci­
tance is usually small enough to make this effect negligible. In triode mixers, some 
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form of neutralization of the grid-plate capacitance may be necessary to prevent 
excessive grid circuit loading. 

3. Input and Output Equivalent Circuits. The input circuit of a triode or pentode 

(a) EQUIVALENT INPUT CIRCUIT 
OF A VACUUM TUBE MIXER 

t 
Ip =l-F COMPONENT OF 

PLAT£ CURRENT 
rp ;. .... Co eg = R-F 6R!O VOLTAGE * = MIXER CONVERSION 

TRANSCON/JJICTANCE 

(b) EQUIVALENT OUTPUT CIRCUIT 
OF VACUUM TUBE MIXER 

Frn. 7.49. Mixer equivalent circuits. 

mixer is shown in Fig. 7.49. The tube input admittance Yi to the r-f input signal is 
given by 

Y, = Gt + Gv + G,, + jwr1[c 111c + Ac + C17p(l + A cos 0)] (7.161) 

where Gt = grid-input conductance due to electron transit time averaged over local­
oscillator cycle 

Gv = grid-input conductance due to cathode circuit inductance averaged over 
local-oscillator cycle 

G,, = average grid conductance due to capacitive reactance in plate circuit 
and feedback through grid-to-plate capacitance Cop 

= -wr /Cop.A sin 0 
Ac = increase in grid-cathode capacitance due to electron transit time averaged 

over local-oscillator cycle 
A = absolute voltage gain of mixer at r-f signal frequency averaged over 

local-oscillator cycle 
0 = 81 - 02 where 81 is the phase angle of the load impedance at the radio 

frequency and 82 is the phase angle of the load impedance plus the tube 
plate resistance at the radio frequency 

Wrf = r-f signal frequency, radians/sec 
The output circuit of a triode or pentode mixer is shown in Fig. 7.49b. The mixer 

output admittance Yo at the i-f frequency is 

1 . C Yo =-=- + JWif o 
rp 

where fp = plate resistance of tube averaged over local-oscillator cycle 
Wif = intermediate frequency, radians/sec 
Co = total output capacity 

(7.162) 

4. Conversion Gain. The available conversion power gain Ge of a mixer is defined 
as the ratio of the available i-f signal power Sit at the mixer output to the available 
r-f signal power Sri at the output of the r-f signal source. The available conversion 
power gain of a triode or pentode mixer is given by 

(7.163) 
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where G. = output conductance of r-f signal source 
G1 = sum of mixer tube input conductances given in Eq. (7.161) 
fp = mixer plate resistance averaged over local-oscillator cycle 
gc = conversion transconductance of mixer tube 

Srt = r-f signal power which r-f source could deliver to a conjugate load 

7-67 

Sit = i-f signal power which mixer could deliver to a conjugate load under 
matching conditions existing between r-f source and mixer input 

5. Noise Figure. The equations for the noise figures of triode and pentode grounded 
cathode amplifiers [see Eqs. (7.125) through (7.127)] can be used to determine the noise 
figures of grounded cathode mixers provided that the impedance of the grid resonant 
circuit is negligible at the image frequency and provided the value of input resist­
ance Rt due to electron transit time is averaged over the local-oscillator cycle. 
The value of the equivalent grid-noise resistance Req appearing in these equations 
must be determined by Eqs. (7.30) and (7.31). When the bandwidth of the mixer 
input circuit is wide enough to pass the image as well as the desired radio frequency, 
the noise figure of the grounded cathode mixer is given by 

(7.164) 

where R. = source resistance, ohms 
Rt = grid-cathode transit-time loading resistance averaged over local-oscillator 

cycle, ohms 
R,q = equivalent plate shot-noise grid resistance, ohms [see Eq. (7.30) or (7.31)] 
R1 = any external resistance shunting input, e.g., shunt resistance of grid 

resonant circuit, ohms 
The increase in noise figure is due to the r-f noise within the tube and in R. at the 
image frequency which is converted to the intermediate frequency by the heterodyne 
action. 

The optimum source resistances for the grounded cathode mixer in the absence and 
presence of the image frequency noise at the mixer input are given by Eqs. (7.165) 
and (7.166), respectively. 

R,(optimum) 

✓ R 
2 

( RT') l+-a- l+-l_c 
R,R., ii;,T 

(image frequency noise absent) 

(7.165) 

R.(optimum) (image frequency noise present) 

(7.166) 

- R1Rt 
where Ra = ----

R1 + R, 
The noise figure of the grounded grid mixer when image frequency noise is not 

present in the mixer output is given by 

(7.167) 
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where Req = equivalent plate shot-noise grid resistance as defined by Eq. (7.30) 
fp = plate resistance averaged over local-oscillator cycle 

The optimum source resistance for this condition is given by 

R.(optimum) 
1 

✓1,I.~., + g.' +(um+~.+ k)' 
(image frequency noise absent) (7.168) 

When the input circuit bandwidth is wide enough to pass the image as well as the 
desired radio frequency, the noise figure of the ground grid mixer is given by 

r;R. Req (- R. R.)2 

2 F = 2 + 2 · TRt + Ra gmR. + 1 + Rt + fp + 2gc ReqR. 

(image frequency noise present) (7.169) 

The optimum source resistance for this condition is given by 

R.(optimum) 
1 

✓ T~~-, + 2g.' +(um+~.+ k)' 
(image frequency noise present) (7.170) 

The noise figure of a triode or pentode mixer is always greater than the noise figure 
of the same tube operated as an amplifier. 

6. Mixer Bias. The bias for a triode or pentode mixer can be obtained from either 
an external bias voltage, cathode bias, or grid-leak bias. If fixed grid bias is used, 
the conversion transconductance of the mixer tube is very sensitive to changes in the 
amplitude of the local-oscillator voltage. The oscillator voltage may change with 
variations in the oscillator supply voltage, with tuning of the local oscillator, and if 
the local oscillator is injected into the grid circuit, with tuning of the r-f signal source. 
The conversion transconductance is less sensitive to the local-oscillator voltage 
amplitude if cathode bias is used and least sensitive if grid-leak bias is used. This 
is due to the fact that the bias for maximum conversion transconductance, with a 
small applied local-oscillator voltage, is that bias where the gm versus Eu character­
istic has the steepest slope. With cathode bias, the bias decreases as the local­
oscillator signal is reduced. If the local-oscillator signal is reduced to zero, the bias 
will be equal to the value determined by the quiescent operating conditions for the 
tube. With grid-leak bias, the bias decreases with decreasing local-oscillator voltage 
until the bias is zero at zero applied local-oscillator signal. If only grid-leak bias is 
used, there is the possibility that the plate current may be excessive if the local 
oscillator fails. Therefore, when grid-leak bias is used, a small bypassed cathode 
resistor should be included to protect the tube in case of local oscillator failure. If a 
pentode mixer is used, a series screen resistor may be used instead of the cathode 
resistor. The series screen resistor should have a value such that with zero bias the 
plate and screen currents are not excessive. If a series screen resistor is used in 
conjunction with grid-leak bias, the conversion transconductance exhibits less varia­
tions with changes in the magnitude of the applied local-oscillator voltage than in 
any of the other bias arrangements. 1 

1 E. W. Herold, The Operation of Frequency Converters and Mixers for Superheterodym, 
Receivers, Proc. IRE, February, 1942. 
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7.5b. Multigrid Mixer and Converter Tubes. To minimize the difficulties encount­

ered in triode and pentode mixers due to interaction between the local oscillator and 
the r-f signal source, several different types of special multigrid tubes have been 
developed. Some of these tubes are designed to operate as oscillators as well as 
mixers and are known as converters. The principal types of multigrid tubes used 
as mixers are (1) the pentagrid mixer, (2) the pentagrid converter, (3) the triode­
hexode converter. 

1. Pentagrid Mixer. The pentagrid mixer contains five grids as shown in Fig. 7.50. 
The first and third grids are control grids, the second and fourth are screen grids, and 

R-F SiNAL~ 
INPUT 

H-F S/tAl ~ INPUT 

LOCAL 
OSCILLATOR 
INPUT 

(o) PENTAGRID MIXER WITH OUTER GRID INJECTION 

LOCAL 
OSCILLATOR 
INPUT 

(bl PENTAGRID MIXER WITH INNER GRID INJECTION 

FIG. 7 .50. Typical pentagrid mixer circuits. 
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~F e.!!.!!.!tur 

the fifth is a suppressor grid. The local-oscillator signal can be applied to either Gl 
or G3. If it is applied to Gl, the grid nearest the cathode, the tube is said to have 
inner grid injection. If it is applied to G3, the tube is said to have outer grid injection. 
The characteristics of the tube differ considerably for the two types of operation. 

INNER GRID INJECTION. If the local-oscillator voltage is applied to Gl, the cathode 
current flowing to the other tube elements is modulated at the local-oscillator fre­
quency. Because the outer grid G3 to plate transconductance is a function of the 
tube current passing through this grid structure, the signal grid G3 to plate trans­
conductance is varied at the local-oscillator frequency and the mixing action is 
analogous to that described for the triode mixer. The screen grid G2 minimizes the 
coupling between Gl and G3 and provides isolation between the signal and oscillator 
circuits. The grids G4 and G5 serve the same purposes as the screen and the suppressor 
grids in a pentode. Typical grid-plate transconductance versus bias characteristics 
for the pentagrid mixer are shown in Fig. 7.51 and illustrate how the bias voltage on 
either control grid effects the grid-to-plate transconductance of the other grid. Since 
the signal and oscillator grids are isolated, the oscillator grid can be driven into the 
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conducting region without loading the signal source. In practice, grid-leak bias 
for the oscillator grid 01 is used so as to ensure the maximum signal grid-to-plate 
transconductance. 

Although grids G2, 04, and 05 provide sufficient shielding to eliminate any serious 
effects due to capacitive coupling between 01 and 03 and the plate, an internal coupling 
known as space-charge coupling exists between 01 and 03. The signal grid 03 is biased 
negatively, and the electrons passed by the oscillator injection grid 01 during the 
conduction portion of the oscillator cycle form a virtual cathode in the region between 
02 and 03. The negative space charge forming this virtual cathode is proportional 
to the current reaching 03 and, hence, is proportional to the local-oscillator voltage 
during the interval in which the tube is conducting. When the tube current is cut 
off, the space charge is reduced to zero. When the negative space charge is increasing, 
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Frn. 7.51. Transconductance characteristics of typical pentagrid mixer tubes. 

the space charge is repelled from the negative signal grid and induces an electron flow 
from the signal grid to the cathode through the external grid impedance. When the 
negative space charge decreases, as it does as soon as the applied local-oscillator 
voltage has passed its maximum positive value, the space charge moves closer to the 
signal grid and the induced electron flow in the signal-grid circuit is in the opposite 
direction. A current which varies at the local-oscillator frequency and which lags 
the local-oscillator voltage by approximately 90° is thus induced in the signal-grid 
circuit. Because of the finite transit time of the electrons in traveling from the 
cathode to the region of the negative space charge between 02 and 03, the induced 
current in the signal-grid circuit impedance lags the applied local-oscillator voltage 
by slightly more than 90°. This effect is equivalent to having a negative capacitance 
and a negative resistance in parallel between 01 and 03. The magnitude of the 
reactance decreases directly with frequency, and the negative resistance decreases 
as the square of frequency. 

Coupling between the local oscillator and signal grids is usually not important 
unless an appreciable voltage at the local-oscillator frequency is developed across the 
signal-grid circuit impedance. This normally will only occur when the intermediate 
frequency is low relative to the signal frequency since under this condition the signal 
circuit impedance at the local-oscillator frequency is appreciable. The effect of the 
induced voltage depends upon its phase relative to the applied local-oscillator voltage. 
It may either increase or decrease the effective conversion transconductance by its 
modulation of the plate current. If the amplitude of the induced voltage exceeds 
the bias on 03, there will be grid conduction loading of the signal source. 

The effects of space-charge coupling can be eliminated by the connection of a small 
capacitor and series resistor between 01 and 03 as shown in Fig. 7.52. 'f'he capacitive 
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reactance and positive resistance of these elements can be made to compensate for 
the space-charge coupling over a small band of frequencies. The normal procedure 
is to tune the signal grid circuit to tesonance at the local-oscillator frequency and 
adjust the resistance and capacitance until no local-oscillator voltage appears across 
the signal circuit. 

OUTER GRID INJECTION. When the r-f signal voltage is applied to Gl and the local­
oscillator signal to G3, the voltage applied to the signal grid modulates the cathode 
current and the local-oscillator voltage varies the distribution of the cathode current 
between the screen grid and plate. Isola­
tion between the r-f signal source and local 
oscillator is provided by screen grid G2. 
Typical transconductance between GI and 
the plate as a function of G3 bias is shown 
in Fig. 7.51b. Coupling between the signal 
grid and the local-oscillator grid through 
the interelectrode capacitance existing be­
tween these two grids may be important 
in some applications. When the r-f sig­
nal is applied to Gl and the local oscillator 
to G3, the effect of space-charge coupling 
between grids is an apparent capacitive 
coupling. The magnitude of the space­
charge coupling between the grids with 
outer grid local-oscillator injection is much 
smaller than that with inner grid injection 
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Frn. 7 .52. Compensation of space-charge 
coupling effects between signal grid G3 
and oscillator injection grid Gl in a penta­
grid mixer. 

because of the modifying effect of the screen grid between the r-f signal grid and the 
virtual cathode. 

The input admittance of the signal grid is larger for outer grid injection of the local­
oscillator signal than for inner grid injection. Some of the electrons which pass 
through the screen grid are stopped by the negative potential of the local-oscillator 
grid. These electrons are then reaccelerated toward the r-f signal grid by the screen 
potential, thereby inducing a current flow in the signal-grid external circuit. The 
admittance produced by this effect has a capacitive component which increases 
linearly with frequency and a conductive component which rises as the square of 
frequency. The input admittance thus produced is analogous to the conventional 
input admittance produced in triodes due to electron transit time except that the 
transit time of electrons in traveling from the screen to G3 and back to the screen is 
the predominate factor. As the bias applied to G3 approaches the value necessary 
for plate current cutoff, the input admittance of Gl approaches a maximum. Th0 
conductive component of input admittance due to this effect can exceed the con­
ventional input conductance due to electron transit time by several times when the 
bias on G3 is near the cutoff value. This effect can be greatly reduced by designing 
the tube structure so that the electrons which are repelled by G3 travel a different 
return path and are collected by auxiliary electrodes instead of reentering the signal­
grid space. 

2. Pentagrid Converter. The pentagrid converter is very similar to the pentagrid 
mixer except that the tube also serves as the local oscillator as illustrated in Fig. 7.53. 
The cathode together with Gl and G2 form a Hartley oscillator which is electron­
coupled to the other tube electrodes and the r-f signal is applied to G3. The grids 
G4 and G5 serve as the screen and suppre~sor grids, respectively. In all other respects 
the pentagrid converter is identical to the pentagrid mixer with inner grid injection. 

3. Triode-hexode Converter. The triode-hexode converter consists of a triode 
oscillator and multigrid mixer as shown in Fig. 7.54. The oscillator grid Gl controls 
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the flow of cathode current to the screen grid G2 of the mixer section of the tube. The 
r-f signal is coupled to G3, and G4 acts as a conventional screen grid. The principal 
advantage of the triode-hexode converter over the pentagrid converter is that the 
oscillator section is capable of operating at higher frequencies. The same inter­
electrode couplings exist in the triode-hexode converter that exist in the pentagrid 
mixer with inner grid injection. 

4, Noise in M ultigrid-mixer Tubes. The noise present in all types of multigrid­
mixer and converter tubes is much greater than that present in triode and pentode 
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Fm. 7.53. Pentagrid converter. 
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mixers. The increase is due to an increase in partition noise which is caused by the 
relatively small portion of the total cathode current that flows to the plate (see 
Sec. 7.2h). The equivalent noise resistance of a mixer of this type is given by Eq. 
(7.32). The effects of grid-induced shot-effect noise must also be included in deter­
mining the noise figure of a multigrid mixer or converter. The procedure is identical 
to that for the grounded-cathode triode or pentode mixer except for the increased value 
of Rdq• 

7.5c. Vacuum Diode Mixers. The diode mixer is the simplest type of frequency 
conversion device. Although a diode mixer always introduces a conversion loss 
rather than a gain as do grid-controlled mixer tubes, the diode is the principal mixer 
type used at 500 Mc and above because of its superior noise figure at these frequencies. 
The circuit of a diode mixer is shown in Fig. 7.55. 

1. Diode Conversion Conductance, Input and Output Impedances, and Conversion 
Gain. If the r-f signal voltage is assumed to be much smaller than the local-oscillator 
voltage, the conductance of the diode can be assumed to vary as a function of the 
local-oscillator voltage only. This action for a linear diode is illustrated in Fig. 7.56. 
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Since the diode is a two-terminal device, an i-f voltage across the diode output will 
combine with the local-oscillator signal to 
produce a current at the r-f signal frequency, 
and the i-f voltage will also combine with 
the r-f signal voltage to produce a current ;~~ 
at the local-oscillator frequency. Because INPuB 

the i-f power developed in the diode output 
load is supplied by the r-f signal source, the 
r-f input impedance of the diode is a function 
of the i-f load impedance and the output 

~
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impedance of the diode is affected by the r-f 
signal-source impedance. The diode con­

Fm. 7.55. Circuit of diode mixer. 

ductance g(t) can be expressed as a Fourier series whose fundamental frequency is the 
local-oscillator frequency wio. 

00 

g(t) = ao + I an cos (nwzot) 
n=l 

The coefficients ao and an of the Fourier series are given by 

1 (21r 
ao = 2ir Jo g(t) d (w1ot) 

an = - g(t) COS (nwzot) d (wzot) 1 !c211" 
71" 0 

(7.171) 

(7.172) 

(7.173) 

Since both the r-f and i-f voltages are present when the r-f signal is applied, the current 
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Fm. 7 .56. Linear diode characteristics. 

present in the diode due to an applied r-f signal is given by Eq. (7.174) provided that 
the diode load is a pure resistance at the intermediate frequency. 

i = g(t)[Err sin (wrrt) - E,r sin (wirt)] (7.174) 



7-74 ELECTRONIC DESIGNERS' HANDBOOK 

Substitution of the diode conductance as given by Eq. (7.171) yields 

i = aa[Er1 sin (writ) - E,1 sin (w,1t)] 

+ Erl sin (writ) I an cos (nwZot) 

n=l 

- E;,1 sin (w;,1t) I an cos (nw1at) 

n=l 

Expansion of Eq. (7.175) gives 

= aoErl sin (w,1t) - aoEil sin (w,1t) 

+ E;' l an sin (wrl + nw1o)t 

n=l 
00 

+ E;' I an sin (wrl - nw1a)t 

n=l 

- E;' I an sin (wil + nw1a)t 

n=l 
00 

E;.1 '\' . ( ) - 2 L an sm Wil - nw10 t 

n=l 

Assuming that the intermediate frequency is given by 

Wil = Wrl - nw10 

(7.175) 

(7.176) 

the current components of importance in Eq. (7.176) are those at the frequencies 
wr1 - nc...•zo, wr1 and wzo- All other terms can be neglected. The currents at Wil 

and wr I are given by 

ir1 = aoErl sin (writ) - ~ E;1 sin (writ) 

iii = -aoEil sin (w;,1t) +~Erl sin (w;,1t) 

The conversion conductance gc is given by 

and Eqs. (7.177) and (7.178) can be written as 

irl = goErl sin (writ) - gcEil sin (writ) 
iii = gcErl sin (w;,1t) - goEil sin (w;,1t) 

(7.177) 

(7.178) 

(7.179) 

(7.180) 
(7.181) 

where g0 = average diode conductance and is equal to ao as determined from Eq. 
(7.172) 

The equivalent circuit 1 of a diode mixer satisfying Eqs. (7 .180) and (7 .181) is given in 

1 For greater detail concerning the development of this diode equivalent circuit see E.W. 
Herold, Frequency Mixing in Diodes, Proc. IRE, October, 1943. 
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Fig. 7.57. With the exception of the fact that the input and output frequencies are 
different, the equivalent circuit of a diode 
mixer is simply a symmetrical 1r attenua- Rs 
tor in which maximum power transfer ,-JV'VV'u-+ ___ __,,V\/\f\r-_____ ___, 

is achieved when the mixer is matched 
on an image impedance basis. Under R;t 
this condition, both the i-f load resist­
ance Rit and the r-f source resistance R, 
are equal to the characteristic impedance FIG. 7.57. Equivalent circuit of diode mixer. 
Zm of the mixer network. The value of 
R. and Rif which provides the maximum power transfer through the mixer is 

(7.182) 

The ratio of the mixer characteristic impedance Zm to the average diode resistance 
Ro is plotted as a function of g./go in Fig. 7.58a. As the ratio g./go approaches unity, 
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FIG. 7.58. Characteristic impedance and conversion power gain of a diode mixer. 

the ratio Zm/Ro approaches infinity. The value of the mixer input conductance gi 

for any value of i-f• load resistance is 

g· _ llo2 
- llc2 + llollif 

i - llo + llit (7.183) 

where gif = 1/Rit 
If the values of the r-f source resistance and the i-f load resistance are given by Eq. 
(7.182), the conversion power gain Ge of the mixer is 

(7.184) 

The conversion power gain is plotted as a function of g./ go for this condition in Fig. 
7.58b. Note that the gain is always less than unity. 

The expressions for go and Oc are given by Eqs. (7.172) and (7.179), respectively. 
The ratio of these two conductances can approach unity only as g(t) becomes a narrow 
pulse so that cos (wzot) is essentially unity for the duration of g(t). This condition 
can be met by applying a very large local-oscillator signal and a very large negative 
bias so that the diode conducts only at the peaks of the local-oscillator cycle. The 
local oscillator should be coupled to the r-f input circuit so as to present either a 
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high shunt impedance or a low series impedance in the input circuit at the r-f signal 
frequency. 

2. Graph1'.cal Determination of go and gc. The average diode conductance go and 
the conversion conductance gc can be determined graphically by constructing a g 
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t 

versus e plot from the E-1 characteristics 
of the diode and using the following ap­
proximate equations. 1 

go = ½ 2[g1 + g1 + 2(g2 + ga + g4 
+ g5 + gs)] (7.185) 

gc = ½ 2[(g1 - g1) + (gr, - ga) 

where 

+ 1.73(gs - g2)] (7.186) 

gc = conversion conductance 
for intermediate fre-
quency Of Wrf - WZo 

g1, g2 . • • g1 = values of diode conduct­
ance at points of local­
oscillator cycle shown 
in Fig. 7.59 

In an ideal diode having a linear E-I 
characteristic as shown in Fig. 7.56, the 
value of go, assuming zero bias, is g /2. 
When using Eq. (7.185) for this case, the 
value of g4 must be taken as the average 
of the conductances at cutoff and when 
conducting, that is, g4 = g /2. The con­

Frn. 7.59. Graphical determination of aver- version conductance as determined from 
age diode conductance Oo and conversion Eq. (7.l86) is approximately g/rr. The 
conductance Oc• 

ratio gc/Yo is equal to 2/rr and the con-
version loss, a.s given by Eq. (7.184) and Fig. 7.58b, is 8.9 db. 

Example 7.11 

One section of a 6AL5 diode is to be used as a mixer in the 100-Mc region. The i-f 
amplifier center frequency is 10 Mc, and the i-f bandwidth is 4 Mc. Determine the opti­
mum local-oscillator injection voltage and diode bias and, under these conditions, find the 
mixer input impedance and conversion loss. 

1. Determine the desired value of Oc!Oo• 
From Fig. 7.58b and Eq. (7.184), it is evident that the minimum mixer conversion loss 

occurs when the ratio Oc!Oo approaches unity, assuming matched input and output imped­
ances. Also, the largest values of Oc!Oo are associated with large values of Zm as shown in 
Fig. 7.58a. The i-f load impedance Rif should match Zm; therefore the optimum value of 
Rif increases as Oc!Oo increases. Thus, the largest i-f impedance which will provide the 
necessary bandwidth is desired. 

2. Determine the maximum allowable value of diode i-f load impedance Rif• 
Assume that; the first i-f amplifier stage is to be a 6AH6 tube. The nominal value of Ci 

for the 6AH6 is 10.0 µµf. The diode output Co is approximately 3.5 µµf. The socket and 
interstage wiring capacitance C1 can be assumed to be about 5 µµf. The total shunt 
capacitance Ct at the diode output is therefore 

Ct = Co + C1 + Ci 

= 3.5 + 5.0 + 10.0 
= 18.5 µµf 

1 E.W. Herold, The Operation of Frequency Converters and Mixers for Superheterodyne 
Receivers, Proc. IRE, February, 1942. 
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If it is assumed that the mixer load impedance determines the i-f amplifier bandwidth, the 
load resistance R,1 is found from the relation 

1 
Af=--

21rR,1C, 

and 
6.28 X 4 X 106 X 18.5 X 10-12 

= 2,150 ohms 

3. Determine Oo, Oc, and Rif for the mixer. 
From the E-1 characteristic given in Fig. 7.60a, the diode conductance versus applied 

voltage characteristic is constructed (see Fig. 7.60b). 
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Frn. 7.60. Determination of diode conductance for Example 7.11. 

From Eq. (7,186) it is seen that for maximum Oc, the conductance at points 5, 6, and 7 
should be a maximum and the conductance at points 1, 2, and 3 should be a minimum. 
Also, to make the ratio of Oclflo approach unity, the conductance at point 4 should be a 
minimum [see Eq. (7.185)]. The relationship between the optimum value of Rif and the 
conductances 00 and Oc is given by Eq. (7,182). To make the optimum value of R;,1 be 
equal to 2,150 ohms as determined in step 2, the desired amplitudes of local-oscillator 
voltage and diode bias must be determined by successive approximations. For various 
assumed values of local-oscillator voltage and bias, the values of Oo. and Oc must be deter­
mined graphically and the associated optimum values of R,1 determined from Eq. (7.182). 
In this example, the optimum value of R,1 is equal to 2,330 ohms if the peak value of local­
oscillator voltage is equal to 16 volts and the diode bias is equal to 11 volts (see Fig. 7.60b). 

01 = 0, 02 = 0, 0a = 0, 04 =.0, Os = 0, oa = 4.0 X 10-3, 01 = 4.9 X 10-3 

From Eq. (7,185) 

4.9 X 10-3 + 2 X 4.0 X 10-3 

Oo = 12 1.075 X 10-3 

From Eq. (7.186) 

4.9 X 10-3 + 1.73 X 4.0 X 10-3 = 
0

_
985 

X 
10

_
3 

Uc= 12 
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From Eq. (7.182) 

1 
R,1 = -------;============= = 2,330 ohmf' V (1.075 X 10-3) 2 - (0.985 X 10-3)2 

This is within a few per cent of the desired value of 2,150 ohms. 
4. Determine the conversion power loss of the mixer. 

~ = 0.985 X 10-a = 0 916 
(lo 1.075 X 10-a · 

From Fig. 7.58b, the conversion power gain is 0.43, or a loss of 3.7 db. 

3. Noise Figure of a Vacuum Diode Mixer. The noise current in a diode whose 
current is space-charge-limited is given by Eq. (7.14). The diode output conductance 
changes during the local-oscillator cycle in a diode mixer and is dependent upon the 
r-f source impedance. The average value of the diode output conductance at the 
intermediate frequency for a diode mixer having matched input and output imped­
ances is -v' g0 2 - gc2• It is this value which should be substituted for gin Eq. (7.14) 
for a diode mixer. In practice, it is observed that the noise current output of a diode 
mixer is greater than predicted by this modification of Eq. (7.14). The increase 
in noise is due to the fact that in a diode mixer the anode-cathode voltage is quite 
low and many electrons are elastically reflected from the anode. These reflected 
electrons disrupt the space charge and lower its effectiveness in reducing the plate 
shot noise from the cathode. 1 The noise current In of a diode mixer is given approxi­
mately by 

(7.187) 

where Te = effective cathode temperature, i.e., that temperature at which tube 
would produce observed noise output 

The term 

t = 0.644 7;: 
can be considered as the factor by which the noise output power of the diode equivalent 

resistance 
1 

must be multiplied to get the actual diode noise output power. V g.,2 _ gc2 

The value of t is usually between 2 and 10 for diodes having oxide-coated cathodes 
and depends on the particular tube type and operating conditions. 

The noise figure of a diode mixer in which the r-f source and i-f load impedances 
are properly matched is 

(7.188a) 

(7.188b) 

where Ge = conversion gain of mixer 
If a diode mixer is followed by an i-f amplifier, the over-all noise figure [see Eq. (7.55)] 
is given by 

(7.189) 

1 For a more complete explanation see D. 0. North, Fluctuation in Space-charge­
limited Currents at Moderately High Frequencies, Part II, pp. 117-124, RCA Rev., 
vol. 5, July, 1940. 
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where F db = over-all noise figure, db 

Ld = conversion loss of mixer, db, that is, 10 log10 (1/Gc) 
F;,1 = noise figure of i-f amplifier expressed as power ratio 

7.5d. Crystal Mixers. Another type of mixer which is widely used at frequencies 
above approximately 200 to 500 Mc is the crystal diode mixer. The crystal diode 
consists of a metal "catwhisker" in contact with a semiconductor material as shown 
in Fig. 7.61. The contact between the whisker and the semiconductor is maintained 
by the spring bend in the whisker and is not adjustable. The semiconductor mate­
rial may be either silicon or germanium with small quantities of added impurities. 
Although silicon diodes have been used exclusively as mixers at 3,000 Mc and above, 
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Frn. 7.61. Typical silicon mixer crystal. 
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recent developments indicate that improved germanium crystals niay provide equal 
noise figures throughout the entire microwave spectrum. Welded-contact ger­
manium diodes are used in the 500-Mc region where their noise figures are less than 
those of vacuum-tube and silicon-diode mixers. 

The action of a crystal diode as a mixer is exactly analogous to the operation of a 
vacuum-tube diode mixer. The crystal diodes conduct slightly in the reverse direc­
tion, however. A typical diode E-t characteristic is shown in Fig. 7.62. The 
optimum noise figures are achieved when the crystal diodes are operated with zero bias 
or with a very small negative bias. For this reason, crystal diodes are normally oper­
ated without bias. The equation for the noise figure of a crystal-diode mixer is of the 
same form as that of a diode mixer. 

(7.190) 

where t0 = ratio of crystal noise power to noise power of a resistor at same temperature 
= unity at zero crystal current 

The spectrum of the noise power generated in a crystal diode is not uniform with 
frequency as is resistor noise. Crystal noise is highest in the audio-frequency range 
and varies in intensity inversely with frequency from less than 50 cycles to around 
1 Mc. Above 1 Mc the noise power per unit bandwidth tapers off and approaches 
thermal noise. The factor tc varies from approximately 1.5 to 5 for crystal-diode 
mixers operating at intermediate frequencies greater than 1 Mc. Both the tempera­
ture factor tc and the conversion gain of a crystal-diode mixer are affected by the level 
of the applied local-oscillator signal. Typical curves for tc, I/Ge, and noise figure 
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are shown in Fig. 7.63 as a function of rectified crystal current, which is a measure 
of the applied local-oscillator power. The optimum noise figure is usually achieved 
at about 0.5 ma of d-c crystal current. This is equivalent to about 0.5 mw of local­
oscillator power. The maximum values of crystal conversion loss and temperature 
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Frn. 7.63. Typical crystal mixer characteristics. 

,.!. 

factor as specified by MIL (Military Standards) specifications are given for several 
common crystal-diode mixer types in Table 7.8. The measurements are made using 
standard JAN (Joint Army-Navy Standards) crystal holders and 30-Mc i-f amplifiers. 

TABLE 7.8. MIL RATINGS ON MIXER CRYSTAL DIODES 

1/ric tc 
i-f 

Crystal type Freq., Mc (max), 
(max) impedance, 

db ohms 

1N21B 3,000 6.5 2.0 200-800 
1N21C 3,000 5.5 1.5 200-800 
1N23A 10,000 8.0 2.7 150-600 
1N23B 10,000 6.5 2.7 150-600 
1N23C 10,000 6.0 2.0 325-475 
1N23D 10,000 4.5 1.7 300-400 
1N25 1,000 8.0 2.5 100-400 
1N26 25,000 8.5 2.5 300-600 
1N28 3,000 7.0 2.0 250 
1N263 9,000 6.0 1.4 150-250 

NOTE: All diodes are silicon with the exception of the 1N263, which is a germanium diode. 

The r-f and i-f impedances of crystal-diode mixers are dependent upon the level of 
the local-oscillator signal applied to the crystal. The i-f impedance of a typical 
silicon crystal is shown in Fig. 7 .63 as a function of the rectified crystal current. 
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The average value of i-f impedance at 0.4- to 0.5-ma rectified crystal current is 
approximately 350 to 500 ohms. 

A typical microwave crystal mixer for the 3,000-Mc region is shown in Fig. 7.64a. 
The local-oscillator input is terminated in a 50-ohm resistive disk which is equal to the 
characteristic impedance of the coaxial lines in the mixer. The disk is used to provide 
a nearly constant load to the local oscillator as a function of frequency. The amount 
of local-oscillator power coupled to the crystal is varied by means of the adjustable 
probe. The distance from the junction of the local-oscillator input line and the 
adjustable probe line to the short circuit at the coupling screw is designed to be 
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Frn. 7.64. Typical microwave crystal mixers. 

approximately >./4 at the r-f band center. A >./4 open line or choke is used at the 
i-f output connector to effectively present a short circuit at the end of the crystal 
to the r-f and local-oscillator signals. The r-f input end· of the crystal is short-cir­
cuited at the intermediate frequency by the support stub which also provides a d-c 
return path for the crystal. In this type of mixer the local oscillator must be capable 
of supplying considerably more than the 0.5 mw of power required by the crystal in 
order that the local oscillator can be loosely coupled to the r-f signal line. If the 
local oscillator is tightly coupled to the r-f signal line, appreciable r-f signal power 
may be absorbed by the local-oscillator circuit, and the stability of the local oscillator 
may be adversely affected by changes in the load presented by the mixer. 

A waveguide-type mixer for the 10,000-Mc region is illustrated in Fig. 7.64b. 
In this mixer the local oscillator is coupled into the guide with a probe. The amount 
of local-oscillator power injected is adjusted by varying the depth of the probe in the 
waveguide. The crystal is placed across the center of the waveguide with its axis 
parallel to the electric field. The r-f signal is kept out of the i-f output by means of 
an r-f choke in this line. The position of the crystal relative to the shorted end of the 



7-82 ELECTRONIC DESIGNERS' HANDBOOK 

waveguide is chosen so that the r-f impedance of the crystal is matched to the r-f 
transmission line. The probe coupling the local-oscillator signal into the wave­
guide provides a convenient means of coupling the output from a reflex klystron such 
as the 2K25, which has an output probe mounted in its base, directly into the mixer 
waveguide. Th@ probe depth is kept quite small to maintain loose coupling to the 
waveguide to prevent appreciable loss of signal power into the local-oscillator circuit. 
This type of coupling presents a load admittance to the klystron which varies widely 
with frequency and is undesirable except in narrow frequency-range applications. 
In wide frequency-range receivers, it is desirable to either couple the local oscillator 
to the mixer by a directional coupler or to use a balanced mixer. 

7.5e. Local-oscillator Noise and Balanced Mixers. The plate current shot-effect 
noise within the local-oscillator tube produces a noise voltage across the local-oscilla­
tor ]oad impedance. The magnitude of this noise and its spectral distribution is 

SHORT 
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(.b) EQUIVALENT CIRCUIT OF BALANCED 

CIRCUIT MIXER AND 1-F TRANSFORMER 

Fw. 7.65. Balanced microwave crystal mixer. 

determined by the Q of the local-oscillator circuit. In addition, the plate current 
noise produces amplitude and frequency modulation of the local-oscillator signal 
itself. The magnitude of the modulation sidebands thus produced is a function of 
the sensitivity of the oscillator to plate-current modulation and the selectivity of the 
local-oscillator resonant circuit. If the noise components are present at frequencies 
separated from the local oscillator frequency by the intermediate frequency, they 
will heterodyne with the local-oscillator signal in the mixer to produce noise output 
at the intermediate frequency. At high microwave frequencies, the ratio of the inter­
mediate frequency to the local-oscillator frequency may become small enough com­
pared to the bandwidth of the local-oscillator resonant circuit that the local oscillator 
contributes appreciable noise to the mixer output. This additional noise is taken 
into account when determining the combined mixer and i-f amplifier noise figure by 
increasing the value of the temperature factor tc in Eq. (7.189) by the amount neces­
sary to account for the increased noise output. At input frequencies of approxi­
mately 10,000 Mc and intermediate frequencies of approximately 30 Mc, approxi­
mately 1.5 should be added to tc as determined from Table 7.8 to account for the 
local-oscillator noise contribution. 1 This increase reduces to approximately 1.0 and 
0.3 for 60- and 90-Mc intermediate frequencies, respectively. 

The problems arising in microwave mixers due to local-oscillator noise and the 
difficulties in isolating the r-f signal source from the local oscillator may be reduced 
to a very great extent by the use of a balanced mixer. One type of balanced mixer 
and its equivalent circuit are shown in Fig. 7.65. The mixer utilizes the "magic T" 
type of hybrid junction, the action of which may be understood by reference to the 

1 For greater detail concerning the effects of local-oscillator noise on receiver noise figure, 
see R. V. Pound, "Microwave Mixers," vol. 16, chap. 5, Radiation Laboratory Series, 
McGraw-Hill Book Company, Inc., New York, 1948. 
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mixer equivalent circuit. The local-oscillator signal is applied in phase to each diode, 
and the r-f signal is applied in phase opposition to each diode. Since the phase of 
the i-f signal at the output of each diode is a function of the relative phases of the 
two heterodyned signals, the i-f current of one diode will be increasing while that of 
the other is decreasing, and the i-f voltage induced in the secondary of the i-f trans­
former due to the i-f currents from each diode will add in phase. However, noise­
modulation components from the local oscillator will be in phase at each diode and 
will produce i-f output currents which will cancel each other. In a well-matched 
magic T, there is 20- to 40-db isolation between the local-oscillator input and the 
r-f signal input so that the local oscillator can be closely coupled to the mixer without 
introducing local-oscillator stability problems or coupling r-f signal power into the 
local-oscillator transmission line. The use of a balanced mixer instead of a single­
ended mixer in a receiver having a 30-Mc i-f and a reflex klystron local oscillator and 
operating at 10,000 Mc may improve the noise figure by as much as 2 db. 

7.6. Local Oscillators. The local oscillator in a superheterodyne receiver may 
consist of either a separate oscillator tube or tubes, or it may be a part of the mixer 
tube. At frequencies where it is possible to employ r-f amplifiers ahead of the mixer 
to minimize the receiver noise figure, or in receivers in which sensitivity is not of prime 
importance, converter tubes serving both as mixer and local oscillator are frequently 
used. 

7.6a. General Considerations in Design of a Local Oscillator. There are several 
factors which must be given consideration in the design of a local oscillator for a 
particular application. 

1. Oscillator Output. The local-oscillator signal which is applied to the mixer 
must have the correct voltage amplitude if maximum conversion transconductance 
is to be achieved. In triode, pentode, and multigrid mixer tubes, the local-oscillator 
peak voltage amplitude at the mixer should be approximately 3 to 10 volts. In 
vacuum diode mixers operated with a high negative bias to achieve minimum con­
version loss, the applied local-oscillator signal may be in the order of 20 volts peak. 
In crystal diode mixers, the optimum local-oscillator signal is that which produces 
approximately 0.5 ma of rectified crystal current. This corresponds closely to 
0.5 mw of local-oscillator power. 

To minimize interaction between the local oscillator and the r-f signal source, it is 
desirable to loosely couple the local oscillator to the mixer. For this reason, the 
local-oscillator signal voltage should be five to ten times the required voltage at the 
mixer. 

2. Frequency Stability. In most receivers, short-term oscillator stability must be 
such that the variations in local-oscillator frequency will not be greater than about 
20 per cent of the i-f amplifier bandwidth. If the allowable warmup time of the 
receiver is insufficient to allow the components in the local-oscillator circuit to reach 
thermal equilibrium, the frequency drift due to changes in component values with 
temperature may be excessive unless temperature compensated parts are used. 
Variations in the voltages applied to the tube may also cause frequency changes in 
the oscillator. 

3. Amplitude Stability. To prevent variations in the mixer conversion trans­
conductance, the local-oscillator voltage amplitude must be held constant. If the 
tuning range of the receiver is a significant fraction of the local-oscillator frequency, 
the oscillator output may vary considerably with tuning because of variations in the 
Q of the oscillator resonant circuit. The effect of oscillator amplitude variations 
upon mixer conversion gain is minimized by using cathode bias or grid-leak bias in 
the mixer tube (see Sec. 7.5a). 

4. Frequency of Operation. The frequency of the local oscillator will determine 
to a certain extent the tube type and circuit which is most suitable. Conventional 
triodes are used extensively at frequencies up to approximately 2,500 Mc. At 
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approximately 4,000 Mc and above, the effects of transit time in triodes are so severe 
that they cannot be used, and the reflex klystron is used almost exclusively to all 
other tube types. 

7.6b. Triode and Pentode Oscillators. At broadcast and short-wave frequencies, 
any of the common types of oscillator circuits are satisfactory for local-oscillator use. 
The design data for these various types of oscillators are given in Sec. 6.2. The Hart­
ley and the tuned-grid oscillators are the most frequently used types for fundamental 
operation at low frequencies. The electron-coupled oscillator is normally not used 
for fundamental operation because of the high harmonic content of the plate circuit 
signal. These harmonics may beat with undesired r-f signals to produce an i-f output 
from the mixer unless adequate preselection is present in the r-f amplifier stages 
preceding the mixer. 

At frequencies above 100 Mc, the use of circuits utilizing mutual inductive coupling 
becomes difficult, and the Colpitts and tuned-plate tuned-grid oscillators are used 
extensively. Conventional triodes such as the 6AF4 may be used successfully up to 
1,000 Mc in the Colpitts circuit using either lumped circuit elements or resonant lines. 
The "lighthouse" triodes, which have very closely spaced planar electrodes, and the 
"pencil" triodes, which have very closely spaced cylindrical electrodes, may be used 
in the grounded-grid version of the tuned-plate tuned-grid oscillator circuit up to 
3,000 Mc. Both of these tube types have grid, cathode, and plate connections which 
form a part of the externally connected coaxial transmission-line resonant circuits (see 
Sec. 6.5). 

7.6c. Klystron Oscillators. At frequencies above 4,000 Mc, the reflex klystron is 
used almost exclusively as the local oscillator in superheterodyne receivers. The 
principle of operation of klystron oscillators is discussed in Sec. 6.6a. An advantage 
of the reflex klystron is the ease with which it can be electronically tuned by variation 
of the repeller voltage. 

7.6d. Oscillator Tracking. In superheterodynes, the local oscillator is tuned to a 
frequency differing from the r-f signal frequency by the intermediate frequency. 
Since the tuning of the local-oscillator circuit is ordinarily ganged to the tuning of the 
r-f circuits, the local oscillator must tune over either a greater or smaller percentage 
of its center frequency than the r-f circuits, depending upon whether the local oscillator 
is tuned below or above the signal frequency. If the fixed inductances in the r-f 
circuit and the local-oscillator circuit are identical, a specially shaped variable capaci­
tor can be used in either circuit to provide exact tracking at all frequencies. If the 
local-oscillator signal is tuned above the r-f signal, the necessary relation between the 
two capacitors is 

(7.191) 

1 

= (1 + fo)2 
frt 

This relation must hold for all values of !rt in the frequency band to be covered by the 
receiver. 

In the usual case, the variable capacitors for the r-f circuit and the local-oscillator 
tuning are identical and are ganged together. To maintain a constant difference 
between the resonant frequencies of the two circuits, auxiliary capacitors must be 
added to one of the circuits. The local-oscillator circuit is ordinarily the one which 
is modified since there often are two or more r-f circuits which are tuned together. 
The general resonant circuits for the r-f stage and the local-oscillator stage are shown 
in Fig. 7.66a. By the proper combination of the oscillator circuit capacitances, it 
is possible to achieve exact tracking at three. frequencies. This is illustrated in 
Fig. 7 .66b. If the three frequencies at which the local-oscillator tuning is correct 
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are selected to be near the ends of the receiver tuning range and near the arithmetic 
center of the tuning range, the maximum values of deviation above and below the 
exact frequency will be nearly equal and of minimum value. In the 550- to 1,500-kc 
broadcast band, the maximum error in local-oscillator frequency need not exceed 
about 3 kc. 
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Frn. 7.66. Tracking of local-oscillator and r-f amplifier circuits. 

The equations relating the circuit elements in the r-f stage and the local oscillator 
are as follows: 1 

C = variable tuning capacitance, µ,µ,f 

Ca = sum of trimmer capacitance, minimum capacitance of C, and tube input capaci­
tance, µ,µ,f 

Ct = sum of distributed capacitance of L, minimum capacitance of C, and tube 
input capacitance, µ,µ,f 

C2 = padder capacitance, µ,µ,f 

C4 = distributed capacitance of L1, µ,µ,f 

CASE 1. When c4 = 0 or c4 « C2 (the usual case) 

CASE 2. When Ca = 0 

C2 = CoJo2 
n2 

C, = Cofo
2 

z2 - n2 
l2LC2 

CASE 3. When C4 is known 

C2 ==A(~+ ✓¾.:+ c;;) 
Ca = CoJo2 _ C2C4 

l2 C2 + C, 
. Li = l2L(C2 + Ca) 

m2(C2 + C,) 

(7.192) 

(7.193) 

(7.194) 

(7.195) 

(7.196) 

(7.197) 

(7.198) 

(7.199) 

(7.200) 

1 This information follows that contained in "The Radiatron Designers' Handbook," 
Amalgamated Wireless Valve Company, Sidney, Australia, 1941. 
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CASE 4. When Ca is known 

Check Formula 

Equation for oscillator frequency resulting from circuit constant:; 

✓lr/2 + n2 
Ito = mlr12 + z2 

Equations for l 2 , m 2, and n 2 in terms of oscillator constants: 

where f.1 = intermediate frequency, Mc 
/1, /2. fa = frequencies in megacycles at which exact tracking is to be obtained 

a= ft +b +fa 
b2 = fi/2 + Ida + bla 
cs = /t/2/z 
d =a+ 2lir 

b2d - c 3 

z2 = -----
2lir 

m2 = z2 + liJ2 + ad - b2 

n 2 = c
8d + lir 2l 2 

m2 

Co = maximum tuning capacitance in r-f stage, µµf 
lo = lowest frequency to which r-f stage is to be tuned, Mc 

L 
25,330 

µh 
Cofo 2 

(7.201) 

(7.202) 

(7.203) 

(7.204) 

(7.205) 

(7.206) 

(7.207) 

Case 1 is of most practical importance since it is usually desirable to place the 
trimmer capacitor in shunt with the tuning capacitor rather than in shunt with the 
coil to minimize the effects of variations in tube input capacitance and minimum 
tuning capacitance. If this is done, C4 is just the distributed capacitance of the coil 
and is usually so small compared to C2 that it can be considered as a part of Ca with 
negligible error. 

After the proper circuit-element values have been determined, the tracking should 
be adjusted by experimentally adjusting the trimmer and padder capacitors. The 
shunt trimmer capacitor has a predominant effect upon the high-frequency crossover 
frequency, and the series padder has a pre~ominant effect upon the low-frequency 
crossover frequency. The middle crossover frequency is controlled by adjustment 
of the inductance in the local-oscillator circuit. 
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Example 7 .12 

Determine the proper circuit elements for a local oscillator in a receiver which is to tune 
from 500 to 1,500 kc and has an intermediate frequency of 465 kc. The variable capacitors 
in the local-oscillator circuit and the r-f circuit are identical sections of a two-gang unit. 
The maximum capacitance of each section including tube capacitance is 365 µµf, and the 
minimum capacitance of each section is 20 µµf including tube capacitance. 

Solution 

1. Determine the required maximum and minimum values of capacitance in the r-f 
circuit. 

1 
Since w 2 = LC 

L = Wa!Cb Wb 2Ca 

where wa = minimum operating frequency, radians/sec 
Wb = maximum operating frequency, radians/sec 
Ca = minimum r-f tuning capacitance, µµf 
Cb = maximum r-f tuning capacitance, µµf 

Therefore 

(21r X 500 X 103) 2(365 + t::.C) X 10-12 (21r X 1,500 X 103) 2 X (20 + t::.C) X 10-12 

The value of t::.C required to satisfy the above relationship is 23.1 µµf. Therefore, 23.1 µµf 
must be added in parallel with the tuning capacitor in the r-f amplifier to cover the band of 
500 to 1,500 kc with the tuning range of the variable capacitor. 

2. Determine the proper inductance for the r-f section. 

L 

(21r X 500 X 103)2 X 388.1 X 10-12 

= 261 µh 

3. Determine the three frequencies at which exact tracking is desired. 
As indicated in Fig. 7.66b the two end frequencies of exact tracking should be slightly 

inside the maximum and minimum desired tuning frequencies. 

Let /t 550 kc = 0.55 Mc 
/2 = 950 kc = 0.95 Mc 
fa = 1,450 kc = 1.45 Mc 

4. Determine the other constants neceseary for the solution of Case 1. 

(1) a = Ii + /2 + fa = 0.550 + 0.950 + 1.450 = 2.950 
(2) b2 = /1/2 + f i/a + /2/a = 2.697 
(3) c3 = fi/2/a = 0.7576 
( 4) d = a + 2/it = 3.88 

b2d - c 3 

(5) z2 = --- = 10.44 
2/it 

(6) m2 = z2 + /iJ 2 + ad - b2 = 19.40 

(7) n2 = cad + /it2z2 = 0.2678 
m2 

5. Determine C2, Ca, and L1 

C2 = Cofo 2 
(~ - i) 

= 353.0 µµf 

Cofo 2 

Ca = 12 
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c3 = 9.29 µµf 

Lt l 2L(C2 + Ca) 
m 2C2 

= 144 µh 

6. Apply the check formula to check the computation 

fzo = m ✓fr/2 + nj 
fr/2 + z2 

Since exact tracking is to occur at fr/ = 0.950 Mc, the value of /zo as determined from 
the check formula should be/rt + /it, or 1.415 Mc. Substitution of the values for Ir/, n 2, l 2, 

and m gives a value of lzo equal to 1.415 Mc, which provides the desired check. 
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Frn. 7.67. Local-oscillator tracking error of Example 7.12. 

7. The tracking error Iii existing at any frequency within the band is given by 

The tracking error as a function of Ir! is plotted as curve a in Fig. 7.67. Curves b and c 
in Fig. 7.67 illustrate the effects of various values of /i,'2, and/3. 

7.6e. Automatic Frequency Control. It is often desirable to control automatically 
the frequency to which the receiver is tuned by controlling the local-oscillator fre­
quency. Such control systems are known as automatic frequency control (AFC) 
systems. They are two general classes: difference-frequency AFC and absolute­
frequency AFC. In the difference-frequency AFC system, the frequency of the 
local oscillator is automatically maintained at a fixed increment from some reference 
signal. Normally, the reference signal is the signal it is desired to receive, and the 
fixed increment is the intermediate frequency of the receiver. Difference-frequency 
AFC systems are used in receivers where the frequency stability of either the desired 
signal or the local-oscillator signal is inadequate to maintain the desired difference in 
frequency between the local oscillator and the signal to be received. 

In absolute-frequency AFC systems, the frequency of the local oscillator is main­
tained constant at a predetermined frequency. Such systems find application in 
receivers fixed-tuned to a specified frequency and in receivers requiring a very stable 
\ocal-oscillator frequency as is the case in moving target indicator radar systems. 



RECEIVERS 7-89 
1. Difference-frequency AFC Systems. A block diagram for a difference-frequency 

AFC system is shown in Fig. 7.68. The local-oscillator signal is heterodyned with 
the reference signal, and the difference signal is fed to a discriminator. The output 
of the discriminator is a d-c voltage which is proportional to the difference between 
the desired difference frequency and the actual difference frequency. The d-c voltage 
from the discriminator is used as a con­
trol voltage to vary the frequency of the 
local oscillator, thereby compensating un­
desired frequency drifts. If the local 
oscillator is a reflex klystron, the d-c 
control voltage is applied to the repeller 
electrode. If the local oscillator is a con­
ventional tube, the oscillator frequency 
can be varied by applying the d-c control 

REFERENCE 
SIGNAL MIXER 

LOCAL 
OSCILLATOR 

FR£O/JENCY 
DISCRIMI­
NATOR 

REACTANCE 
T/JBE 

voltage to the grid of a reactance tube Fm. 7 .68. Difference-frequency AFC system. 
connected across the oscillator resonant 
circuit. This type of system constitutes a closed-loop feedback system in which 
frequency deviations produce d-c control signals having the correct. polarity to cause a 
correction of the oscillator frequency. The degree of frequency stabilization achieved 
is a function of the loop gain and is given by Eq. (7.208). 

Af' 1 
tlf = 1 + k1k2A 

(7.208) 

where tlf' = frequency change with AFC 
N = frequency change without AFC 
k1 = transfer constant of discriminator, volts/Mc 
k2 = transfer constant of klystron repeller or reactance tube plus oscillator, 

Mc/volts 
A = gain in feedback loop, i.e., circuit gain between discriminator output 

and local-oscillator input 
Discriminators. The general requirement of the discriminator shown in Fig. 7.68 

is to provide a d-c voltage output which is zero when its input signal is equal to the 
desired frequency and which has an amplitude proportional to the difference between 
the correct frequency and the actual frequency when the input signal frequency is 
incorrect. The polarity of the voltage output must reverse in sign as the frequency 
of the input signal is increased from below to above that of the correct frequency. 
This general characteristic is shown in Fig. 7.69a. 

Numerous circuit configurations will provide the characteristic shown in Fig. 7 .69a. 
One of the simplest is shown in Fig. 7.69b. The discriminator consists of two con­
ventional diode detectors connected so that the output signal is the difference between 
the outputs of the two detectors. One diode is connected in reverse with respect to 
the other so that the polarity of one detector is negative and the other is positive. 
The resonant circuits are tuned to different frequencies, one above and one below 
the desired crossover frequency. The Q of the resonant circuits and the separation 
between the two resonant frequencies determine the width of the discriminator 
response curve. Although this type of discriminator is quite simple, it requires that 
the two input circuits be isolated from each other. 

One of the most commonly used discriminators is the Foster-Seeley circuit shown 
in Fig. 7.70. Primary and secondary circuits are resonant at the same frequency and 
are inductively coupled with less than critical coupling. Primary voltage and the 
secondary induced voltage are in phase, and at resonance, the voltage across C2 lags 
by 90° the voltage which is induced in the secondary L 2• Thus, the voltage E 2 lags 
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FIG. 7.69. Discriminator characteristics. 
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FIG. 7. 70. Foster-Seeley discriminator circuit. 
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E1 by 90°, and the voltage Ea leads E 1 by 90° as shown in Fig. 7.70b. The relation­
ships between primary and secondary voltages above and below resonance are shown 
in Fig. 7.70c and d. Since the cathodes of the diode detectors are bypassed to ground 
at the signal frequency by C4 and C5, the voltage impressed across the diode Vl is Ea 
and the voltage impressed across the diode V2 is Eb, The rectified current from Vl 
flows through R2 and the r-f choke which provides a d-c return path for the rectified 
current. Similarly, the rectified current from V2 flows through Ra and the r-f choke. 
Since the rectified currents flow in opposite directions, the net voltage across R2 and 
Ra is zero when Ea and Eb are equal and R2 and Ra are equal. When Ea exceeds Eb, 

(a) CIRCUIT OF GATED-BEAM 6BN6 DISCRIMINATOR 

AVERAGE 
VALUE OF 

Ip 

ZERO SIGNAL VALUE OF PLATE 
CURRENT IS AOJUSTEO TO BE 
THE SAME AS THE PLATE CUR­
RENT WHEN THE SIGNAL INPUT 
FREOVENCY IS £OVAL TO 10 

0 7T/2 71 

lb i--------
FOR CONSTANT VALUES OF 
Ee2 ANO Ee3 

0 Ee, + 
lba-------

FOR CONSTANT VALUES OF 
Ee1 ANO Ec2 

0 Ee3 + 
(/}) CONTROL CHARACTERISTICS OF SIGNAL GRID 

AND QUADRATURE GRID 

37T/2 

(Cl RELATIVE PHASE OF eg, ANO eg3 

FIG. 7.71. Gated-beam discriminator. 

the output voltage is positive. The discriminator characteristic shown in Fig. 7. 70e 
is thus achieved. The polarity of the discriminator curve can be reversed by reversing 
the secondary winding or by reversing both diodes. For values of mutual coupling 
between primary and secondary less than critical, the frequency separation of the 
peaks of the discriminator characteristic is approximately 

(7.209) 

where b..f = peak separation, cps 
Jo = resonant frequency, cps 
Q. = Q of secondary circuit including loading of diodes 

A tube designed primarily for use as a combined limiter and discriminator is a 
6BN6. It is known as a "gated-beam discriminator," and a circuit for its use as a 
limiter and discriminator is shown in Fig. 7.71a. The accelerator electrode is shaped 
to form the electrons into a sharp beam and provide the signal grid and the quadrature 
grid with very sharp control characteristics as shown in Fig. 7.71b. This provides 
the desired limiting action and allows the plate current to flow in pulses. The widths 
of the pulses are dependent upon the phase difference between the quadrature-grid 
voltage and the signal-grid voltage. 

If the signal-grid and quadrature-grid voltages are large enough to obtain good 
limiting action (about 10 to 20 volts peak), the average value of plate current will 
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be a linear function of the phase difference between eg1 and ega, The external circuit 
connected to the quadrature grid consists of a parallel resonant circuit tuned to the 
desired center frequency J0 • At J0 the impedance of the resonant circuit is a pure 
resistance, and because of space-charge coupling (see Sec. 7.5b) a voltage is developed 
across this resistance which lags the signal voltage by 90°. If the frequency of the 
incoming signal is lower than Jo, the resonant circuit appears inductive and the phase 
of the voltage developed across the resonant circuit lags the signal voltage by less 
than 90°. If the frequency of the incoming signal is higher than Jo, the resonant 
circuit appears capacitive and the phase of the voltage developed across the resonant 
circuit lags the signal voltage by more than 90°. Thus, the average value of plate 
current is varied as the frequency of the applied signal changes. The output voltage 

AFC 
VOLTAGE 

_Lo---_ ___, 

from such a discriminator is not zero 
when the incoming signal frequency is Jo, 
The cathode bias is normally adjusted 
to provide a quiescent output voltage 
which is equal to the output voltage when 
an input signal at frequency Jo is present. 

TUNED Changes in the frequency of the applied 
'c}fgf~~°-fcR signal either increase or decrease the out­

put voltage. 
Reactance Tube Circuits. If AFC is 

to be applied to a local oscillator of the 
conventional triode type, the tuning of 

Fw. 7.72. Reactance tube circuit. 
the oscillator is accomplished by varying 
the reactance of a reactance tube. The 

circuit of a reactance tube using a pentode is shown in Fig. 7.72. The rea.ctance tube 
is connected in parallel with the resonant circuit of the local oscillator. The grid­
cathode voltage of the reactance tube is a portion of the voltage existing across the 
oscillator resonant circuit shifted in phase approximately 90°, The reactance tube 
plate current is therefore in quadrature with the voltage across the oscillator resonant 
circuit, and the tube appears as a reactance shunted across the oscillator. The react­
ance can be made either capacitive or inductive by having the grid-cathode voltage 
lead or lag the oscillator voltage by 90°. In the circuit of Fig. 7.72, the grid-cathode 
voltage lags the oscillator voltage by 90°, thereby producing an effective inductive 
reactance across the oscillator. Neglecting tube capacities, the admittance presented 
to the oscillator by the reactance tube and the RC phase shifting network shown in 
Fig. 7. 72 is given by 

y = .!_ + jwC + Om 
rp 1 + jwRC I + jwRC 

(7.210) 

where w = frequency of operation, radians/sec 
Ym = grid-plate transconductance of reactance tube 

If 90° phase shift is obtained across the phase-shift network, the reactive component 
of the impedance presented by the tube is jwRC / Ym• At high frequencies the inter­
electrode capacitances of the tube must also be considered. The general effect of 
these capacities is to increase the resistive component of impedance presented by the 
reactance tube to the oscillator. 

In an AFC application, the AFC voltage is applied as a bias change to the reactance 
tube, thereby changing the Ym of the tube. The result is a change in both the tube 
reactance and the resonant frequency of the oscillator-tuned circuit. The oscillator 
frequency change that can be achieved with the reactance tube depends upon the 
relative values of the tube reactance and the tuned circuit passive reactances and 
also upon the variation in Om that can be achieved in the tube. 
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Gas-tube AFC Circuits. Gas-tube AFC circuits have received widespread use in 

pulse applications. In a typical circuit, one thyratron produces a voltage sawtooth 
which causes the receiver local oscillator to sweep over a wide frequency range. Any 
r-f pulse which is received is converted to an i-f pulse and is fed into a discriminator. 
The polarity of the video output pulse from the discriminator establishes whether the 
local-oscillator frequency was too low or too high at the instant the pulse was received. 
The output pulses from the discriminator are applied to another thyratron which 
takes control from the first thyratron whenever the pulse polarity is correct to fire 
the second thyratron. 1 In addition to disabling the first thyratron, the reduction in 
plate voltage at the second thyratron is applied to the local oscillator, thereby causing 
the oscillator frequency to shift in the direction which reduces the oscillator-frequency 
error. After the second thyratron deionizes, its plate voltage increases, thereby 
shifting the oscillator frequency in the other direction. When the drift becomes 
large enough that a discriminator pulse will again fire the second thyratron, the cycle 
will repeat itself. 

This type of AFC does not have proportional control as does the ordinary dis­
criminator type. Instead, the local-oscillator frequency is continually varied 
slightly above and below the desired frequency at a slow rate. 

Diode-phantastron AFC Circuits. This circuit also has found wide use in pulse 
applications. In this circuit a discriminator, diode detector, and phantastron saw­
tooth generator are used to provide a "search" sawtooth of voltage to initially sweep 
the local oscillator in frequency. When pulses of the proper polarity are received 
from the discriminator, the phantastron ceases to produce a sawtooth and acts as a 
conventional d-c amplifier. 2 

2. Absolute-frequency AFC Systems. In an absolute-frequency AFC system, the 
frequency of the local oscillator is stabilized on an absolute-frequency basis rather than 
relative to another signal. The same circuit considerations apply for absolute-fre­
quency AFC systems as for relative-frequency systems. However, the discrimina­
tor used in the AFC loop must be tuned to the desired local-oscillator frequency rather 
than to an intermediate frequency as in the relative-frequency AFC system. 

7.7. AM Detectors. In general, the signal present at the output of the i-f amplifier 
of a superheterodyne or at the output of the r-f amplifier in a trf receiver (see Sec. 7.8) 
consists of a carrier having modulation sidebands symmetrically located above and 
below the carrier frequency we by an amount equal to the original modulating fre­
quencies. For the special case of a single modulating frequency wm, the waveform at 
the detector input appears as shown in Fig. 7.73a and can be expressed as 

e. = Ea(l + m sin wmt) sin wet 

= E. sin wet - ~ E, COS (we + Wm)t + ~ E, cos. (we - wm)t 

which e, = instantaneous voltage applied to detector 
E. = peak carrier voltage at frequency we 
wm = modulating frequency 

(we + wm) = upper modulation sideband frequency 
(we - wm) = lower modulation sideband frequency 

m = modulation factor (see Sec. 5.2) 

(7.211) 

The purpose of the detector is to demodulate the output signal from the i-f or r-f 
amplifier and present at the detector output the original modulating frequencies. 
The signal at the output of the detector should ideally be an exact reproduction of the 

1 For a detailed explanation of this type of AFC, refer to "Principles of Radar," pp. 458-
461, McGraw-Hill Book Company, Inc., New York, 1952. 

2 For a detailed explanation see vol. 23, MIT Series, "Microwave Receivers," Sec. 3.13, 
pp. 64-69, McGraw-Hill Book Company, Inc., New York, 1948. 
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original modulating- signal. In practical detectors there may be phase, amplitude, 
and frequency distortion of sufficient magnitude to cause the detected output signal 
to differ significantly from the original modulating signal. 

7.7a. Linear Diode Detection. The most frequently used type of detector is the 
diode. The analysis of diode detectors is most conveniently divided into (1) large­
signal rectification and (2) small-signal rectification (see Sec. 7.7b). 

The term linear diode detection is usually applied to the rectification of large signals, 
i.e., to the rectification of input signals having peak values greater than approximately 
one or more volts. Large-signal rectification is based on the principle that the diode 

ta) WAVEFORM OF AMPLITUDE MODULATED CARRIER 
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£- I CHARACTERISTIC 

+ 

le I BASIC CIRCUIT OF DIODE DETECTOR 

Frn. 7.73. Diode detector. 

is an "on" or "off" device, i.e., it is assumed to have infinite resistance in the back 
direction and a constant resistance in the forward direction. In practice this does not 
preclude the use of crystal diodes provided their back-to-front resistance ratio is very 
high. In linear diode detection, the diode conducts only on the peak values of the 
input signal, as in a half-wave rectifier with a capacitor-input filter, and the rectified 
output voltage is usually 50 to 90 per cent of the peak value of the input voltage. As 
the name implies, a detector of this type is very nearly linear, and the rectified output 
voltage is very nearly proportional to the envelope of the input signal. Nonlinearities 
in the diode characteristics have but a slight effect on the over-all detection linearity. 

The E-I characteristic of a typical diode is shown in Fig. 7.73b, and the basic 
circuit in'Fig. 7.73c. In the following analysis of linear diode detection it is assumed 
that the input signal has a peak value of approximately one or more volts, that the 
frequency of the input signal is much higher than any modulation frequencies, and 
that the plate-cathode capacitance of the diode is negligible. Values of Rand C in 
the diode load circuit are selected on the following bases: 

1. R is made much larger than the forward resistance of the diode to obtain high 
rectification efficiency. 

2. C is made small enough that the amplitude and phase of the highest modu­
lation frequency are not seriously affected by the time constant RC. 
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3. C is made as large as (2) will allow to reduce the carrier frequency ripple voltage 
appearing across R and to maximize the rectification efficiency. 

If an unmodulated signal is applied to the detector input, a d-c voltage will be devel­
oped across R and C because the diode conducts only during the positive half cycle 

FIG. 7.74. Voltage relationships in diode detector. 
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FIG. 7.75. Rectification efficiency of diode detector. 

of the applied signal. The voltage developed across C during the positive half cycle 
cannot completely discharge during the negative half cycle, and after a number of 
cycles, the voltage across C builds up to a value slightly less than the peak value of 
the input signal as shown in Fig. 7.74. As the voltage across Rand C approaches the 
input signal peak value E,, the diode conducts for only the very small portion of the 
positive half cycle in which e, exceeds the instantaneous output voltage eo. The 
charging current that flows through the diode during the positive peaks when aver­
aged over an entire cycle is equal to the average discharge current that flows through 
R. The instantaneous output voltage eo consists of a d-c component Ede plus an a-c 
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component ca1led the ripple voltage which has a fundamental frequency component 
equal to that of the input signal e.. The efficiency 7/ of rectification of a diode detector 
including the effect of the source resistance is defined as 

Edc 
71=­E. 

(7.212) 

where Eac = d-c voltage across Rand C 
E. = peak value of input-signal voltage 

The efficiency of rectification achievable in a particular diode detector can be deter­
mined from Fig. 7.75 where 7/ is plotted as a function of wcCR for various values of the 
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Frn. 7.76. Ratio of ripple voltage to d-c voltage at output of diode detector. 

ratio R./R. The ratio of therms amplitude of the ripple voltage to the d-c voltage 
across C and R is given in Fig. 7.76 as a function of wcCR for various values of JR.\/R. 

Figures 7. 75 and 7. 76 are based on the average and rms values of the diode resistance, 
respectively (see Sec. 15.4); however, these values are nearly equal to one another and 
to the diode peak resistance as shown by Eqs. (15.4) and (15.5). Relatively good 
accuracies can usually be obtained if the diode resistance in Figs. 7. 75 and 7. 76 is taken 
to be equal to the diode resistance when the current through the diode is equal to four 
times the average value of the rectified current through the load resistance. 

When the input signal is amplitude-modulated, the average value of the current 
through the diode and the voltage across R and C vary with the envelope of the input 
voltage, thus reproducing the modulation across R and C. 

The relationships between the voltage applied to the diode, the average rectified 
current I de, and the d-c output voltage Ede can be determined from a diode rectifica­
tion diagram. Diode rectification diagrams are the equivalent of E-1 character-
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istics for triode tubes and are usually available f~om tube manufacturers. A sample 
diode rectification diagram for the 6H6 diode is shown in Fig. 7.77. The average 
rectified current is given as a function of d-c output voltage for various values of rms 
input voltage. Since the d-c output voltage has been shown to be negative, the rectifi­
cation characteristics apply for a diode polarity as shown in Fig. 7.78. A negative d-c 
output voltage is usually desirable since it provides a source of AVC voltage. 
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Frn. 7.77. Diode rectification diagram. 
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A diode rectification diagram can be constructed from the data acquired by making 
the following measurements. Connect the diode as shown in Fig. 7.73c with a micro­
ammeter in series with R. The measurements can be made at any convenient input 
frequency provided that the product wcCR is equal to approximately 100 or more. 
While maintaining a constant peak value of input voltage, vary R and measure I de• 

Measure or calculate Ede from the relation 

Ede = lt1cR 
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and plot the resulting curve. Repeat this procedure for as many different values of 
input voltage as necessary. 

A d-c load line can be constructed on the diode-rectification diagram by drawing a 
line from the origin through all points satisfying the relation 

where R = d-c load resistance in detector circuit. The quiescent point is the inter­
section of the d-c load line with the curve having a value equal to the unmodulated 
.._alue of the input voltage. As in tube amplifier circuits, the diode a-c load line may 

AVC 

c., 
IO.tµF 

FIG. 7.78. Typical diode detector circuit for a broadcast receiver. 

differ from the d-c load line. As an example, consider the diode detector circuit shown 
in Fig. 7.78. The purpose of R1, C, and C1 is to filter the ripple at the plate of the 
diode resulting from the rectification of the carrier. Ra and Ca provide a filter to 
eliminate the audio-frequency signals and allow a portion of the d-c voltage across C 
to be coupled to the preceding i-f stages for automatic volume control. C2 prevents 
the d-c at the junction of R1 and R2 from biasing the audio-amplifier stage connected to 
R4. For the circuit of Fig. 7.78, the d-c load resistance is 

R = R1 + R2 = 510 kilohms 

and the a-c load resistance rb at the modulation frequencies where the reactances of 
C 2 and Ca are very small is 

rb = R1 + l/R
2 
+ l/~a + l/R

4 
= 281 kilohms 

The d-c load line and a-c load line of Fig. 7.78 are shown in Fig. 7.77 for a quiescent 
point determined by assuming an rms unmodulated input signal of 20 volts. The a-c 
and d-c load lines are shown to cross at the d-c quiescent point 0. This will be exactly 
true only if the diode characteristics are linear within the swing of the modulation 
cycle. Because the a-c load line is steeper than the d-c load line, the percentage of 
modulation can be increased only until the negative peak of the modulation cycle 
reaches point A, otherwise the output current is reduced to zero even though the input 
signal is not equal to zero. If the per cent modulation is increased above this value, 
the negative peaks will be clipped as shown in Fig. 7.79a. If negative-peak clipping 



RECEIVERS 

TIME~ 

(O) NEGATIVE PEAK CLIPPING DUE TO rb < R ANO HIGH PERCENTAGE MODULATION 

t 

TIME~ 

Lb) DIAGONAL CLIPPING DUE TO REACTIVE 
LOAD ANO HIGH PERCENTAGE MODULATION 

O = PERIOD OF EXPONENTIAL 
DISCHARGE 

7-99 

Fw. 7. 79. Clipping due to diode a-c load impedance different from diode d-c load impedance. 

is to be prevented, the ratio m of the peak a-c load voltage to the d-c load voltage 
must be 

< rb 
m --R 

The maximum allowable modulation factor of the input signal is 

where e1 = value of input signal at point 0 
e2 = value of input signal at point A 

(7.213) 

(7.214) 

The distortion of the detected modulation due to nonlinearity in the diode character­
istics can be determined in a manner exactly analogous to the method discussed in 
Sec. 3.3b for triode amplifiers except that the input signal is taken as the largest value 
of modulation signal impressed upon the carrier. 

At the lower modulation frequencies, where the reactances of C2 and Ca cannot be 
considered to be equal to zero, and at the higher modulation frequencies, where the 
reactances of C and C 1 cannot be considered to be infinite (see Fig. 7. 78), the diode load 
will be a complex impedance having both resistive and reactive components and the 
path of operation on the diode rectification diagram will be an ellipse. As the percent-
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age of modulation is increased from that shown in Fig. 7.77, the ellipse will increase in 
size until the bottom of the ellipse becomes tangent to the zero current line at point A. 
If the percentage of modulation is further increased, diagonal clipping of the detected 
modulation will occur as shown in Fig. 7.79b. 

1. Equivalent Circuit of a Linear Diode Detector. A comparison of a diode rectifica­
tion diagram (see Fig. 7.77) with the Eb-lb characteris­
tics of a triode reveals a striking similarity. If the 
diode characteristics are defined by Eqs. (7.215) and 
(7.216), an equivalent circuit similar to that of a triode 
amplifier can be constructed for a linear diode detector. 

!!,.Eac] 
Jl,d = --

1!,.E, Iac=const 

!!,.Eac] rp = --
!!,.[ de E, = const 

where µ.d = detection µ. of diode 
FIG. 7.80. Equivalent circuit 

(7.215) 

(7,216) 

of a linear diode detector. rp = detection plate resistance of diode 
The equivalent circuit is shown in Fig. 7.80. The 

equivalent voltage generator for the detected modulation frequencies is 

where m = modulation factor at diode input 
Em = peak value of detected modulation 
E, = peak value of unmodulated carrier at diode input 

(7.217) 

The equivalent amplification Ad of the diode detector, expressed as the ratio of the 
detected modulation voltage Em across the diode load impedance Z L to the amplitude 
of the modulation at the diode input, is given by 

Ad= Em = Jl,d~ 
mE. rp + ZL 

(7.218) 

where Z L = diode load impedance at frequency of the detected modulation 
2. Input Impedance of a Linear Diode Detector. The input impedance of a linear 

diode detector can be determined from the diode forward resistance rd and the effi­
ciency of rectification T/· Assuming RC to be large enough that the voltage across 
C does not change appreciably between periods of diode conduction, i.e., assuming zero 
ripple across the diode load, the average power Pd delivered to the detector by the 
carrier is 

E2 _;--
pd = -'- (cos-1 T/ - T/ v 1 - TJ 2) 

21rra 

where E, = peak value of carrier at diode input 

(7.219) 

T/ = efficiency of detector assuming source resistance to be equal to zero (see 
Fig. 7.75) 

The general form of the equation expressing the power dissipated in a resistor having 
a voltage with a peak value equal to E, applied across it is 

p = E,2 
2R 

(7.220) 

Therefore the effective diode input resistance R, from Eq. (7.219) is 

cos-1 TJ - 11 -v 1 - .,,2 
(7.221) 
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The diode appears as a constant load resistance to the signal source throughout 
the entire i-f cycle, even though the diode conducts for only part of the cycle. This 
occurs because of the filtering action of the resonant circuit in parallel with the detector 
input. Equation (7.221) is plotted in Fig. 7.81. If the input signal is amplitude­
modulated, the input resistance of the detector to the sideband frequencies will be a 
function of the a-c load impedance at the 
modulation frequency corresponding to 
the difference between that sideband 
frequency and the carrier frequency. 
If the diode loss is assumed negligible, 
the effective input resistance R~ at a par­
ticular sideband frequency is given by 

(7.222) 

100 

80 

60 

40 

R/ 20 
r;j 

where Z L = diode load impedance at de- 10 

tected modulation frequency s 
rb = resistive component of ZL 6 

If the diode load at the modulation fre-
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quency is purely resistive and much larger 
than rp, Eq. (7.222) reduces to 30 40 50 60 70 80 90 100 

EFFICIENCY~ IN PER CENT 

(7.223) FIG. 7.81. Effective input resistance of a 
diode detector as a function of the detector 

3. Effect of a Linear Diode Input Im- efficiency where R, = 0 (see Fig. 7.75). 
pedance upon the Modulation of an Input 
Signal. The peak signal voltage appearing across the input terminals of a diode 
detector is a function of the detector effective input impedance R,, the signal source 
resistance R,, and the peak generator open-circuit voltage E •. 

(7.224) . 

Since the diode input impedance R~ at the sideband frequencies may be different from 
the input impedance R, at the carrier frequency, the effective percentage of modulation 
of the signal at the input to the diode may be changed if the source resistance is an 
appreciable fraction of the diode detector input resistance. The relation between the 
percentage modulation at the diode input and the percentage modulation at the gen­
erator is given by 

Modulation percentage at diode input 

Modulation percentage at generator 

where R, = generator impedance at carrier frequency 
R; = generator impedance at sideband frequencies 

(7.225) 

The ratio of the effective modulation percentage at the diode detector input to the 
percentage modulation at the original signal source is also affected by the frequency­
response characteristics of any intervening stages, for example, r-f amplifier, mixer, i-f 
amplifier. 

Example 7.13 

Design a linear diode detector using a 6AL5 diode. Assume that the rms unmodulated 
carrier at the diode input is 20 volts at 1 Mc and that 80 per cent amplitude modulation 
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is to be rectified with negligible distortion. The upper -3-db frequency of the detector 
circuit is to be 10 kc, and the carrier ripple voltage at the output of the detector is not to 
exceed 1 volt rms. The diode rectification diagram for a 6AL5 is shown in Fig. 7.82. 

Solution 

1. Determine wcRC. 
The rectification diagrams supplied by tube manufacturers are prepared on the basis 

that the diode load capacitance C is large enough to make wcRC equal to approximately 
100 or more. For smaller values of wcRC, the rectification diagram will be in error as 

-40 -30 

evidenced by Fig. 7.75. The maximum value 
of RC is determined by the highest modulation 
frequency to be passed with -3-db attenuation. 

1--+--+-- 6AL5 14 Thus, 
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1 

21r/max 
1 

21r X 104 

= 15.9 X 10-6 
Therefore wcRC = 6.28 X 106 X 15.9 X 10-e 

= 100 

and the rectification diagram can be used with 
sufficient accuracy. 

2. Determine the diode load resistance R. 
R should be large compared to the diode for­

ward resistance for high efficiency and low rip­
ple. Therefore let the diode load resistance be 
equal to 100 kilohms. The 100-kilohm load 
line in Fig. 7 .81 shows the efficiency at the oper­
ating point to be 

Ede 25.8 
11 = E. = 20 v'2 = 0.912 

3. Determine C. 

C 
100 

D-C VOL TS DEVELOPED BY DIODE WeR 

FIG. 7.82. Diode rectification curves for 
Example 7.13. 

4. Determine the ripple voltage at the detector output. 

100 
21r X 106 X 105 

= 159 µµf 

From Fig. 7.75 it is found that for 71 = 0.912 and wcRC = 100, the ratio R./R is equal to 
0.009. From Fig. 7.76 the ratio of rms ripple to Ede is found to be approximately 1.7 
per cent. Therefore 

Eripple = 0.017 X 25.8 
= 0.439 volt rms 

If the ripple had exceeded the allowable 1.0 volt an additional LC or RC filter would have 
to be added to the detector load circuit. 

5. Determine the minimum value of grid resistor Re for the next stage. 
The minimum value of the input voltage with 80 per cent modulation is 

E,(min) = 0.20 X 20 = 4.0 volts rms 

Assuming linear diode rectification, the minimum a-c load resistance can be determined 
from Eq. (7.213). 

Since 

Tb= mR 
= 0.8 X 100,000 
= 80,000 ohms 
RcR 

Tb =Re+ R 

Re = 400,000 ohms minimum 
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6. Determine the input resistance at we. 
From step 4 it was established that If../R was equal to 0.009. Since the diode rectifica­

tion curves are based on zero source resistance, ra/R is equal to 0.009. Therefore 

From Fig. 7 .81 

and 

rd = 0.009R = 900 ohms 

Ri = 62 
Td 

Ri = 55,800 ohms 

If the detector input does not include a tuned circuit, the effective diode input 
resistance will not remain constant throughout the i-f cycle and the conventional 

t 

(a) DIODE DETECTOR WITHOUT LOAD 

(bl DIODE RECTIFICATION OF SMALL SIGNALS 

FIG. 7 .83. Small-signal diode rectification. 

rectification diagram cannot be used. In this case either a special rectification dia­
gram including source resistance can be prepared as described in Sec. 7.7a, or the 
linear diode detector can be analyzed utilizing Figs. 7.75 and 7.76 only. In the latter 
case, it is satisfactory to assume that the diode average and rms resistance values 
are equal to the resistance of the diode when conducting a current four times the 
rectified current. This requires an initial estimate of the rectified diode current 
which can later be compared with the value determined from Fig. 7.75. 

7. 7b. Small-signal Diode Detectors. The E-1 characteristic of a typical diode is 
similar to the solid curve in Fig. 7. 73b and has considerable curvature at Ed = 0. The 
current flow at Ed = 0 occurs because a certain nu,mber of the electrons emitted by the 
cathode have initial velocities sufficient to enable the electrons to reach the plate even 
when the plate-cathode voltage is zero or even slightly negative. 

The detection of small signals in a diode detector is accomplished by utilizing the 
nonline8"ity of the diode characteristic near the origin. Shown in Fig. 7.83b are 
the current and voltage relationships for a diode connected as shown in Fig. 7.83a and 
having a small-signal input. Note that the diode conducts for 360° of the small input 
signal instead of for only a few degrees as in the case of a linear diode detector. From 
the figure it can be seen that throughout the positive half cycle of the applied voltage 
the diode current will be increased more than it is decreased during the negative half 
cycle of the applied voltage. The result is that the average diode current is increased 
from ho, the average diode current with no applied signal, to 1;0 • This increase in the 
average diode current due to the presence of a signal constitutes the method of small­
signal detection in diodes. 
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The instantaneous current variations due to an input signal in the circuit shown in 
Fig. 7.83 can be approximated by a Taylor's series evaluated at the operating point 0. 

• oid 1 cJ 2id 2 + 1 cJ3id 3 + 
i, =-;-- e. + -2 , ~ e. 37 ~ e. · · ued . ved . ved 

(7.226) 

where ea = E. sin wet = instantaneous value of applied voltage 
i. = instantaneous diode current due to e. 

The derivatives are to be taken at the operating point. This method is analogous to 
the method of determining the harmonic distortion in amplifiers. In diode detection, 
however, only those terms contributing to an increase in the average diode current are 

0 

j_
T,~N 
~~~ 

FIG. 7.84. Current and voltage relationships in a small-signal diode detector. 

significant and need be considered. The odd derivative terms do not contribute to the 
average current and may be neglected. The second derivative term contributes by 
far the greatest amount to the change in average current and ordinarily is the only one 
considered. If only the second derivative term is considered, the average diode cur­
rent increases as the square of the amplitude of the applied voltage and the detector is 
commonly referred to as a square-law detector. The increase in average current t:.I de 

for a square-law detector is given by 

' - ! cJ2id 2 
t:.l de - 4 cJei Ea (7.227) 

where the second derivative is taken at the operating point. 
Since the change in average diode current is a function of the rate of change of 

slope of the diode characteristic at the operating point, that is, cJ 2id/cJed2, the diode 
should be biased so that the operating point O is positioned where the diode character­
istic curvature is greatest. Note that the detector is a square-law detector provided 
cJ2id/aed2 is not equal to zero and that the term square-law detector does not stem from 
any particular E-1 characteristic. 

If a load consisting of Rand C parallel, which is assumed to have negligible reactance 
at the input frequency, is inserted in series with the diode, the current and voltage 
relations are as shown in Fig. 7.84. The bias voltage Ebb is necessary to locate the 
dynamic operating point S in the region of greatest curvature on the diode character-
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istic. The quiescent operating point is point 0. When the r-f signal is applied 
to the detector input, the average diode current increases from ho to 1:

0
• This increase 

in average current increases the voltage drop across Rand decreases the average diode 
plate-cathode voltage from Ebo to E;0 • The instantaneous value of diode current when 
the instantaneous applied voltage e. is zero is I. and is determined by the intersection of 
the diode characteristic curve with E~ 0 • The a-c component of diode current varies 

I 
I 
I 
I --+--.-
I 

TIME 

Fw. 7.85. Demodulation of small signals in a diode detector. 

about the value IIJ. The increase in average diode current from the zero signal con­
dition is 

(7.228) 

If the points Sand Oare assumed close enough together so that the slope of the char­
acteristic curve can be considered constant over that interval, the increase in average 
diode current can be expressed as 

(7.229) 

where rd = dynamic resistance of diode at operating point 
If the diode E-l characteristic is defined by the relationship Id = kE d2, where k is a 
constant, the second derivative is equal to 2k. For this case, Eq. (7.229) is given by 

(7.230) 

If the input signal to a square-law detector consists of a modulated carrier, the modula­
tion signal is detected in the manner illustrated in Fig. 7.85. The modulation results 
in a variation in the average value of diode current because of the nonlinear diode 
characteristic. However, the diode current contains components at the carrier fre­
quency, the modulating frequency, the sum and difference between the carrier and 
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modulating frequencies, and the 2nd harmonic of each of these signals. This can be 
seen by considering the input voltage e. in Eq. (7.226) to consist of a carrier modulated 
by a signal frequency giving 

es = Ea sin wet + m:s [cos (we - wm)t - cos (we + wm)t] (7.231) 

Evaluation of Eq. (7.226) for this condition results in the frequencies mentioned. In 
addition, if more than one modulating signal is present, the diode current contains 
components at the sum and difference frequencies of every pair of sideband frequencies 
present. Thus, signal components are present at the output of a square-law detector 
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FIG. 7.86. Characteristic curve of the diode for the small-signal detector in Example 7.14, 

which were not present in the original signal. The extraneous signals which are pro­
duced cannot always be filtered out because they may fall within the necessary band­
pass of the detector output circuit. 

In determining the RC load of the small-signal detector, C should be chosen so that 
its reactance is much smaller than rd at the signal frequency to develop the maximum 
signal voltage across ra. Load resistance Rand supply voltage Ebb should be selected 
to make the operating point S occur at the point of greatest curvature on the diode 
E-I characteristic. The maximum output voltage is obtained at a given operating 
point S by making Ebb large and selecting R to provide operation at the point S. The 
maximum value of R may be limited by the required bandwidth of the diode load 
impedance composed of Rand C in parallel. If C is essentially a short circuit at the 
input frequencies, the input impedance of the small-signal nonlinear diode detector is 
equal to the diode ra evaluated at the operating point. 

Example 7.14 

Given the characteristic in Fig. 7.86, design a small-signal detector for use in detecting a 
1-Mc amplitude modulated carrier. The bandwidth of the load impedance must be 10 kc-
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1. Determine the desired operating point on the diode characteristic curve. 
The optimum operating point is the point of maximum curvature, 0 in Fig. 7.86. For 

small input signals, the operating point will not shift appreciably from point O and the 
diode resistance ra will remain essentially unchanged. 

2. Determine the diode dynamic resistance rd at the operating point 

t:..Ed 
ra = t:..I d = 1,000 ohms 

3. Determine C. 
At f = 1 Mc, Xe should be « ra. Therefore let 

Xe = 0.1 Td at/ = 1 Mc 

(J = 1 
2 X 3.14 X 106 X 0.1 X 1,000 

= 1,590 µµf 

4. Determine R. 
Since the -3-db upper frequency of the diode load impedance is to be 10 kc 

R = _]_ 
wC 

at/= 10 kc 

1 
2 X 3.14 X 104 X 1,590 X 10-12 

= 10,000 ohms 

5. Determine the necessary bias to locate the operating point at point O with a load 
resistance of 10 kilohms. 

t:..E = IoR 
= 0.1 X 10-3 X 10,000 = 1.0 volt 

Therefore, source voltage must equal Eo + t:..E = 1.10 volts. 

7.7c. Grid-leak Detectors. The detection of an amplitude-modulated signal can be 
accomplished in grid-controlled tubes as well as in diodes. If the detection is accom­
plished in the grid circuit, the detector is 
commonly referred to as a grid-leak de-
tector. In Fig. 7.87 the grid and cathode 
act as the plate and cathode, respectively, 
of a diode detector. The d-c bias and the 
detected modulation of the input signal 
appear across a grid leak composed of R 
and C in parallel. As in the diode de­
tector, grid-leak detection can be either 
linear or square-law, depending upon the 
amplitude of the incoming signal. 

R, 

c, 

1 . Linear Grid-leak Detection. If the 
signal applied to a grid-leak detector has 
an amplitude of several volts, the action Frn. 7.87. Circuit of a linear grid-leak 
in the grid circuit is very much like that detector. 
of a linear diode detector. Typical wave-
forms for the grid circuit are shown in Fig. 7.88. The current that flows during that 
portion of a cycle of the applied signal that the grid is positive with respect to the 
cathode charges the grid-leak capacitor C to nearly the peak value of the applied 
signal. During the remainder of the cycle of applied signal, some of the charge on C 
is discharged through R. The voltage across R and C thus consists of a d-c compo­
nent due to the carrier, an a-c component due to the modulation of the carrier, and a 
ripple component at the signal frequency. The instantaneous grid-cathode voltage 
is equal to the applied signal voltage minus the voltage developed across the grid leak 
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Because the tube-plate current contains a large amplitude component at the applied 
signal frequency, the plate circuit must contain an LC or RC filter to minimize this 
ripple. 

R and C should be selected on the same basis as for the linear diode detector dis­
cussed in Sec. 7.7a. 

The plate signal voltage eo is given ap­
proximately by 

es V V V V V lfV V vov 0 0\fOlfv 
-µZLEm 
Tp + ZJ 

(7.232) 

(0) APPLIED SIGNAL VOLTAGE 

+ 
0 tirn--n--n-n-tt-tt-t1Ht-trn,-'1,t;;itr11"--n-1'1"""'1'!=--

where Em = modulation component of 
voltage developed across grid 
leak 

II,......,__._~ eg ZL = plate-load impedance at mod-
ulation frequencies 

2. Small-signal Grid-leak Detection. 
(bl GRID-CATHODE VOLTAGE WAVEFORM When the applied signal amplitude is 

(C) PLATE CURRENT 

t=:~ 
(d) FILTERED PLATE VOLTAGE 

small, the grid-leak detector behaves very 
much like a square-law diode detector. 
In the region near zero bias, the Ee-le 
characteristic of the tube has considerable 
curvature and, because of the initial veloc­
ity of the electrons emitted by the cathode, 
the grid-cathode current is not zero at zero 
bias. Operation is identical to that shown 
in Figs. 7.84 and 7.85 for the small-signal 
diode detector. The increase in average 
current during the positive modulation 
crest increases the average voltage across 
the grid leak. This represents an increase 
in the negative bias between the grid and 

Frn. 7.88. Waveforms in a linear grid-leak cathode, causing the average tube plate 
detector. current to decrease. The instantaneous 
plate current varies in accordance with the amplitude of the applied signal, and these 
variations must be filtered out at the plate of the tube with an RC or LC filter. 

In the design of a small-signal grid-leak detector, the Ee-le characteristic of the tube 
should be obtained as in the case of the diode and the values of R and C for the grid 

C 

-Ecc -
(a) CIRCUIT OF PLATE DETECTOR 

Ecc 0 

PLATE CURRENT AT 
PROJECTED CUTOFF 

(bl PROJECTED CUTOFF FOR PLATE DETECTION 

Frn. 7.89. Linear plate detector. 
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leak determined just as they were obtained for the diode detector. The tube should 
be biased to achieve the greatest curvature of the Ee-le curve at the operating point. 
Once the modulation voltage across the grid leak has been determined, the output 
signal voltage from the tube can be calculated by means of Eq. (7.232). 

7.7d. Plate Detectors. Detection of a modulated carrier can also be accomplished 
in the plate circuit of a vacuum tube. The circuit of such a detector is shown in 
Fig. 7.89a. The plate detector may be either a large-signal (linear) detector or a 
small-signal (square-law) detector. 

1. Linear Plate Detection. In the linear plate detector, the tube is biased to its 
"projected cutoff" as shown in Fig. 7.89b. In the absence of the shunting capacitor, 
a large input signal causes the plate cur­
rent to increase almost linearly during the 
positive half cycle of the applied signal and 
causes the plate current to be cut off during 
the majority of the negative half cycle. 
The plate current varies as shown in Fig. 

0 

+ 01----------,....--------

!al GRID-CATHODE VOLTAGE 

Ebb -----------------

Eo __ ..t ____ _ 

PLATE VOLTAGE FOR/ 
VNMOOULATEO CARRIER 

0'----------------
(b l PLATE VOLTAGE 

~ ,I~ ~ ~ ~ ~ ~ ~ ~ ~ ~ n O O O O n 
(Cl PLATE CURRENT 

FIG. 7.90. Waveforms in a linear plate de- FIG. 7.91. Waveforms in a triode linear plate 
tector with resistive plate load. detector. 

7.90, and the average plate current is approximately equal to I peak/Tr. If a capacitor is 
placed in parallel with the load resistor as shown in the figure, the capacitor will take 
a charge which is a function of the tube resistance and the plate-load resistance. If 
the tube is a triode, a large plate-load resistor can be used, thereby making the time 
constant determined by the tube and the capacitor much shorter than the time con­
stant determined by the plate-load resistor and the capacitor. If this is the case, the 
average voltage across the capacitor will be slightly greater than the minimum 
instantaneous plate voltage which exists across the tube in the absence of the capacitor. 
The average voltage across the capacitor will decrease as the average tube current is 
increased, as is the case when the amplitude of the input carrier is increased. It is in 
this manner that the modulation on the carrier is detected in the plate circuit. In 
the presence of an input carrier, the plate current flows for somewhat less than one­
half the input cycle since the decreased plate voltage due to effect of C reduces the 
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value of grid bias required for cutoff. However, the peak plate current is greater 
than when .R alone is present because of the lower plate voltage source impedance 
provided by the capacitor. The voltage and current relationships are as shown in 
Fig. 7.91. 

The performance of a linear plate detector can be determined by a rectification 

Ecc =-14 VOLTS 

6 r-----1----t---+------+-----' 

4 1--~----1----+--+--+-

50 100 150 200 250 300 350 
EIJ, VOLTS 

Fm. 7.92. Rectification diagram for typical triode linear plate detector. 

diagram as shown in Fig. 7.92. The rectification diagram shows the average tube 
current as a function of plate voltage for a particular value of grid bias and various 
values of input signal. The plate-load line is constructed exactly as is done for the 
tube as an amplifier, the plate voltage equaling the supply voltage when the tube 
current is zero. The proper value of grid bias is obtained for a particular supply 

(o) TRIODE LINEAR PLATE DETECTOR 
EQUIVALENT CIRCUIT 

(/)) PENTODE LINEAR P(..ATE DETECTOR 
EQUIVALENT CIRCUIT 

Fm. 7.93. Plate detector equivalent circuits. 

voltage and load impedance by determining the projected cutoff of the tube from the 
h-Ec characteristic as shown in Fig. 7.90b. 

An equivalent output circuit for the triode plate detector is shown in Fig. 7.93a. 
The effective voltage gain A of the detector is 

-Eo ZL 
A = -E = -µd ,---+ z 

m • rP L 
(7.233) 
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where Eo = peak output voltage at modulation frequency 
m = modulation factor 
E. = peak carrier voltage 
µ,a = detection µ, of tube (see Fig. 7.92) 

aEac) 
= aE. Ib=const 

r: = effective plate resistance of detector (see Fig. 7.92) 

aEb) 
= alb E,=const 

ZL = load impedance 

7-111 

In practice, µa will usually be between 0. 7 and 0. 9 times the µ, as an amplifier, and r~ 

will be about three times rp for the tube as an amplifier. Exact values of µa and rP 

can be taken directly from the rectification diagram. 
In pentode plate detectors the plate load resistance R is ordinarily much smaller 

than r:. The equivalent plate circuit for a pentode plate detector is shown in Fig. 
7.93b. The effective voltage gain A is 

(7.234) 

where Ymd = detection transconductance for tube 

Rectification diagrams can be constructed for the pentode plate detector just as for 
the triode plate detector. However, because r: is much larger than R and the tube 
current is nearly independent of the plate-load impedance, the addition of a capacitor 
C across R does not change the average tube current significantly. Therefore, if C is. 
large, the current through R will be nearly constant and will be approximately equal 
to I peak/1r where I peak is the peak current through R in the absence of C. Thus, C 
does not improve the detection efficiency, but only serves to filter the ripple voltage 
across R. 

In the pentode plate detector, Yma is approximately equal to l/1r times the Ym of 
the tube as an amplifier, and r: is about three times the rp of the tube as an amplifier. 
Exact values of Yma and r~ can be taken from the rectification diagram for the tube. 

Example 7.15 

A 6AH6 pentode is to be used as a linear plate detector. Determine the tube operating 
conditions and effective gain for a plate supply of 300 volts, screen supply of 150 volts, and 
an input signal which has a 1-Mc carrier, a 1.5-volt peak amplitude, and which is 100 
per cent modulated. The detector upper -3-db frequency limit shall not be lower than 
10 kc. For exact design, a rectification diagram should be constructed for the tube. 
However, approximate results can be obtained as follows: 

1. Determine the projected cutoff bias for the 6AH6. 
From Fig. 7.94, the projected bias is found to be approximately -3.6 volts. 
2. Determine the plate-load resistor R. 
R should be as large as possible while still allowing adequate frequency response and low 

distortion. For good linearity at the positive crest of the modulation, the load line should 
intersect the bias curve representing the smallest instantaneous value of grid-cathode volt­
age above the knee of the characteristic curve. Thus, the minimum instantaneous bias is 
equal to -0.6 volt since the peak input-signal voltage is 3 volts and the quiescent bias is 
-3.6 volts. Therefore, a load resistor of approximately 10 kilohms should be used (see 
Fig. 7.94). 

3. Determine the value of C. 
The capacitor C shunting R should be as large as permitted by the required modulation 

bandwidth. 
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PLATE CHARACTERISTICS 
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Fm. 7.94. Tube Characteristic Curves for Example 7.15. 

C = 1 
21r X 104 X 104 

= 1,590 µµf 

4. Determine the approximate gain of the detector. 

0 

Neglecting the effect of the reactance of C at the modulation frequencies, the detector 
gain is given by 

The detection transconductance is approximately equal to 1 /,r times the peak value of 
transconductance. For the unmodulated carrier, llm(peak) occurs at E 0 = -3.6 + 1.5, or 
-2.1 volts. 

Om(peak) = 9,000 µmhos 
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Therefore 

A 
,....9 X 10-3 X 104 

-28.6 

The complete circuit of the detector is shown in Fig. 7. 95. 

2: Square-law Plate Detectors. The square-law or small-signal plate detector is 
very similar to the linear plate detector except that the tube bias is adjusted to the 
point of maximum curvature on the dy-
namic transfer characteristic in order to 
provide the maximum change in average 
plate current as the input signal ampli-
tude varies with modulation. The out-

R=IOK 

Ecc=-3.6 

FIG. 7.95. Schematic of a linear plate 
detector .• 

FIG. 7.96. Infinite-impedance 
detector. 

put signal will contain components at the carrier frequency, the modulation frequency, 
the sum and difference frequencies of these two signals, and harmonics of these fre­
quencies just as in the case of other non­
linear detectors. 

Ebb' 250 VOLTS 

-40 -30 -20 

7.7e. Infinite-impedance Detector. The 
infinite-impedance detector consists of a 
cathode follower biased nearly to cutoff. 
The bias is usually obtained by the volt­
age developed across the cathode load 
resistor which is made quite large. The 
circuit is shown in Fig. 7.96. Since the 
tube is near cutoff for the condition of 
zero applied signal, plate current can in­
crease during the positive half cycle of 
the applied signal, but is reduced to zero 
during the negative half cycle. This 
results in an increase in the average cur­
rent through the tube which is a func­
tion of the amplitude of the applied sig­
nal. The time constant R1cC1c is made 
sufficiently large that the voltage across 
the capacitor changes only slightly from 
cycle to cycle of the applied signal and 
maximum rectification efficiency is ob- o-c VOLTAGE Ek DEVELOPED ACROSS CATHODE RESISTOR 

tained. The increased voltage across C1c FIG. 7.97. Rectification diagram of typical 
infinite-impedance detector. 

due to the presence of an input signal car-
rier keeps the tube cut off for all but the peaks of the applied signal, and the resulting 
current and voltage waveforms are identical with that of the linear diode detector 
except that the current comes from the plate supply instead of the signal source. A 
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rectification diagram can be constructed for a tube operated as an infinite-impedance 
detector which is very similar to the rectification diagram of the diode detector. A 
typical diagram is shown in Fig. 7.97. The d-c and a-c load lines are constructed in 
a manner analogous to that for the diode detector. However, since there is some cur­
rent through Rk when no input signal is present, thee. = 0 curve does not pass through 
the point Ek =0 0, h = 0. This allows the a-c load resistance to be appreciably less 
than the d-c load resistance without negative-peak clipping of 100 per cent amplitude­
modulated signals. 

TYPICAL STATIC CHARACTERISTICS <I) 10 .... 
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Fm. 7 98. Typical germanium diode characteristics. 

The gmRk product necessary to achieve a particular detector gain (always less than 
unity) is given by Eq. (7.235) provided wcRkCk ~ 100. 

gmRk = _____ 1r-;::::==== 
cos-1 A - yl/A2 - 1 

(7.235) 

t,,.Ek . 
where A = t,,.FJ: = detector gam (A < 1) 

The detector gain can also be taken directly from the rectification diagram provided 
that the product wcRkCk is approximately 100 or more. 

The infinite-impedance detector has the advantage of very high input impedance, 
better linearity than the plate detector, and a certain degree of freedom from clipping 
of the negative modulation peaks. However, it has the disadvantages of less than 
unity gain and poorer linearity than the diode detector. 

7. 7f. Crystal Diode Detectors. The design of linear crystal diode detectors is exactly 
the same as for linear diode detectors. However, certain considerations must be taken 
into account in their use. The crystal diode has the advantage of requiring no fila­
ment power, having no hum pickup between cathode and filament, having only about 
0.5-µµf shunt capacitance, and having a lower forward resistance than vacuum diodes. 
The disadvantages of crystal diode detectors are smaller forward current and back 
voltage ratings than vacuum diodes, poorer linearity than vacuum diodes, and con-
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siderable change in characteristics with variations in ambient temperature. Because 
of the finite back resistance of a crystal diode, it should be used in applications where 
the d-c load resistance is much smaller than the diode back resistance. If this con-­
dition is not met, the detector efficiency will be reduced by current flow through the 
diode during that portion of the cycle in which a thermionic diode would be cut off. 
The characteristics of typical germanium detector crystals are shown in Fig. 7.98. 

A special type of crystal diode detector is that which is used to detect very low level 
signals in the "crystal video" type of receiver. This type of crystal is discussed in 
Sec. 7.9. 

7.7g. Considerations in Design of Detectors for Video and Pulse Applications. In 
designing detectors for use in broadband circuits for pulse reception, the following 
additional factors should be considered: 

] 

FIG. 7.99. Push-pull diode detector. 

I I 

TUIVED TUIVED DETECTOR 
R-F R-F (TUNED 

AMPLIFIER AMPLIFIER IIVPUT) 

. I I 
VIDEO 

OR 
AUDIO 
AMP 

FIG. 7.100. Block diagram of a tuned r-f 
receiver. 

1. Because the detector load resistance is uisually low (a few thousand ohms), 
the forward resistance of a diode detector should be as low as possible for maximum 
detection efficiency. 

2. The i-f signal applied to the input terminals of a diode detector is divided across 
the capacitor divider formed by the diode shunt and the diode load capacitances. 
To obtain the maximum i-f voltage across the diode, the diode shunt capacitances 
should be much smaller than the diode load capacitance. 

3. The time constant of the load impedance of a video detector is determined by the 
allowable decay time of a detected pulse. The charging time constant of a diode 
detector is less than the discharge time constant since the forward resistance of the 
diode is less than the load resistance R. 

4. A push-pull detector as shown in Fig. 7.99 provides a ripple voltage of twice the 
i-f frequency across the diode load impedance. This permits easier filtering of the 
ripple voltage in the detector load circuit without attenuation of the higher video 
frequencies present in the received signals. The push-pull detector also provides a 
more accurate reproduction of pulses because of the full-wave rectification. This 
may be an important factor in certain applications, such as moving target indicator 
radar systems. 

5. Germanium crystal diodes have a considerably smaller forward resistance than 
vacuum diodes, usually less than 100 ohms at 1 volt, and also have a low shunt 
capacitance, about 0.5 µµf. This makes the crystal diode particularly useful in wide­
band applications where a small diode load resistance is required. 

6. Video peaking circuits can be used in the detector load circuits just as in video 
amplifier circuits. 

7.8. Tuned Radio Frequency Receivers. A block diagram of a tuned radio fre­
quency (trf) receiver is shown in Fig. 7.100. It consists of several cascaded r-f 
amplifier stages all tuned to the signal frequency followed by a detector and either an 
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audio or video amplifier. The number ofr-f stages depends upon the gain required to 
amplify the weakest signal to be received to a level suitable for detection. 

The trf receiver is characterized by several inherent advantages and disadvantages 
as compared to the superheterodyne receiver. These are: 

Advantages 

1. Simplicity of design 
2. No-image frequency 

Disadvantages 

1. Poorer selectivity 
2. Difficulty of tracking several r-f stages over any appreciable bandwidth 

The r-f amplifiers used in the trf receiver are identical with the r-f or i-f amplifiers 
discussed in Sec. 7.4. The untuned-primary tuned-secondary type of interstage 

coupling is most commonly used. Double­
tuned coupling circuits may be used, but 

R-F 
PRE­

SELECTOR 

CRYSTAL 
DETECTOR 

AUDIO OR 
VIDEO 

AMPLIFIER 

the complication of achieving satisfactory 
tracking of the primary and secondary 
tuning of several cascaded stages is usu­
ally not justified based on the benefits of 
such .. coupling. 

Fm. 7.101. Block diagram of a crystal video The detector circuits for a trf receiver 
receiver. are identical with the detectors described 
in Sec. 7.7. The detector is normally of the large signal or linear type, although a 
square-law detector can be used if little r-f amplification is desired. 

7.9. Crystal Video Receivers. The block diagram of a crystal video receiver is 
shown in Fig. 7.101. It generally has no r-f amplification ahead of the crystal detec­
tor, although selectivity is sometimes achieved by employing bandpass filter net­
works ahead of the crystal. It is the special case of the trf receiver where the r-f 
amplification has been omitted. The detector is a small-signal or square-law detector, 
and all of the amplification is obtained by audio or video amplifiers following the 
detector. 

The crystal video receiver is characterized by the following advantages and dis­
advantages: 

1. Broad r-f bandwidth (unless filter networks are employed) 
2. No local oscillator 
3. No tuned amplifiers 
4. Poor sensitivity compared to a super heterodyne or a trf receiver 
5. High video or audio amplification required 
6. Square-law detector 

The crystal detectors used in a crystal video receiver are very similar to those dis­
cussed in Sec. 7.7f. The semiconductor material is usually silicon because of its 
greater nonlinearity for small signals. Because of the curvature of the E-I char­
acteristics, the rectified crystal current is proportional to the square of the applied 
voltage. The rectified current I de in microamperes can be expressed as 

lac =BP (7.236) 

where P = input power, µ,w 
B = a constant of crystal diode and is a measure of current sensitivity of 

crystal, µ,a/ µ,W 
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Equivalent output circuits of a crystal detector are shown in Fig. 7.102. The crystal 
can be considered as a voltage source Ede having an internal resistance rd such that 

Ede = I dcrd = rdBP (7.237) 

Crystal Detector Sensitivity and Figure of Merit. The noise voltage developed by 
the internal resistance of the diode is given by Eq. (7.238) provided that no direct 
current flows through the crystal. 

En = V 4KT Afrd (7.238) 

where Af =the video bandwidth 
Any direct current through the crystal increases the noise temperature factor te above 
unity as discussed in Sec. 7.5d. This is 
illustrated in Fig. 7.63. Therefore the 
crystal should be capacitively coupled to 
the input of the video amplifier follow­
ing the crystal. At low frequencies, 
the noise generated within the first 
amplifier stage following the detector 
can be considered as having originated 
in an equivalent resistance R,q in series 
with the tube grid (see Sec. 7.2h). 
The total noise of the crystal and first 

(al EQUIVALENT CURRENT (bl EQUIVALENT VOLTAGF. 
GENERATOR CIRCUIT GENERATOR CIRCUIT 

Frn. 7 .102. Equivalent output circuits of a 
square-law crystal detector. 

amplifier tube referred to the crystal output circuit is 

(7.239) 

This results in a signal-to-noise ratio at this point of 

S p ( rdB ) 
N = -V4KT Af -Vrd + R.q 

(7.240) 

The term r ~ / v rd + R.q is a function of the crystal diode and tube only and is 
known as the figure of merit (FM) of the crystal. The JAN committee on electron 
tubes has standardized on an R.q of 1,200 ohms in determining the detector crystal 
figure of merit. 

The maximum signal-to-noise ratio is obtained when the crystal impedance rt1 is a 
maximum. Any loading of the crystal output is undesirable, although it may be 
necessary in order to achieve the required bandwidth. Typical values of rd are 
between 4,000 and 24,000 ohms. 

For unity signal-to-noise ratio at the crystal output, the required input power P in 
watts is 

p =~-V4K'i'M 
. FM 

TABLE 7.9. CHARACTERISTICS OF Two VIDEO DETECTOR CRYSTALS 

Characteristics 

Frequency .................... . 
Video impedance, ohms ........ . 
Figure of merit ................ . 

Crystal type 

1N31 

9,000 Mc 
6,000-23,000 

55 

1N32 

3,000 Mc 
5,000-20,000 

100 

(7.241) 
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FIG. 7.103. Minimum detectable signal power P versus bandwidth for various values of 
crystal figure of merit. 

Equation (7.241) is plotted in Fig. 7.103 where the minimum detectable signal power 
is plotted as a function of video bandwidth A/ for various values of FM. The fig­
ures of merit for two JAN-type crystal detectors are given in Table 7.9. 

Direct current flowing through the crystal greatly in­
creases the noise output of the crystal at low frequencies. 
Therefore the crystal should be capacitively coupled to the 
next stage as shown in Fig. 7.104 if the tube bias is such 
that grid current could flow. 

R-F Impedance of Crystal Detector. The equivalent in- li'b cb 
put circuit of a crystal diode for small signals is shown in 
Fig. 7.105. The resistance Rb of the crystal barrier, i.e., 
the resistance at the point of contact between the cat­
whisker and the semi-conductor, is nonlinear and causes 

FIG. 7.104. Method of coupling 
video crystal to amplifier input. 

Rs 

FIG. 7.105. Equivalent 
circuit of a crystal diode. 

rectification of low-level signals as discussed in Sec. 7.7b. The barrier capacitance 
Cb shunts the barrier resistance and at very high frequencies reduces the rectification 
efficiency. The series resistance R, is called the spreading resistance and results from 
the constriction of current in the semiconductor near the point contact. The spread-
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ing resistance is constant and is typically 10 to 30 ohms for silicon diodes. It pre­
vents Cb from being tuned out by an external reactance. 

7.10. Superregenerative Receivers. A superregenerative receiver is an r-f amplifier 
or plate detector having sufficient positive feedback to cause oscillation. The receiver 
is caused to go in and out of oscillation by a control signal known as the quench signal. 
Typical quench-signal frequencies are between 10 kc and 1 Mc. Very high gains are 
possible. A one-tube circuit is capable of detecting the noise voltage existing at the 
tuned circuit input. The three possible modes of operation are (1) separate quench­
ing, logarithmic mode, (2) separate quenching, linear mode, and (3) self-quenched 
mode. 

7.10a. Logarithmic Mode. A schematic of a superregenerative deteator is shown in 
Fig. 7.106. The grid circuit is resonant at the desired signal frequency and is coupled 

( 
M ,,,,,, 

\ 
r-- --7 
I I 
I I 
I 

Rf I 

:J 
I I 

C 

-Ecc 

Fm. 7 .106. Circuit of superregenerative 
detector. 

Fm. 7.107. Equivalent superregenerative 
detector resonant circuit. 

to the antenna or signal source as shown. The mutual coupling between the plate 
coil and grid circuit is sufficient to allow oscillations to build up when the grid bias is 
raised above the cutoff value. The fixed grid bias Ecc is made greater than cutoff, 
and a control voltage is superimposed on the grid bias which periodically decreases 
the bias thereby permitting oscillations to start building up in the circuit. When 
the quench signal returns the grid bias sufficiently negative to stop the tube from con­
ducting, the oscillations in the grid-tuned circuit decay exponentially. The equiva­
lent grid circuit of the superregenerative detector is shown in Fig. 7.107. In the 
absence of the quench voltage, the circuit consists of C in parallel with L having some 
positive series resistance RL. During the interval that the quench voltage causes 
the tube to conduct, the mutual coupling between the plate and grid circuits effec­
tively introduces negative resistance R 1 in series with L. The instantaneous voltage 
ec across C is given by 

ec = Ee-Rll2L cos Wot (7.242) 

where E = voltage across Cat time t = 0 
R = net circuit resistance, R = RL - R, 

wo = resonant frequency of circuit = ✓~L-lC ___ (_:~L-)-
2 

At all times there is a voltage present across C due to thermal noise, atmospheric 
noise, etc. Without the presence of the quench voltage, these voltages exponentially 
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decay at a rate determined by the Q of the circuit. When the quench voltage causes 
the tube to conduct, however, the feedback resistance R, exceeds RL in magnitude 
and the exponent in Eq. (7.242) becomes positive. As a result, the voltage across C 
exponentially increases from its value at the instant the quench voltage is applied 
until a state of equilibrium is reached. The frequency of the exponentially increasing 
oscillation is w 0 • The amplitude of the envelope of the oscillation in the interval 
before grid and/or plate current saturation is reached is given by 

(7.243) 

where En = noise voltage across C at t = 0 
When the amplitude of the oscillations becomes large enough to drive the grid into 

the regions of grid conduction and cutoff 
during the positive and negative peaks 
of the oscillation, the amplification of 
the tube is reduced until the magnitude 
of Rt equals RL and the amplitude of 
the oscillations remains constant. If a 
signal voltage Ea is present across C at 
the instant the quench voltage is applied, 
the envelope of the oscillation is given by 

ec = (Ea + En)e-Rt/2L (7.244) INCREASE IN AREA 
OUE TO PRESENCE 
OF Es 

and the condition of saturation is reached 
Fw. 7.108. Envelope of oscillations in log-
arithmic mode. sooner than when noise only is present. 

This is illustrated in Fig. 7.108. The 
envelope of oscillation starting from the level Ea + En reaches saturation amplitude 
td seconds before the envelope of the oscillation starting from En, The difference in 
area AA under the two curves is given very closely by 

(7.245) 

where Emax = amplitude of oscillation when equilibrium has been attained (see 
Fig. 7.108) 

The time interval td is given by 

(7.246) 

The increase AE in the average voltage across C due to the presence of a signal is 

(7.247) 

where f Q = frequency of applied quench voltage 
The quantity foEmax2L/R can be made equal to several volts. Therefore, even 
though Ea may be only a few microvolts, if the noise voltage is the same order of 
magnitude, the gain of the stage will be in the order of a million. 

1. Considerations for Maximizing the Gain in Logarithmic Mode Operation. The 
gain of a superregenerative detector operating in the logarithmic mode can be maxi­
mized by making the terms Emax, 2L/R, and fo as large as possible. However, the 
terms are interdependent and must be considered simultaneously. General con­
siderations are: 

a. As the magnitude of 2L/R is increased, the rate of increase of the oscillations is 
reduced and the period for which the quench voltage must be applied is increased. 
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b. As Emax is increased, the interval requiredfor the oscillation buildup to the level 

of Emax and the interval required for the oscillation to decay to a level lower than the 
originating signal are increased. 

c. The higher the Q of the resonant circuit itself, i.e., the higher waLIRL, the longer 
the decay interval. 

p 
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Fm. 7.109. Effect of quench-voltage waveshape upon envelope of oscillation buildup, 

d. The longer the buildup and decay periods, the lower must be the maximum value 
of the quench frequency. 

e. The quench frequency fQ must be enough higher than the desired signal modula­
tion frequencies to allow effective filtering of fQ from the output, and in any case fQ 
must be at least twice the highest modulation frequency to be detected. 

f. The gain can be increased by reducing R [see Eq. (7.247)]. This can be accom­
plished by either decreasing the amount of feedback or by reducing the Q of the 
resonant circuit itself. The net effective circuit resistance R must be maintained 
negative, however, in order for the circuit to oscillate. 

2. Quench-voltage Waveform. The waveform of the quench voltage is usually 
rectangular or sinusoidal. The gain with a sinusoidal quench voltage is slightly 



7-122 ELECTRONIC DESIGNERS' HANDBOOK 

greater than with a rectangular quench voltage because of the fact that the net circuit 
resistance R requires a longer period to change from its initial value of RL to the final 
value RL - R1 if the quench voltage has a slow rate of rise. A low negative value of 
R causes the oscillation to build up slowly so that the time interval td [see Eq. (7.246)] 
in Fig. 7.108 will be greater for sinusoidal quench than for rectangular quench. This 
effect is illustrated in Fig. 7.109. 

3. Modulation Reproduction. The response of a superregenerative receiver operat­
ing in the logarithmic mode to a modulated carrier is illustrated in Fig. 7.110. For 
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FIG. 7.110. Typical detector output characteristic for logarithmic mode. The figure illus­
trates the distortion in the output for a 100 per cent modulated carrier for the case where 
the unmodulated carrier is 25 times greater than the noise voltage. 

small percentages of modulation, the distortion is only slight. However, as the per­
centage modulation approaches 100 per cent, an effective "volume expansion II is 
experienced and the distortion becomes quite severe. 

The logarithmic response also provides a type of automatic volume control since 
the modulation of a high-amplitude carrier is compressed compared to that of a lower­
amplitude carrier. This causes the detected modulation from carriers which have a 
constant small-percentage modulation to be nearly equal regardless of the carrier 
amplitude. 

7.10b. Linear Mode. The linear mode of operation is shown in Fig. 7.111. The 
length of the period during which the quench voltage is applied is reduced so that 
the tube does not reach equilibrium before the quench voltage is removed. The 
average value of grid voltage during one quench cycle is greater when a signal is 
present than when noise alone is present since the envelope of oscillations increases 
exponentially from a higher initial voltage. The envelope of the oscillations has, 
therefore, increased to a higher voltage when the quench voltage is removed and 
decays to zero from this higher voltage. If it is assumed that the net circuit resist­
ance R is a constant for the interval that the quench voltage causes the tube to con­
duct, the voltage gain A for the linear mode can be determined from 

(7.248) 
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where t1 = time interval during which quench voltage is applied 
t2 = l/f Q 

l:J.E = change in average voltage across C due to presence of Ea 

7-123 

Maximum gain is obtained in the linear mode by having a high value of -R/2L, 
that is, large positive feedback, and a high quench frequency. The interval during 

£, 

I"""~---- t, ~I 
Fm. 7.111. Envelope of oscillations in the linear mode. 

which the quench voltage is applied must be short enough so that the oscillation does 
not reach equilibrium when the largest amplitude signal to be amplified without dis­
tortion is received. The interval between applications of the positive quench voltage 
must be of sufficient duration to allow the envelope of oscillation to decay to a level 
below that of the original signal. The minimum interval between applications of the 
positive quench voltage is given by 

I R 2L Ea -- = - - ti + - log. -
f Q(max) RL RL .Eo 

where t1 = period of application of quench voltage 

(7.249) 

!: = ratio of original signal amplitude to amplitude of decayed oscillations 

As a factor of safety, the ratio Ea/Eo is usually made equal to 5 or 10. Because of 
the above factors, the interval during which the quench voltage is applied is normally 
made considerably smaller than the in­
terval between applications of quench 
voltage. 

Since the gain in the linear mode is a 
constant and is independent of the input 
signal amplitude, the linear mode super­
regenerative detector reproduces modu­
lation with a minimum of distortion. 

7.10c. Self-quenched Detector. If a 
superregenerative detector is connected 
as shown in Fig. 7.112, it will operate in 
a self-quenched fashion. Oscillations in- Fm. 7.112. Circuit of a self-quenched super-

regenerative detector. 
itially build up from the level of noise 
within the tuned circuit until the grid is driven into the positive grid region during the 
peaks of the oscillations. Blocking capacitor C is then charged with the polarity 
shown in Fig. 7.112 by the flow of grid current during the positive peaks of the 
oscillations. 

R is made large enough so that the bias voltage created by the current flowing 
through R in discharging C is great enough that the tube is cut off for such a large 
portion of each oscillation cycle that it cannot overcome the circuit losses during the 
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rest of the cycle. After building up exponentially from noise to the level where grid 
current flows during the peaks of oscillation, the oscillation decays rather gradually 
until the instantaneous grid bias is always greater than cutoff for the tube. 
At this point, the oscillations decay exponentially. The value of C must be large 
enough that the time constant RC is sufficient to prevent the bias voltage from 
decreasing appreciably before the oscillations decay to the point where the tube no 
longer conducts. Provided that R and C are large enough to cause intermittent 
oscillation, the exact value of RC is determined by the desired quench frequency. 
The grid-voltage waveform for self-quenched operation is shown in Fig. 7.113. 

When a signal is present it adds to the bias voltage across R and causes the oscilla­
tions to start sooner than would have been the case without the signal. The envelope 

Ee TIME~ 

01----~-----~--++-i.----------------
ENVELOPE OF OSCILLATION 

~ PERIOD OF CAPACITOR CHARGING 

FIG. 7.113. Grid-voltage·waveform of a self-quenched superregenerative detector. 

of the oscillation is the same each time regardless of the presence of a signal, so that the 
result of a signal is to increase the average current through the tube by decreasing the 
period between oscillations, i.e., the quench frequency is increased. 

In the self-quenched detector, the RC time constant should be adjusted to provide 
the highest possible quench frequency and still allow the oscillations to decay to a 
sufficiently low level before the initiation of another train of oscillations. The mini­
mum period between oscillations is given by Eq. (7.249). 

7.10d. Selectivity. The superregenerative detector is normally not preceded by 
any r-f amplifier stages; therefore, the selectivity of such a detector is dependent 
upon the response of a single resonant circuit. The selectivity or adjacent band 
rejection of a single resonant circuit is considerably poorer than the corresponding 
selectivity of several cascaded tuned circuits having the same over-all-3-db band­
width (see Fig. 7.13). 

However, the effective Q of the detector resonant circuit is considerably higher than 
wL/RL, As the quench voltage is applied and the grid bias reaches cutoff, the tube 
begins to amplify, but the grid bias must increase to a value somewhat above cutoff 
before the tubeµ, is high enough to cause the net circuit resistance to become negative 
and for oscillations to start. During the interval when the grid bias is between cutoff 
and the value where oscillations start, the net circuit resistance is positive but decreas­
ing from RL to O and the effective Q of the resonant circuit is increasing. This 
regenerative period increases the Q of the circuit several times. 
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7.10e. Noise in Superregenerative Detectors. The superregenerative detector detects 

the presence of a carrier and the modulation of that carrier by "sampling" the signal 
at the quench frequency rate. The result is that the detected modulation of a carrier 
varies in accordance with the actual modulation of the carrier as shown in Fig. 7.114. 
The highest possible detection frequency isfQ/2, and all higher modulation frequencies 
are converted to some frequency between zero and fQ/2. 

The noise spectrum of the superregenerative-detector input circuit contains all 
frequencies within the passband of the detector resonant circuit in proportions deter­
mined by the Q of the circuit. The noise voltage variations in the detector resonant 
circuit would produce noise output from a linear detector having components from 
zero to the noise bandwidth of the resonant circuit. However, because of the sampling 
process, these variations are all reduced to detected frequency variations between zero 
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FIG. 7.114. Detected modulation frequency 
versus carrier modulation frequency for a 
superregenerative detector. 
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FIG. 7.115. Noise output from a super­
regenerative detector. 

and fQ/2 in this type of detector. This is illustrated in Fig. 7.115. Consequently, 
the noise output of the detector in the region of zero to fQ/2 is considerably higher than 
for other detectors. The noise voltage per unit bandwidth at the detector output is 
inversely proportional to the Q of the resonant circuit and the quench frequency. 

7.10f. Pulse Reception. The superregenerative receiver can be used for pulse 
reception by providing adequate bandwidth in the r-f circuit and by raising the quench 
frequency so that one or more oscillation buildups occur within the duration of the 
shortest pulse to be received. 

The discharge time constant of the detector circuit must also be minimized to pro­
vide adequate resolution between successive pulses. 

7.11. Frequency-modulation Receivers. In frequency modulation, information is 
transmitted by varying the frequency of a constant amplitude carrier in accordance 
with the intelligence to be transmitted (see Sec. 5.5). Detection of a frequency­
modulated signal consists of the conversion of the frequency variations of the carrier 
to amplitude variations. Although any circuit which provides signal attenuation 
which varies as a function of frequency can be used as an f-m detector when followed 
by a conventional amplitude detector, the most frequently used types of f-m detectors 
are the Foster-Seeley discriminator, the gated-beam discriminator, and the ratio 
detector. 1 The Foster-Seeley discriminator requires limiting of the amplitude of 
the received carrier prior to detection in order to reject incidental amplitude modula­
tion from the output. The gated-beam discriminator utilizing the 6BN6 tube pro­
vides limiting of the signal amplitude within the tube itself. The ratio detector 
circuit also provides good rejection of any amplitude modulation. 

Frequency-modulation receivers are identical to other receiver types designed for 
amplitude modulation except for the detector circuit. Superheterodyne receivers are 

1 The first two of the above detectors are discussed in Sec. 7.6e. For details of the ratio 
detector see S. W. Seeley, The Ratio Detector, RCA Rev., vol. 8, pp. 201-236, June, 
1947. 
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used almost exclusively in reception of commercial broadcast f-m transmissions. 
However, other receiver types can be used in special applications. 

7.12. Receiver Measurements. Several laboratory measurements are frequently 
made in the design and testing of receivers. The most important of these are: 

1. Bandwidth, measurement and alignment 
2. Skirt selectivity and image rejection 
3. Gain 
4. Noise figure 

'?'.12a. Bandwidth, Measurement and Alignment. The bandwidth of a receiver is 
normally taken as the frequency band between the frequencies where the receiver gain 
has dropped :3 db from the midband value. Bandwidth measurements are most con­
veniently made with a sweep frequency generator, marker generator, detector, and 

SWEEP 
6EIVERATOR 

DETECTOR 

OSCILLOSCOPE 

0 

FIG. 7.116. Block diagram of test setup for bandwidth measurements using a sweep fre­
quency generator. 

oscilloscope. A sweep frequency generator is an r-f or i-f oscillator whose frequency 
is mechanically or electrically varied over a band of frequencies somewhat wider than 
the receiver bandwidth and which has an adjustable center frequency. The power 
output from the generator is maintained as nearly constant as possible over the swept 
frequency band. The test setup is illustrated in Fig. 7.116 .. 

The output impedance of the step attenuator must be equal to the source impedance 
for which the receiver or amplifier is designed, or an impedance matching network 
must be used between the attenuator and the receiver or amplifier input. If a detec­
tor other than that of the receiver under test is used, the input impedance of the 
detector should be correct for the stage to which it is connected. The marker 
generator is simply a calibrated c-w signal generator covering the desired frequency 
range. It is either capacitively or inductively coupled to the amplifier under test as 
lightly as possible and still have its signal observable on the oscilloscope. Either 
the horizontal sweep is synchronized with the frequency sweep of the sweep gen­
erator, or, if availablQ, a sweep voltage from the generator is amplified by the oscillo­
scope horizontal amplifier to provide the horizontal sweep. A typical oscilloscope 
waveform is shown in Fig. 7.117a. The marker generator will produce a small pip or 
disturbance on the passband waveform at the spot corresponding to the frequency to 
which the marker generator is tuned due to the beat between the sweep generator 
signal and the marker signal when the two signals are at nearly the same frequency. 
The -3-db bandwidth of the receiver is most accurately determined by the method 
illustrated in Fig. 7.117b. The marker pip is set to coincide to the same vertical 
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positions on the normal passband waveform that the top of the passband waveform 
come to when 3 db of attenuation is introduced by the step attenuator. The -3-db 
frequencies can then be read from the marker generator calibrated dial. 

The sweep frequency generator is extremely useful in the alignment of a receiver 
or amplifier since it gives a picture of the entire passband. The individual tuned 
circuits can be tuned to the proper design frequency by using a grid-dip oscillator. 
A grid-dip oscmator is a tunable oscillator having a calibrated frequency dial and 
containing a d-c milliammeter in the grid circuit. If the coil of the grid-dip oscillator 
resonant circuit is closely coupled to the resonant circuit whose frequency is to be 
measured, the oscillator grid current will dip sharply when the oscillator is tuned to 
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Frn. 7.117. Oscilloscope bandpass waveforms. 
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Frn. 7 .118. Method of detecting passband when external detector cannot be used. 

the resonant frequency of the other circuit. The over-all passband can then be 
observed and trimmed up, using the sweep frequency generator. 

When the passband of only a portion of an amplifier or receiver is being observed, 
it is often inconvenient to couple in an external detector. This difficulty can be over­
come by the method shown in Fig. 7.118. The oscilloscope input is connected directly 
to the bypassed cathode resistor of the stage following that portion of the amplifier or 
receiver under test. Because of nonlinearities in the tube characteristics, the tube 
will act as a detector and a low-level detected output will appear across the cathode 
resistor. The plate circuit should be bypassed to ground when this technique is 
utilized to prevent the plate circuit impedance from affecting the passband waveform 
appearing at the cathode. 

7.12b. Skirt Selectivity and Image Rejection. The skirt selectivity of a receiver 
passband and the amount of image rejection provided by an r-f amplifier are most 
easily measured using a calibrated c-w signal generator and a step attenuator. The 
test setup is shown in Fig. 7.119. The signal generator is initially set at the center of 
the receiver passband, and, with all or nearly all of the attenuation of the step attenua­
tor in, the receiver gain is adjusted to give a convenient d-c voltage level at the detector 
output. This d-c output should be considerably above the d-c output of the detector 
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due to noise, but below limit level in the receiver. The frequency of the c-w generator 
is then changed in steps, and, maintaining a constant output from the generator, the 
attenuation of the attenuator is reduced an amount just sufficient to maintain the 
detector d-e output level constant. The attenuation at each frequency relative to 
the attenuation at midband is recorded and plotted versus frequency to obtain a 
graph of skirt selectivity and/or image rejection. 

7.12c. Gain. The gain of a receiver is usually measured in terms of voltage gain, 
i.e., the ratio of the peak voltage across the receiver output terminals with its load 
connected to the peak voltage across the receiver input terminals. Since the receiver 
normally includes a detector, this will be the ratio of the peak modulation voltage 
across the receiver load impedance to the peak value of the input carrier. Thus 

FIG. 7.119. Block diagram of test setup for measuring skirt selectivity and image rejection 
of a receiver. 
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FIG. 7.120. Test procedure for measuring receiver noise figure utilizing a noise generator. 

defined, it is a function of the percentage modulation of the carrier. In receivers 
designed for pulse reception, the gain of the receiver is usually taken to be the ratio of 
the peak amplitude of the voltage pulse across the receiver load impedance to the peak 
value of the r-f pulse voltage across the receiver input terminals. 

7.12d. Noise Figure. The noise figure F of a receiver is given by Eq. (7.51) (see 
Sec. 7.2j). The noise figure is a measure of the noise contributed to the receiver out­
put by the receiver itself. The noise figure of a receiver, or any portion of a receiver, 
can be most accurately measured by utilizing a noise generator which produces an 
accurately known amount of noise throughout the r-f passband of the receiver or 
amplifier under test. The test setup is illustrated in Fig. 7.120. Since the noise 
figure of the receiver is a function of the source impedance, the noise generator must 
present the same impedance to the receiver input terminals as exists in use. 

At frequencies up to 1,000 Mc, temperature-limited vacuum diodes are used as 
noise generators. The mean-square noise current component of diode plate current 
when temperature-limited is given by Eq. (7.13). The circuit of a typical diode 
noise generator is shown in Fig. 7.121. The available noise power from the generator 
is that noise power which the generator could deliver to a resistance equal to the output 
resistance Ra of the generator. This is given by 

(7,250) 

The procedure for measuring noise figure with this type of noise generator is as 
follows. When the noise generator is connected to the receiver as shown in Fig. 
7.120, but with zero diode current, the d-c voltage at the detector output is observed. 
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An attenuation of 3 db is then added after the receiver but ahead of the detector as 
indicated in Fig. 7.120. The noise diode current is then increased until the d-c volt­
age at the detector output is equal to the value previously obtained with zero diode 
current. For this value of diode d-c current, the noise power at the output of the 
receiver has been doubled, indicating that the noise power delivered from the generator 
has produced an output noise power equal to that present at the receiver output in 
the absence of the noise generator. Therefore, considering the signal output power 
So of Eq. (7.51) to be the noise output power contributed by the noise generator, 
the denominator of Eq. (7.51) is unity. The noise figure is then given by 

F _ Si _ elb ll.JRa 
- N; - 2KT ll.f 
~20 hRa 

(7.251) 

The noise figure is thus obtained by a method whereby the bandwidth of the receiver 
does not enter into the measurement. This is particularly advantageous because the 
-3-db bandwidth of a receiver and the 
effective noise bandwidth are not neces­
sarily equal. The 3-db attenuator shown 
in Fig. 7 .120 is desirable because it pro­
vides a method of measurement independ­
ent of the detector characteristic. If the 
attenuator is not used, the method of 
measurement is identical except that the 
actual noise output power is doubled by EFIL 

the noise generator. To determine this 
accurately, the detector must be precali­
brated by a calibrated signal generator, 

1 1 h d bl. f th t t Fm. 7.121. Temperature-limited diode 
or, a ternate y, t e ou mg o e ou pu noise generator. 
noise power can be measured by an rms-
reading r-f voltmeter connected at the detector input. In this case, the noise gen­
erator output is adjusted until the r-f voltmeter reading increases to 1.414 times the 
reading with zero diode current. 

In the diode noise generator described, the input terminals of the receiver should 
be connected directly to the noise generator output terminals if possible and the stray 
shunt capacitances introduced tuned out by the inductance L of Fig. 7.121. If a 
coax section is employed, it should be appreciably less than X/10 where Xis the wave­
length of the signal to be received. The inductance L (see Fig. 7.121) should be 
adjusted to tune out the effect of the capacitance introduced by the coax section. 

In the measurement of the noise figure of a superheterodyne with a noise generator, 
the image response of the receiver, if significant, must be taken into consideration. 
If the image response is not effectively eliminated by r-f preselection and if the noise 
generator has an output at the receiver image frequency, the total noise output from 
the receiver due to the noise generator will be due to the sum of the noise powers 
contributed by the generator at the desired and the image frequencies. Since an 
actual signal will be present only at the desired frequency, the result obtained will be 
incorrect. If the noise generator has equal noise-power output at the desired and 
image frequencies and if there is no r-f preselection, the true receiver noise figure will 
be 3 db greater than measured by the noise-generator technique. 

When the effective noise bandwidth of the receiver under test is known, the noise 
figure of the receiver can be determined readily by a calibrated c-w signal generator 
having an output impedance equal to the source impedance required by the receiver. 
With the signal generator connected but turned off, the d-c voltage at the output of 
the detector in the receiver is measured. The signal generator is then turned on and 
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its output increased until the d-c output from the detector is 1.45 times the value with 
the signal generator tu~ned off. When this condition exists, assuming a linear 

-= 

detector, the signal power into the detec­
tor is equal to the noise power. The 
receiver noise figure is then given by 

(7.252) 

where Si = signal power output from 
generator 

7.13. Practical Considerations in the 
Design of a Receiver. In addition to the 
basic design of the various circuits in a 
receiver, there are a number of practical 
considerations which must be taken into 
account by the designer. 

7.13a. Plate Circuit Decoupling. In 
the design of the r-f and i-f amplifier 
portions of receivers, sufficient decou­
pling· must be employed between the 

Fm. 7.122. Feedback path through plate l f • 
supply. pate returns o successive stages to 

prevent amplifier instability due to 
positive feedback through the common plate supply. The feedback path is shown 
in Fig. 7.122. At the resonant frequency of the tuned amplifiers, the plate supply 
will usually present a relatively high inductive reactance due to lead lengths. 
Although the plate bypass capacitors will have low reactances at the operating 
frequency of the amplifier, the attenuation through the feedback path shown in Fig. 
7.122 will, in general, not be sufficient unless the decoupling inductance Ld is inserted 

(al SERIES DECOUPLING (bl PARALLEL DECOUPLING 

Fm. 7.123. Plate decoupling circuits. 

as shown. A decoupling resistor can be used in place of the inductance if the voltage 
drop across the resistor is not objectionable. Although series decoupling, as shown 
in Fig. 7.123a, is usually used, parallel decoupling as shown in Fig. 7.123b can also 
be used. If series decoupling is used, the attenuation in one section of the filter 
should be approximately 20 db greater than the grid-to-plate stage gain in decibels. 
In parallel decoupling, the decoupling between the input and output stages should 
be 20 db greater than the gain in decibels through that portion of the amplifier. The 
value of inductive reactance which will provide the necessary attenuation for the 
series-decoupling case is given approximately by 

(7.253) 
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where XL = reactance of decoupling inductance at frequency of operation or resist­

ance of decoupling resistor, ohms 
Xe = reactance of bypass capacitor in ohms at frequency of operation 
gm = transconductance of amplifier tube 

When a series-decoupling inductance is used it is desirable to make the inductance 
self-resonant at the operating frequency to achieve the highest possible value of series 
impedance. If a separate screen supply is utilized, the same considerations apply to 
the decoupling of the screen circuits except that the grid-screen transconductance is 
used in Eq. (7.253). Normally, the screen is either connected directly to the plate 
bypass as shown in Fig. 7.122, or it is 
separately bypassed and returned through +Ebb 

a series resistor to the plate supply volt­
age. 

7.13b. Grid Circuit Decoupling. In i-f 
and r-f amplifiers where a gain control 
bias voltage is applied to the grids of sev­
eral stages, similar decoupling considera­
tions apply as discussed in Sec. 7.13a. 
The feedback path is shown in Fig. 
7.124. The bias control decoupling net­
works can be placed in series or in 
parallel just as in the plate decoupling 
case, and the same considerations in 
determining the required decoupling 
apply equally to the bias circuits. The 
minimum value of either series decou­
pling reactances or resistances is given by 
Eq. (7.253). Although series-decoupling 
resistors are frequently used instead of 
inductances, the time constant of the 
series-decoupling resistance and the 
bypass capacitance must be considered 
in evaluating the response time of the VARIABLE BIAS VOLTAGE 

bias control circuit. Frn. 7.124. Feedback path through bias 
7.13c. Bypass Capacitors. In high gain circuit. 

i-f and r-f amplifiers considerable attention 
must be given to the type of the bypass capacitor used and the manner in which it is 
mounted, especially at frequencies above a few megacycles. Any physical capacitor 
consists of a series combination of a capacitance and an inductance because of the 
length of the lead from the capacitor to the point in the circuit which is being bypassed. 
If the value of the lead inductance is large enough to resonate with the bypass capaci­
tance at a frequency somewhat below the frequency of operation of the amplifier, 
the capacitor may have a high effective reactance to ground, causing instability in the 
amplifier. At 10 Mc, a 1,000-µµf bypass capacitor will be series-resonant with a 
0.25-µh inductance. 

Very effective bypassing can be achieved by making the bypass capacitor series 
resonant with its lead inductance at the operating frequency. The effective Qe of 
such a circuit can be determined from 

where RL = lead resistance 
Re = capacitor shunt leakage resistance 

I, = lead inductance 

(7.254) 
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To achieve good bypassing over a wide bandwidth, i.e., have a low Q circuit, the 
capacitance should be large and the inductance small. The equivalent series resist­
ance R, due to the finite Q of a bypass capacitor is given by 

R 
_ Xe 

, - Q (7.255) 

where Xe = capacitive reactance at frequency of interest 
Q = Q of capacitor neglecting lead inductance 

The total series resistance at the series-resonant frequency will be R, + RL. This 
will be considerably smaller than Xe. 

The self-resonant frequency of a bypass capacitor can be determined by cutting 
the lead lengths to be equal to those used in the actual circuit and shorting the leads 
together to form a resonant circuit. A grid-dip meter is then loosely coupled to the 
circuit, and the frequency of resonance is measured. 

Fm. 7.125. Feedback circuit 
for a pentode-tuned amplifier 
having the suppressor tied in­
ternally to the cathode. 

+Ebb 

Fm. 7.126. Optimum grounding of the cir­
cuit elements in an r-f amplifier to minimize 
ground-current coupling between stages. 

To adequately bypass the elements of an r-f or i-f amplifier circuit which should be 
at ground potential, the impedance of the bypass capacitor should be in the order of 
5 ohms or less at the frequency of operation. 

In tubes having a separate suppressor connection, the suppressor should be grounded 
to minimize the plate-to-cathode capacitance. This is especially true at high fre­
quencies where the cathode lead inductance may have considerable reactance. In 
tubes where the suppressor is tied internally to the cathode and where the cathode 
lead has appreciable inductance, the net reactance between grid and plate may appear 
inductive and, if the stage has sufficient gain, oscillation may occur. The equivalent 
feedback circuit is shown in Fig. 7.125. Since the stage gain required for oscillation is 
proportional to the ratio Cu1cf cp1c (see Sec. 6.2), a tube having a separate suppressor 
ground, so as to minimize Cpk, is often required. 

7.13d. Grounding. In high gain r-f and i-f amplifiers, ground currents from differ­
ent stages flowing through a common path in the chassis can introduce sufficient feed­
back to cause oscillation. Consequently, all of the ground returns which carry signal 
currents for a particular stage should be returned to a common ground point. This is 
illustrated in Fig. 7.126. The heater circuit, which is not part of the signal circuit, 
should be grounded separately to prevent the signal currents of the other tube elec­
trodes from inducing voltages into the filament circuit through a common ground 
impedance. The electrostatic coupling between the cathode and the heater within 
the tube will induce small currents into the heater circuit. Amplifier instability 
caused by feedback through the tube heater circuit is minimized by the use of decou­
pling inductances between the heater connections of the various heater stages in a 
manner analogous to the plate circuit decoupling discussed in Sec. 7.13a. Series 
decoupling is used almost exclusively in filament circuits. 
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The resonant circuit inductances should be oriented so as to minimize inductive 

coupling between the inductances and the chassis ground currents. 
A multistage amplifier should be constructed in a straight line to achieve maximum 

isolation between the ground currents of the successive stages. 
The outer conductor of a coaxial cable which might introduce a signal into an 

amplifier should be grounded on the outside of the chassis to eliminate the effects of 
any undesired currents induced in the outer conductor. 

7.13e. Shielding. In high-gain i-f and r-f amplifiers at frequencies above approxi­
mately 10 Mc, it is often necessary to completely shield the amplifier to eliminate the 
introduction of spurious signals and to ensure freedom from regeneration due to cou­
pling around several stages. Also, an amplifier which is completely stable without 

Cgs 

Lg 

Ls 

(al PARASITIC OSCILLATION CIRCUIT (bl EQUIVALENT OSCILLATOR CIRCUIT 

Fm. 7.127. Circuit for parasitic oscillation of a tuned-pentode amplifier. 

shielding at low-gain settings is often unstable when the gain is increased to near 
maximum unless the amplifier is completely shielded. This is usually due to small 
amounts of inductive coupling between stages which is minimized by the presence of 
an enclosing shield. 

When a shield cover is used on the chassis, the interior of the box can be considered 
as a waveguide which is capable of propagating an electromagnetic wave from one 
end to the other. For any practical chassis and shield dimension, the waveguide 
thus formed has a lower cutoff frequency which is many octaves above the frequency 
of the amplifier. For this condition and assuming the wave to be the lowest mode 
possible, the wave will be attenuated approximately 27 db in traveling a length in the 
box equal to the largest width dimension. Thus, an r-f wave propagated down a box 
having a cross section of 1 by 2 in. is attenuated approximately 27 db in each 2-in. 
length of the box. For these particular shield dimensions, the spacing between suc­
cessive stages should be made large enough so that the gain of the amplifier is con­
siderably less than 27 db for each 2 in. of length. 

7.13f. Parasitic Oscillations. Frequently in tuned amplifiers, the effective react­
ances of the various circuit elements and the inductive reactance presented by the 
leads within the amplifier tube at high frequencies combine in such a manner as to 
satisfy the conditions for oscillation at some frequency far removed from the desired 
frequency of operation. Such spurious oscillations are known as parasitic oscillations 
(see Sec. 4.4a). Their effect upon the amplifier is the introduction of distortion and 
nonlinearity in the amplifier gain characteristics and a general tendency to cause the 
gain and passband characteristics of the amplifier to be particularly sensitive to the 
locations of external grounds, proximity of adjacent parts, etc. 

The presence and frequency of parasitic oscillations can be determined by loosely 
coupling a grid-dip meter successively to each stage of an r-f or i-f amplifier and 
searching the frequency range of the grid-dip meter for an indication of oscillation. 
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The frequency band checked should extend up to about 600 Mc for miniature and 
subminiature receiving tubes. 

In pentode-tuned amplifiers, parasitic oscillations almost always occur at fre­
quencies much higher than the frequency of operation and are usually caused by screen 
lead inductance. The equivalent circuit is that of a tuned-plate tuned-grid oscillator 
(see Sec. 6.2c) with the screen serving as the effective plate as shown in Fig. 7.127. 
Parasitic oscillations of this type can be eliminated by a small resistor in series with 
the screen-grid lead located between the screen connection and the screen bypass 
capacitor. The resistance reduces the Q of the parasitic circuit to a value so low that 
there is insufficient loop gain to sustain oscillation. A series resistor of 10 ohms usu­
ally is sufficient to suppress the parasitic oscillation and has a negligible effect upon 
the operation of the tuned amplifier. The use of a screen bypass capacitor having a 
low Q also tends to suppress a parasitic oscillation arising from this cause. 
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8.1. Introduction. A gate, in the terminology of pulse circuitry, is a positive or 
negative voltage waveform of essentially constant amplitude and of any arbitrary time 
duration. Gates are used to operate electronic switch circuits, actuate sawtooth 
generators or counters, and in numerous other applications where an on-off type of 
signal is desired. 

The most frequently used type of gate generating circuit is the multivibrator. It 
consists of two tubes interconnected in such a manner that the plate current of one 
tube is at a maximum when the plate current of the other tube is cut off. At regular 
intervals or when properly triggered, the previously conducting tube is cut off and 
the cutoff tube is made to conduct, thereby producing gate voltages at the plates of 
the tubes. The switching of the tube from one state to the other occurs very rapidly 
because of the regenerative feedback between the tubes. Multivibrator circuits 
can be divided into three classes: (1) The bistable multivibrator, or flip-flop, which 
remains in one state with either tube conducting and the other cut off unless triggered 
to initiate the switching action, (2) the monostable, or driven, multivibrator which main-
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TRIGGER 
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Fm. 8.1. Bistable multivibrator. 

tains current flow in one tube unless 
triggered, at which time the other tube 
is made to conduct for a predetermined 
length of time and then is automatically 
switched back to its original state, and 
(3) The astable, or free-running, multi­
vibrator in which the tubes are switched 
from one state to the other at regular 
time intervals without any triggering or 
actuating voltage. 

8.2. Bistable Multivibrators. The cir­
cuit of a bistable multivibrator is shown 
in Fig. 8.1. When plate voltage is ap­
plied to the circuit, the tubes conduct 
almost equally. However, some un­
balance is always present in a circuit due 
to slight differences in tube character­
istics, resistor values, tube noise cur­

rents, etc., and one tube will start to conduct more than the other. A regenerative 
switching action then takes place which causes the tube initially conducting more than 
the other to conduct more heavily and cuts off the plate current of the other tube. 

Assume that after the application of plate voltage, Vl is conducting and V2 is cut 
off. The plate current of Vl flowing through R1 causes the grid voltage of V2 to be 
held below the cutoff bias by the voltage divider formed by R2 and Ra. Since V2 is 
cut off, the grid voltage of Vl is determined entirely by the voltage divider formed by 
R4, Ro, and Rs between the plate supply voltage Ebb and the grid bias supply Ecc• 

The divider is adjusted so that the grid voltage of Vl is clamped at approximately 0 
volts by grid conduction when V2 is cut off. The tubes will remain in this state 
indefinitely or until a trigger is applied to the circuit. A negative trigger applied to 
the cathodes of the diodes V3 and V4 is coupled to the plate of V2 through V4, but does 
not appear at the plate of Vl since the large reverse bias across V3, caused by the volt-
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age drop across R1, prevents V3 from conducting except on triggers large enough to 
overcome this bias. The negative trigger appearing at the plate of V2 is coupled to 
the grid of Vl through G2. The negative trigger at the grid of Vl reduces the plate 
current through Vl causing the plate voltage of Vl to increase. This increase is 
coupled to the grid of V2 through G1 and R2, causing plate current to flow through V2 
and further lowering the plate voltage on V2. This regenerative switching action 
causes Vl to be cut off and V2 to conduct. The tubes will remain in this state until 

INPUT I TRIGGER 
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~ -------------------------
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TIME~ 

Fm. 8.2. Waveforms for a bistable multivibrator. 

a trigger is again applied to the circuit. The waveforms associated with the switching 
of the plate currents of the two tubes are shown in Fig. 8.2. 

Coupling capacitors G1 and G2 speed up the regenerative switching action by cou­
pling the full trigger voltage appearing at the plate of the cutoff tube to the grid of the 
conducting tube. Because of these coupling capacitors, the grid voltage of the tube 
being switched off is initially driven more negative than its quiescent cutoff value, as 
illustrated in Fig. 8.2, and the grid of the tube being switched on is initially driven 
further positive than its quiescent value by the charging current of the coupling 
capacitor connected to it. 

The rise of the waveform at the plate of the tube which is being cut off is slowed 
because of the charging current of the coupling capacitor connected to the plate (see 
Fig. 8.2). To obtain the fastest rise of the plate waveform, the coupling capacitor 
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should be made no larger than necessary for satisfactory triggering of the multi­
vibrator. The coupling capacitance should be made sufficiently larger than the shunt 
capacitance present at the grid of the conducting tube so that the triggering pulse is 
not appreciably attenuated by the voltage divider formed by these capacitances. 
Typical values of coupling capacitors are between 20 and 100 µµf. 

The presence of the coupling capacitor between the plate of the tube which is made 
to conduct and the grid of the tube which is being cut off slows down the fall of the 
plate waveform of the conducting tube. However, the grid of the conducting tube is 
initially driven positive by the charging current of the coupling capacitor connected 
to it, thereby causing the tube to draw plate current in excess of its quiescent value. 
This results in a dip and an exponential rise in the plate voltage of the conducting 
tube which masks the effects of the rounding of the waveform due to the discharge 
current of the coupling capacitor connected to the plate. The input trigger is also 
coupled through the series diode to the plate of the tube which is being made to con­
duct and may appear as a negative pulse at the leading edge of the plate waveform if 
it is of sufficient amplitude. The initial drop in voltage at the plate of the tube being 
made to conduct is also coupled to the grid of the cutoff tube, thereby increasing the 
amplitude of the initial dip occurring at this grid when the tube is cut off. 

The rise time of the leading edge and the fall time of the trailing edge of each grid 
and plate waveform is further modified by the shunt capacitances in the circuit (see 
Sec. 8.6). 

In the design of bistable multivibrators, the factors which are usually specified are 
the amplitude of the voltage change at each plate and the rise time of the waveform at 
the plate of either tube when that tube is cut off. 

The quiescent grid and plate voltages for the two tubes are determined by con­
structing the d-c load lines for each tube on the Eb-h characteristic curves. If it is 
assumed that the plate-load resistance of either tube is much smaller than the coupling 
resistor connected to it, the d-c load resistances for the tubes are given by 

where R1 = plate-load resistance of Vl 
R 4 = plate-load resistance of V2 

(Vl) 
(V2) 

(8.1) 
(8.2) 

Ordinarily, this assumption is of sufficient accuracy for most applications, and its 
validity is assumed in the remaining material. In those instances where the decrease 
in plate voltage due to the current through the coupling resistors is important, 
Thevenin's theorem can be applied to determine the effective d-c plate-load resistance 
and plate supply voltage. 

The construction of load lines for a typical bistable multivibrator is shown in Fig. 
8.3. It is common practice to make the components of a bistable multivibrator sym­
metrical, that is, R1 equal to R4, R2 equal to R5, Ra equal to R3, and Vl and V2 the 
halves of a twin triode. This is assumed in Fig. 8.3. 

The voltage at the grid of the conducting tube determined by the resistive voltage 
divider between the plate of the cutoff tube and the bias supply is always made 
somewhat positive to ensure that the grid of the conducting tube is conducting and 
clamps the grid at essentially zero bias. This is done so that precision resistors are 
not required in the voltage divider network to hold the grid bias sufficiently constant 
for stable operation without selected parts and tubes. The voltage at the grid of the 
cutoff tube, as determined by the resistive voltage divider between the plate of the 
conducting tube and the negative supply voltage, must be below the cutoff voltage 
for the tube. These conditions impose the following restrictions on R2, R3, R 5, and 
R6, assuming both R1 and R4 to be much smaller than R2 + R3 and R 5 + Ra. 



where Eb1 = plate voltage of Vl when condueting 
Eb2 = plate voltage of V2 when conducting 
Ec1 = quiescent grid voltage of Vl when cut off 
Ec2 = quiescent grid voltage of V2 when cut off 
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(8.3) 

(8.4) 

(8.5) 

(8.6) 

When the above conditions are met, the quiescent plate voltage of the eonducting 
tube is determined by point A in Fig. 8.3. 

300 

PLATE VOLTAGE IN VOLTS 

Fm. 8.3. Plate load line for a bistable multivibrator. 

The instantaneous plate voltages eb1 and %2 for the tubes during the intervals that 
they are not conducting are given approximately by Eqs. (8.7a) apd (8.7b) provided 
that the grid of the other tube in each instance is positive and assuming no shunt 
capacitances and that R1 and R 4 are much smaller than R2 and Rs, respectively. 

€bl = Ebb - (Ebb - Eb1 + Ec2)e-t1/R1C1 
€b2 = Ebb - (Ebb - Eb2 + Ec1)e-tdR4C2 

where ti = time in seconds from instant that Vl is cut off 
t2 = time in seconds from instant that V2 is cut off 

(Vl) 
(V2) 

(8.7a) 
(8.7b) 

The rise time in seconds of the plate voltage waveforms between the zero and 90 per 
cent points are given approximately by 

T = R C l lO (Ebb + Ec2 - Ebl) 1 1 1 og. Ebb - Eb1 

T _ R C l 1Q (Ebb + Eel - Eb2) 
2 - 4 2 og. Ebb - Eb2 

(Vl) 

(V2) 

(8.8a) 

(8.8b) 

The rise time of the plate waveforms can also be determined graphically from Fig. 
8.16. 

The requirement for a negative supply voltage can be eliminated by utilizing a 
common cathode resistor as illustrated in Fig. 8.4. The design procedure is identical 
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with that described in the preceding material except that the cathode voltage is taken 
as the zero reference and ground is taken as the bias supply voltage. Assuming a 

symmetrical circuit, the zero bias plate 
+Ebb current of either tube multiplied by the 

value of the cathode resistance gives the 
cathode potential. In practice, a bypass 
capacitor may be required across Rk to 
stabilize the cathode potential during the 
switching intervals. 

Example 8.1 

Design a symmetrical bistable multivi­
brator utilizing a 12AU7 tube operating 
from a 250-volt plate supply and a -150-
volt grid bias supply. The amplitudes of 
the plate waveforms should be approxi­
mately 100 volts. The Eb-h characteristics 
of the 12AU7 are shown in Fig. 8.5. 

Solution 

1. Determine the plate-load resistances 
R1 and R4. 

Assume that R1 « R2 and R4 « R5. 
Since the plate waveforms should be about 
100 volts in amplitude, construct a vertical 

Fm. 8.4. Bistable multivibrator employing line on the Eb-lb characteristics at 150 volts, 
cathode bias. that is, 100 volts less than the supply volt-

age. The maximum plate dissipation for 
one-half of a 12AU7 is 2.75 watts. The intersections of plate voltage and current values 
corresponding to 2.75 watts plate dissipation are drawn on the Eb-lb curves to establish a 
maximum plate power contour. The plate load line drawn from Ebb must cross the zero 

30 ......--........ --..--------------------r----. 

u, 
o.u 

MAX PLATE DISSIPATION CONTOUR 

12AU7 
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Fm. 8 .. 5. Plate load line for a symmetrical plate-coupled bistable multivibrator. 

grid bias line below the maximum plate dissipation contour and to the left of the + 150-volt 
plate voltage line. Any load resistance larger than 5,600 ohms will satisfy this condition. 
The smaller the value of the plate-load resistance, the faster the rise time of the plate wave­
form. When the rise time of the plate waveform is of prime importance, the minimum 
allowable value of the plate load should be used. For this example, assume a plate-load 
resistance of 22 kilohms and construct the plate load line. 

2. Determine the plate voltage of the tubes when conducting. 
From Fig. 8.5, the plate voltage at the operating point A is 

Eb1 = Eo2 = +67 volts 
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3. Determine the values of R2 and R5. 
If possible, the coupling resistors should be at least ten times the plate-load resistors. 

Therefore, let 
R2 = R. = 470 kilohms 

4. Determine the values of Rs and Ra. 
From Eq. {8.3) for the grid of the conducting tube to be positive, 

Therefore 

R& ( > 
22,000 + 470,000 + R& 250 + l 50) - l 50 - O 

R& = R3 ~ 295 kilohms 

From Eq. (8.5), for the grid of the cutoff tube to be below cutoff bias, i.e., below -22 
volts, 

Ra 
R

5 
+ R& (Eb2 - Ecc) + Ecc ~ Eco 

:06 
+ R& (67 + 150) - 150 ~ -22 

Therefore 
Ra = Ra ~ 675 kilohms 

Thus R& and Ra can have any value between 295 and 675 kilohms. Let 

Ra = Rs = 470 kilohms 

5. Determine the quiescent plate voltage E of the cutoff tube. 
The coupling resistor and the plate-load resistor of the cutoff tube are in series between 

ground and +250 volts. The quiescent plate 
voltage will, therefore, be Ebb=+250V 

E 
470,000 

470,000 + 22,000 X 
250 

= 239 volts 

Since the drop in voltage across the plate-load 
resistor of the cutoff tube appears as a bias 
across the diode which couples the negative 
input trigger to the tube plate, the input 
trigger amplitude must be made large enough 
to overcome this voltage drop before any 
portion of the trigger is coupled to the multi­
vibrator plate. 

The complete circuit including 100-µµf 
coupling capacitors is shown in Fig. 8.6. The 
minimum trigger amplitude which will cause 
the multivibrator to switch is that which will 
cause the grid voltage of the cutoff tube to 
rise above Eco and initiate plate current con­
duction in the tube (see Sec. 8.7). 

Ecc=-f50V 

FIG. 8.6. Complete circuit for Example 
8.1. 

8.3. Plate-coupled Monostable Multivibrators. The circuit of one type of plate­
coupled monostable multivibrator is shown in Fig. 8. 7. It is similar to the bistable 
multivibrator previously discussed except that the grid of the normally conducting 
tube is only capacitively coupled rather than d-c coupled to the plate of the other 
tube, and the grid resistor of the conducting tube is returned to a potential above cut­
off for the tube. As a result of these modifications, V2 in Fig. 8. 7 conducts and Vl 
is cut off until a negative trigger is applied through the diode V3 to the plate of Vl. 
A negative trigger of sufficient amplitude at the plate of -Vl is coupled through C1 to 
the grid of V2 and causes it to be cut off. As V2 is cut off, the plate voltage of V2 
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rises and Vl is brought into conduction by the voltage divider action of C2, R5 and Rs, 
The flow of plate current through Vl drops the plate voltage of Vl to a value deter­

mined by the plate load and grid bias. 
When Vl conducts, the plate voltage 
drop of Vl is coupled through C1 to the 
grid of V2 causing V2 to be cut off. The 
voltage at the grid of V2 immediately 
starts to increase exponentially toward 
the supply voltage Ebb, As soon as cut­
off bias Eco is reached, V2 again begins 
to conduct and the plate voltage of V2 
drops and the regenerative switching 
action takes place. As a result, Vl is 
cut off and V2 conducts. This condition 
is maintained until another negative 

Ecc trigger is applied to the plate of Vl. The 
Frn. 8.7. Plate-coupled monostable multi- waveforms for this type of plate-coupled 
vibrator. multivibrator are illustrated in Fig. 8.8. 

The grid of the normally cutoff tube (Vl in Fig. 8.7), need not be resistively coupled 
to the plate of V2 if C2 is made large enough that the grid voltage of Vl does not 
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Fm. 8.8. Waveforms for a plate-coupled monostable.multivibrator. 

drop appreciably during the conducting interval of Vl. The circuit of such a multi­
vibrator is shown in Fig. 8.9, and the waveforms for this type of plate-coupled mono­
stable multivibrator are shown in Fig. 8.10. 
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The grid resistor of the normally conducting tube is shown returned to the plate 

supply voltage Ebb in Figs. 8.7 and 8.9. 
Actually, the grid only needs to be re-
turned to a voltage above cutoff so that 
the tube conducts until a trigger is' ap­
plied. Therefore Ra could have been 
returned to ground. However, returning · 
the grid of the normally conducting tube 
to a positive voltage has a twofold bene- NEGATIVE 

fit. It increases the steepness of the INPUT 

slope of the grid waveform of V2 at the TRIGGER 

cutoff bias voltage point as it is rising 
toward the grid return voltage after hav-
ing been cut off by an input trigger. A 
steep slope at this point is desirable to 
minimize time jitter of the switching ac-
tion due to variations in supply voltages 
as illustrated in Fig. 8.11. Returning the 
grid of V2 to a positive voltage also stabi­
lizes the quiescent grid voltage at nearly 

Ecc 

Fm. 8.9. Plate-coupled monostable multi­
vibrator with a-c coupling between both 
stages. 

0 volts. If the grid of V2 is not returned to either ground or a positive voltage, a 
precision voltage divider is required to establish accurately the quiescent grid bias. 

TRIGGER INMT I r 
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Frn. 8.10. Waveforms for the plate-coupled monostable multivibrator shown in Fig. 8.9. 

8.3a. Plate-coupled Monostable Multivibrator with D-C Coupling between the Plate 
of the Normally Conducting Tube and the Grid of the Normally Cut-off Tube (see Fig. 
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TIME 

Fm. 8.11. Variation Llt in the period that the normally conducting tube is cut off as a func­
tion of the grid return voltage for a fixed amplitude displacement of the timing waveform. 

8.7). In this analysis, it is assumed that V2 is the normally conducting tube, that the 
coupling resistor Ro is much larger than R4 and that the grids of V2 and Vl are clamped 

at O volts whenever either tube is con­
ducting. Assuming that R4 is much less 

~ 
::;;; 

50 than Ro + Rs, the d-c load resistances for 
each tube are 

40 0 

~ 30 
(Vl) 
(V2) 

(8.9) 
(8.10) ~ 

20 

10 
The construction of a typical load line is 
shown in Fig. 8.12. The quiescent plate 
voltage Eb2 of V2 when conducting is 
determined by the intersection of the d-c 
load line and the zero bias line on the 

Fm. 8.12. Construction of d-c load lines for Eb-h characteristic curves for the tube. 
a plate-coupled n-;.onnstable multivibrator. This is shown as point A in Fig. 8.12. 

The plate voltage Eb1 of VI when con­
ducting is likewise determined by the intersection of the d-c load line and the zero 
bias line. This is shown as point A' in Fig. 8.12. 
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The instantaneous grid voltage of V2 when cut off by the switching action is deter­

mined from the equivalent circuit of Fig. 8.13. The instantaneous grid voltage ec2 

as a function of time t after the switching action has cut off V2 is given by 

(V2) (8.11) 

where R8 = grid resistor of V2 
rp1 = dynamic plate resistance of Vl evaluated at operating point A' of Eb-lb 

characteristic curves (see Fig. 8.I2) 
Eb1 = plate voltage of VI when conducting 
ER = bias supply voltage for grid of V2 
Ta: = time constant in seconds of discharge circuit of C 1 

= Ci (Ra + R1rp1 ) 
R1 + rp1 

In most practical circuits, Ra will be between 10 and 100 times the parallel combina­

R1 rp1• 
tion of R1 and rp1. For this condition, Eq. 
(8.11) can be approximated by 

ec2 = (Eb1 - ER - Ebb)e-t/RaC1 + ER 
(8.12) 

s.,, H~ ~1~•e2 
As· a function of time, ec2 rises exponentially 
toward ER. When ec2 reaches the cutoff 
bias Eco for V2, current flows in V2 and 

r· 
. ER 

the resulting switching action switches VI Frn. 8.13. Approximate equivalent circuit 
off and V2 on. The length of time that and initial conditions for determining ec2 

V2 is cut off is determined, therefore, by when V 2 is switched off. 

the time Ta required for ec2 to reach Eco after V2 is initially switched off. This 
period is given by 

T _ T l Ra(Eb1 - ER - Ebb) 
a - a: og, (Eco - ER)[Ra + R1rpi/(R1 + rp1)] 

(8.13) 

For the condition, 

Eq. (8.13) reduces to 

(8.14) 

The value of time delay Ta in Eq. (8.14) is readily determined graphically from Fig. 
8.I4 where RC is equal to RaC1 and Tis equal to Ta. 

When ec2 reaches the cutoff bias for V2, the resultant switching action causes V2 to 
conduct. The equivalent circuit for the charging of C1 is shown in Fig. 8.15. With 
Vl cut off, Ci charges from the potential Eb1 - Eco, which it had at the instant of 
switching, toward the difference between the plate supply voltage Ebb and the grid 
voltage Ec2 for V2 when conducting. Because the dynamic grid resistance rg2 of V2 
in the positive grid region is usually quite small compared to R1, the instantaneous 
plate voltage eb1 of Vl at time t after cutoff is given closely by Eq. (8.15). 

(8.15) 

The rise time T 1 of eb1 from Oto the 90 per cent point is given approximately by 

T _ R C l lO (Ebb + Eco - Ebl) 
1 -

1 1 og. Ebb - Eb1 (8.I6) 
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This is plotteel in Fig. 8.16. The presence of shunt capacitances will modify Eqs. 
(8.15) and (8.16) as discussed in Sec. 8.6. The finite value of r0 2 in the positive grid 

r 
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~ 

V 
.,,,,,.,,,., 

,/ 
v~ 

100 

region causes a small pip in the grid voltage waveform at the beginning of the con­
duction period of V2 as shown in Fig. 8.8. This waveform causes a corresponding dip 
in the plate waveform of V2 and a decrease in the initial value of the grid exponential 

Ebb of Vl. A corresponding pip also occurs at the grid of 
Vl when it is switched on, causing similar dips in the 
plate waveform of Vl and the grid waveform of V2. 

The value of C2 is determined on the basis that it 
should be large enough to ensure reliable switching 

-Ecol 
eb, 

7 
and as small as possible to minimize the rise time of 
the plate voltage waveform of V2 at the time that V2 

c, is switched off. It is ordinarily made several times 
larger than the input capacitance of Vl to ensure 

rgz that most of the negative voltage waveform at the 
plate of V2 will appear at the grid of Vl so as to cut 
off Vl. 

Frn. 8.15. Approximate equiv­
alent circuit and initial con­
ditions for charging of C1 when 
V2 is switched on. 

The values of Rs and Ra are determined f1om Eqs. 
(8.3) and (8.5) to ensure that the grid of Vl is con­
ducting when Vl is switched on and that Vl is cut 
off when V2 is conducting. 

The equivalent circuit for the charging of C2 when V2 is cut off is shown in Fig. 
8.17. The instantaneous plate voltage eb2 of V2 at time t after cutoff, assuming R 4 to 
be much larger than r0 1 and much smaller than Rs, is given by 

(8.17) 

The rise time T2 of the plate waveform of V2 from O to the 90 per cent point is 
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given approximately by 

T2 = R.C2 log~ 10 (Ebb - Eb2 + Eel) 
Ebb - Eb2 

8-13 

(8.18) 

This is plotted in Fig. 8.16. From Eq. (8.18) and Fig. 8.16, it can be seen that the 
rise time of the plate waveform of V2 is minimized by making Ee1 as large (negative) 

FOR A CATHODE-COUPLED { r, E -E -Ek +E +E 
MONOSTABLE MULTIVIBRATOR (Vl}.,,f,,...:L06el0A WHERE A= bb bt 2 kl co 
(SEE FIG. B.21 l "t"t EbrEbt 

0.3 FOR PLATE-COUPLED {vn...!L.:LOG. IOA WHERE A= Ebb +E,o-Ebt 
MONOSTABLE R,c, e EbrEb, 
MUL T/VIBRATORS 
WITHD-CCOUPLING IVfl_!L_=LOG. IOA WHERE A= Ebb+Ec1-Eb2 
ISEE FIG. 8.1 · R,;C2 e EbrEb2 

FOR A BISTABLE 
PLATE-COUPLED 

0.2 MULTIVIBRATOR 
(SEE FIG. 8. I l 

T 
RC 

0.2 0.3 
A 

0.4 0.5 0.6 0. 7 0.8 0.9 1.0 

Frn. 8.16. Rise time between O and 90 per cent points of plate waveform of a multivibrator 
due to coupling capacitor. 

as possible. The effects of shunt and stray capacitances further modify the rise time 
as discussed in Sec. 8.6. Since C2 is ordinarily considerably smaller than C1 and since 
Ee1 can ordinarily be somewhat larger than Eco, the rise time of the plate waveform 
eb2 of V2 can usually be made considerably 
shorter than the rise time of eb1. However, 
the negative-going waveforms at the plates of 
both tubes have shorter response times than 

R4 
the positive-going waveforms at either tube 
because the plate resistance of each tube 
appears in parallel with the load resistances 
and because the positive pip at the grid of the 
conducting tube sharpens up the drop in plate -=­
voltage for that tube. For these reasons, a 
negative-going plate waveform should be uti­
lized from a plate-coupled multivibrator, if 
possible, when the minimum "switching on" 
time is desired. 

Frn. 8.17. Approximate equivalent cir­
cuit and initial conditions for deter­
mining the instantaneous plate voltage 
eb2 when V2 is cut off. 

8.3b. Plate-coupled Monostable Multivibrator with Capacitivr, Coupling between the 
Plate of the Normally Conducting Tube and the Grid of the Normally Cut-off Tube. The 
circuit of this multivibrator is shown in Fig. 8.9. It is identical in operation to the 
monostable multivibrator previously described except that the grid of Vl is capaci­
tively coupled to the plate of V2. As a consequence, the grid of Vl is held above cutoff 
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during the period that Vl conducts only by the charging current of C2 fl.owing through 
R 6• The charging time constant for C2 must be very much larger than the period that 
Vl conducts if the grid voltage of Vl when conducting and the plate voltage of V2 
when cut off are to remain essentially constant. Normally, the charging current 
changes by several per cent during the on period of Vl, causing slightly tilted wave­
forms as shown in Fig. 8.10. The equivalent circuits for the charge and discharge of 
C2 are shown in Fig. 8.18a and b, respectively. When the multivibrator is triggered 
at a constant rate, the voltage across C2 adjusts itself so that the charge lost during the 
period that V2 is conducting is just regained in the period that Vl is conducting. The 
time constants of the charging and discharging circuits are usually made equal to 
many times the periods Ta and Tb, respectively, in order that the top of the plate 
waveform of V2 may be nearly flat (see Fig. 8.10). If this is done, the voltage across 

rp2R4 

C2 fp2+R4 

..------i~ Eb2 

( Eb2-Ec1 I 

Ecc 
(al EQUIVALENT CIRCUIT FOR CHARGING C2 (bl EQUIVALENT CIRCUIT FOR DISCHARGE OF C2 

Frn. 8.18. Approximate equivalent circuits and initial conditions for charge and discharge 
of C2. 

the capacitor will change by only a small amount during the time that Vl conducts and 
the capacitor voltage Ee may be approximated by 

E ,..._, (Eb2 - Ecc)Tb/Rb + EbbTa/Ra 
c - Tb/Rb+ Ta/Ra 

where Ta = period in seconds that Vl conducts [see Eq. (8.14)] 
Tb = period in seconds that V2 conducts 
Ra = Tgl + R4 

Rb = Rs + R4rp2 
R4 + Tp2 

(8.19) 

The voltage across C2 is not constant since there is a slight increase in the capacitor 
voltage during the interval Ta and a slight decrease in the capacitor voltage during the 
interval Tb. From Eq. (8.19), it can be seen that when Ta/Ra is large compared to 
Tb/Rb the voltage across C2 approaches Ebb, and if Tb/Rb is large compared to Ta/Ra, 
the voltage across C2 approaches Eb2 - Ecc• 

The d-c load lines for Vl and V2 are constructed on the Eb-lb characteristic curves 
for the tubes using R1 and R4 as the load resistances and Ebb as the supply voltage. 
The instantaneous grid voltage ec2 of V2 at time t after cutoff is given by Eq. (8.11) 
or (8.12), and the duration of the period that V2 is cut off is given by Eq. (8.13) or 
(8.14) and may be determined from Fig. 8.14. 

The plate voltage eb1 of Vl at time t after cutoff, assuming R1 » ru2, is given by 
Eq. (8.15), and the rise time Ti of the plate waveform is given by Eq. (8.16) and Fig. 
8.16. The instantaneous plate voltage eb2 of V2 at time t after cutoff, assuming 
R, » rui, is given approximately by 

(8.20) 
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The voltage eb2 approaches Ebb and has a nearly flat top if the following conditions 

are met: 
RaC2 ~ 5Ta 
RbC2 ~ 5Tb 

Ta/Ra ~ 5Tb/Rb 

When these conditions exist, Ee is nearly equal to Ebb and the exponential term in 
Eq. (8.20) approaches zero. The rise time T2 of the waveform eb2 is then limited only 
by the shunt capacitances in parallel with R4. The necessity for a relatively large 
value of C2, however, increases somewhat the minimum shunt capacitance over that 
which can be achieved in the direct-coupled circuit. 

Example 8.2 

Design a plate-coupled monostable multivibrator having direct coupling between the 
plate of the normally conducting tube and the grid of the normally cut-off tube. The 
positive waveform at the plate of V2 should have a minimum amplitude of 150 volts and a 
duration of 400 µsec. The period between 
triggering pulses is 1,000 µsec. Use a 
12AU7 tube, a 250-volt plate supply, and a 
-100-volt bias supply. The Eb-h char­
acteristic curves are given in Fig. 8.19. 

Solution 

V, 
w 
a:: 
w 
gg 20 
<I 
:::i 
....J 

:is 
1. Determine the plate resistor R4 for V 2. ~ 10 

12AU7 

The value of R4 is a compromise between ; 
the amplitude and the rise time require-
ments of the gate at the plate of V2. In o ~:C'.:21=:::.k::~~:l:...d:::~.k:::::::1.~C...J 
general, R4 is made just large enougn to 0 100 200 300 400 500 
provide the required gate amplitude, thus PLATE VOLTS 

securing the best rise time possible under FIG. 8.19. Characteristic curves for Exam­
the conditions imposed. Since the current pie 8.2. 
flow between Ebb and ground through R4, R., 
and r 01 causes the quiescent voltage at the plate of V2 when nonconducting to be slightly 
less than Ebb, the quiescent plate voltage of V2 when conducting should be somewhat less 
than 100 volts to ensure a minimum gate amplitude of 150 volts. From Fig. 8.19, it can 
be seen that a plate load resistance of 25 kilohms causes the plate voltage of V2 when con­
ducting to be equal to 65 volts, which should permit a 150-volt positive gate. 

2. Determine R6 and Rr,. 
In general, Rr, should be made as large as possible to minimize the current :flowing between 

Ebb and ground through R4, R., and r0 1 as described in step 1. Since Rr, is largest for large 
values of R6, assume 

Ra= 1 megohm 
Then, from Eq. (8.3) 

106 

25,000 + 106 + R5 (250 + lOO) - lOO 2:: O 

R. S 2.47 X 106 ohms 
From Eq. (8.5) 

106 
R. + 106 (65 + 100) - 100 S -25 

Rr, 2:: 1.2 X 106 ohms 
Therefore, let Rr, = 1.5 X 106 ohms. 

When V2 is cut off, the voltage at the plate of V2 is very nearly equal to EbbRr,/(R4 + R.), 
or 246 volts. Therefore, the amplitude of the waveform at the plate of V2 is 246 - 65, or 
181 volts. 

3. Determine the value of R1. 
If the plate waveform of Vl is to be utilized, the same considerations as to rise time 

apply as for R 4• Otherwise, the value of R1 is not critical except that a large amplitude 
waveform is desirable at the plate of Vl to minimize timing jitter. Let R1 = 100,000 ohms. 
Construct the d-c load line for Vl on the Eb-lb characteristic curves. Therefore, 

Ebt = 15 volts 
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4. Determine ER• 
For maximum timing accuracy, the grid of V2 should be returned to a high positive 

voltage. Therefore, let ER = Ebb· 
5. Determine R3 and C1. 
The time constant R3 C1 is determined from lNg. 8.14. The ratio A is equal to 

Therefore 

A = 15 - 250 - 250 = 1.76 
-25 - 250 

T 
R3C1 = 0·

57 

400 
0.567 

= 705 µsec 

The grid resistance Ra should be large to minimize the grid current of V2 when conducting. 
Therefore, let Ra = 1 megohm. The value of C1 is then 

Ci = 705 µµf 

6. Determine C2. 
The considerations in determining C2 are discussed in the text. A value of 47 µµf is 

satisfactory. The complete circuit is shown in Fig. 8.20. 

tcc=--IOOV 

Fm. 8.20. Complete circuit for Example 8.2. FIG. 8.21. Cathode-coupled monostable 
multivibrator. 

8.4. Cathode-coupled Monostable Multivibrators. The circuit of a cathode-coupled 
monostable multivibrator is shown in Fig. 8.21. The cathodes of both tubes are con­
nected to a common cathode resistor. The grid of the normally conducting tube V2 
is returned to a positive voltage through a large resistance so that the grid-cathode 
voltage of V2 is essentially zero. The grid of VI is connected to a potential sufficiently 
less positive than the common cathodes of both tubes so as to cut off VI. A negative 
trigger applied to the plate of Vl is coupled to the grid of V2 through C1, causing the 
grid and cathode voltages of V2 to drop. When the cathode voltage drops to the level 
where Vl is no longer cut off, Vl begins to conduct, further reducing the plate voltage 
of VI. The ensuing regenerative switching action causes V2 to be cut off and Vl to 
conduct until C1 discharges sufficiently so that V2 again conducts, which in turn 
switches Vl off. The circuit remains in this state until another trigger is applied. 
The waveshapes of a cathode-coupled monostable multivibrator are illustrated in 
Fig. 8.22. 

The d-c load resistance for Vl is R1 + Rk and the d-c load resistance for V2 is 
R4 + Rk, Load lines for a typical cathode-coupled multivibrator are shown in Fig. 
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8.23. The grid of the normally conducting tube V2 is usually returned through a 
large resistance to the supply voltage Ebb. The grid-cathode voltage of V2 is, there-
fore, very nearly equal to O volts, and INPUT TRIGGER 

the quiescent level of the grid and cath- r-1/ V 
ode voltages of V2 is j f J 

(8.21) 

where I 2 = quiescent current through V2 
when V2 is conducting 

= current at point A on load 
line of V2 (see Fig. 8.23) 

Ek2 = cathode voltage of Vl and 
V2 when V2 is conducting 

The quiescent plate-to-ground voltage 
Eb2 of V2 when conducting is given by 

(8.22) 

The voltage Ec1 to which the grid of Vl 
must be returned to maintain Vl at 
cutoff is given by 

(8.23) 

( Lr 
'voLTAGE AT PLATE OF VI 

'2 ~co FOR V2 , R __;* J-
O L-("VOLTAGE AT GRID OF VP~ 

Ekt ~;,, ~ ,c CATHODE VOLTAGE 

4,~ L_f---
0 

4"~-'7--
Eb2 ~'(_VOLTAGE AT PLATE OF V2 

0 

Fm. 8.22. Waveforms of a typical cathode­
coupled monostable multivibrator. 

where Eco = cutoff bias for Vl for a plate voltage equal to Ebb - Ek2 

The grid voltage of Vl should be adjusted so that the grid of Vl is clamped to the 
cathode voltage by grid conduction when Vl is conducting. This requires that 

(8.24) 

where 11 = plate current of VI at zero bias 
The plate current I 1 is determined by the intersection of the zero-bias characteristic 
curve with the tube load line as shown by point B in Fig. 8.23. 

<( 
20 

:;; 

~ 
t- 15 ~ 
0:: 
0:: 
=> u 
w 
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~ 
a. 

PLATE VOLTAGE IN VOLTS 

Fm. 8.23. Typical load lines for a cathode-coupled monostable multivibrator. 

Neglecting tube and wiring capacitances, the voltage at the plate of V2 would rise 
to Ebb at the instant V2 is cut off without any exponential rise or overshoot. The 
cathode voltage Ek2 likewise would drop to Ekl without any exponential decay or over­
shoot as rapidly as the switching action cuts off V2. 
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The equivalent circuit for the discharge of Ci when V2 is cut off is shown in Fig. 
8.24a. The instantaneous grid voltage e0 2 of V2 at time t after cutoff, assuming Ra to 
be much larger than the parallel combination of Ri and rp1 + µRk, is given approxi­
mately by 

(8.25) 

After ec2 exponentially increases to a value equal to Eki less the cutoff voltage for V2, 
V2 conducts and the regenerative switching action cuts off Vl. The duration of the 

NOTE:Eu=Ee2 

(0) APPROXIMATE EQUIVALENT CIRCUIT 
AND INITIAL CONDITIONS FOR DISCHARGE 
OF C, WHEN V2 IS CUTOFF 

(bl APPROXIMATE EQUIVALENT CIRCUIT 
AND INITIAL CONDITIONS FOR CHARGE 
OF C, WHEN V2 IS SWITCHED ON · 

Fm. 8.24. Equivalent circuits for discharge and charge of C1. 

time interval Ta that Vl conducts is given by 

T = R C 1 (Eb1 + Ek2 - 2Ebb) 
a 

3 1 
Oge Ek1 + Eco - Ebb (8.26) 

The time interval Ta can be determined graphically from Fig. 8.14 by making A equal 
to the logarithmic term in Eq. (8.26). 

The equivalent charging circuit for Ci when V2 is switched on is shown in Fig. 8.24b. 
The instantaneous plate voltage ebi of Vl at time t after cutoff, assuming R1 » r"2' 
is given approximately by 

(8.27) 

where t = time in seconds from the instant Vl is switched off 
The rise time T 1 of this waveform from the O to the 90 per cent points is given by 

T _ R C I 10 (Ebb + Ek1 - Ek2 - Ebl + Eco) 
1 - 1 1 Oge Ebb - Eb1 (8.28) 

This is plotted in Fig. 8.16. The positive peak of ec2 at the time V2 is switched on due 
to the charging of Ci through ru2 causes a corresponding peak in the cathode voltage 
Eki and a slight dip in the plate voltage Eb2 at the same instant as shown in Fig. 8.22. 
The cathode-coupled monostable multivibrator possesses the advantages over the 
plate-coupled types of (1) having one plate which is completely "free," i.e., no feed­
back for the multivibrator is obtained from this plate and only shunt capacitance 
limits the rise time of the waveform at the plate, and (2) having a gate duration which 
can be made very nearly a linear function of a d-c control voltage (see Sec. 9.6). It 
has the disadvantage that, when triggered by a negative pulse coupled to the plate of 
Vl as shown in Fig. 8.21, the trigger appearing between grid and cathode of Vl to 
initiate conduction is not amplified by V2 as in the plate-coupled multivibrator. As 
a result, a considerably larger trigger amplitude is required at the plate of Vl than for 
a plate-coupled multivibrator. 

Example 8.3 

Design a cathode-coupled monostable multivibrator using a type 6J6 tube with the 
requirement that a gate waveform having a minimum amplitude of 100 volts be present 
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at the plate of V2. Let the period that V2 remains nonconducting when triggered be equal 
to 400 µsec. Assume a 250-volt supply. The Eb-lb characteristic curves for the 6J6 are 
given in Fig. 8.25. 

Solution 

1. Determine R4 and Rk. 
The values of R4 and Rk are determined from the following considerations: 
(1) 12R4 2 100 volts. 
(2) I 2Rk 2 Eco = 10 volts for a 6J6 with Ebb = 250 volts. (To permit a slight factor of 

safety, Eco has been assumed to be equal to -12 volts in the following calculations.) 

12 

u, 
w 
a:: 
w a. :;; 
<[ 

j 8 

~ 
w 
I-
<[ 
...J a. 

4 

100 200 Ebb 300 400 500 
PLATE VOLTS 

Fm. 8.25. Plate load lines for Example 8.3. 

(3) For the fastest rise time of Cb2, R4 should be as small as possible to minimize the 
effects of tube and wiring capacitances. 

(4) The smallest value of R4 + Rk is determined by the allowable plate dissipation for V2. 
Assume that rise-time considerations limit R4 to a maximum value of 10 kilohms. For a 

plate waveform amplitude of 100 volts minimum, the tube current at zero bias must be 
10 ma or more. Allowing a safety factor of 20 volts, a zero bias plate current of 12 ma is 
required for the 10 kilohms plate-load resistance. Construct a d-c load line on the Eb-lb 
characteristic curves satisfying these conditions. This corresponds to a plate plus cathode 
load resistance of 

250 - 90 
R4 + Rk = 

12 
X 

10
_

3 
= 13.3 X 103 ohms 

Therefore Rk = 3,300 ohms, and Ek2 = l2Rk, or 40 volts. 
2. Determine R1. 
When VI is made to conduct, the grid voltage ec2 of V2 must initially drop to a value lesi, 

than Ek1 + Eco if V2 is to be cut off. Therefore, the gate amplitude at the plate of VI 
must be somewhat greater than Ek2 - (Ek1 + Eco) for V2 to be cut off. This condition 
requires that 

l1(R1 + Rk) 2 Ek2 - Eco = 40 - (-12) = 52 volts 

Thus, the voltage drop across Vl must be somewhat less than 198 volts when Vl is conduct­
ing. For maximum stability of the gate length, ec2 should initially drop to as low a value 
as possible. This is accomplished by making R1 large. Therefore, let R1 equal 47 kilohms. 

3. Construct the d-c load line for Vl. 
The d-c load resistance for Vl is 

R1 + Rk = 47,000 + 3,300 
= 50,300 ohms 
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This is constructed on the Eb-I b characteristic curves in Fig. 8.25. The current through 
Vl at zero bias is approximately 4.25 ma. 

4. Determine Ee1. 
For the maximum stability in gate amplitudes and gate length without resorting to 

precision resistors for the voltage divider determining Ee1, VI should be operated at zero 
bias when conducting, and the voltage divider determining Ee1 should have high resistance. 
However, the potential to which the grid of Vl is returned must be kept low enough to 
ensure that Vl is nonconducting when V2 is conducting. The allowable limits on Ee1 ta 
satisfy these conditions are 

Ec1 ~ Ek2 + Ee~ = 28 volts 
Eel 2::; I1Rk = 4.25 X 103 X 3.3 X 103 

= 14 volts 

The median value for Ec1 as determined by the voltage divider R1 and Rs would therefore 
be approximately 21 volts. 

5. Determine R1 and Rs. 
Since R1 and Rs should be very high compared to ru1, let Rs equal 100 kilohms. Then 

100 
(250) = 21 volts 

7 + 100 
R1 = 1.09 megohms 

R1 and Rs can be 10 per cent tolerance resistors and still maintain Ee1 within the allowable 
range of volt.ages. 

6. Determine Ra. 
The grid resistor Ra for V2 should be high to minimize the grid current of V2 when con­

ducting. The maximum value of Ra is limited by the desired gate length and the size of C1. 
The minimum size of C1 should be somewhat larger than the input capacitance of V2 so that 
nearly the full voltage drop which appears at the plate of Vl will appear at the grid of V2. 
Assume Ra equal to 1.0 megohm initially and determine the required value of C1 for the 
specified 400-µsec gate length. If the value of 01 is too small, assume a new value of Rs 
and redetermine C1. 

7. Determine 01 (see Fig. 8.14). 
From Fig. 8.14 

A 

where Ebt = Ebb - I 1R1 

Ebl + Ek2 - 2Ebb 

Ekt + Eco - Ebb 

A = 50 + 40 - 500 = 1.65 
14 - 12 - 250 

Therefore, from Fig. 8.14, T al Rs01 is equal to 0.5. The required value of 01 is 

01=~'!_ 
0.5Ra 
400 X 10-s 
0.5 X 106 

= 800 µµf 

This value of C1 is many times larger than the input capacitance of V2. Therefore the 
selected value of Ra is satisfactory. The complete circuit of the cathode-coupled multi­
vibrator is shown in Fig. 8.26. 

8.6. Astable Multivibrators. In the astable multivibrator each tube alternately 
conducts and is cut off for a prescribed interval of time without the use of external 
triggers. The circuit of a plate-coupled astable multivibrator is shown in Fig. 8.27. 
The plate of each tube is capacitively coupled to the grid of the opposite tube, so that 
each tube remains cut off only for the interval required for the charge on its grid 
coupling capacitor to be reduced to where the tube again conducts. Typical grid and 
plate waveforms for a plate-coupled astable multivibrator are given in Fig. 8.28. 

The quiescent grid and plate voltages for each tube are determined by constructing 
the d-c load line for each tube on the E1,-h characteristic curves for the tube. The 
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FIG. 8.26. Cathode-coupled monostable FIG. 8.27. Plate-coupled astable multi-
multivibrator for Example 8.3. vibrator. 
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FIG. 8.28. Waveforms for a plate-coupled astable multivibrator. 

ciuiescent plate voltage Eb1 of Vl when conducting and the quiescent plate voltage 
Eb2 of V2 when conducting are determined from the intersection of the respective load 
lines with the zero grid bias line. 

The equivalent circuit for the discharge of C1 when Vl is switched on is given in 
Fig. 8.29a, and the equivalent circuit for the discharge of C2 when V2 is switched on is 
given in Fig. 8.29b. 
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The instantaneous voltage eb1 at the grid of Vl at time t after cutoff, assuming that 
R6 is much larger than R4 in parallel with rp2, is given approximately by 

(8.29) 

fp,R, fpzR4 
rp 1+R1 Ebb 

Ec,~~ecz c, 
R3 

Ebb rpi+R4 

ec,r~4? 
Ro 

EH EH 

(0) APPROXIMATE EQUIVALENT CIRCUIT ..\ND INITIAL 
CONDITIONS FOR THE DISCHARGE OF C, 

(bl APPROXIMATE EQUIVALENT CIRCUIT AND INITIAL 
CONDITIONS FOR THE DISCHARGE OF Cz 

Fm. 8.29. Equivalent circuits for the discharge of the coupling capacitors in the plate­
coupled astable multivibrator. 

The instantaneous voltage ec2 at the grid of V2 at time t after cutoff, assuming that 
Ra is much larger than R 1 in parallel with rp1, is given approximately by 

(8.30) 

The time Tb that Vl will remain cut off is given by 

T - R C 1 (Eb2 - Ebb - ER) 
b - 6 2 Oge Eco - ER (8.31) 

where Eco = cutoff bias voltage for Vl 
The time Ta that V2 will remain cut off is given by 

(8.32) 

where Eco = cutoff bias voltage for Vl 
Equations (8.31) and (8.32) can be solved graphically from Fig. 8.14 by letting the 

factor A in the figure equal the logarithmic term in the equations. 

+EiJb 

R, 

rq, (ctJz 
~ b? 

j_ C2 

(0) EQUIVALENT CIRCUIT FOR THE CHARGING OF C1 (bl EQUIVALENT CIRCUIT FOR THE CHARGING OF C
2 

Fm. 8.30. Equivalent circuits for the charging of the coupling capacitors of a plate-coupled 
astable multivibrator. 

The equivalent circuit for the charging of C1 when Vl is cut off is given in Fig. 
8.30a, and the equivalent circuit for the charging of C2 when V2 is cut off is given in 
Fig. 8.30b. The instantaneous plate voltage eb1 of Vl at time t after cutoff, assuming 
R1 to be much larger than r02, is given approximately by 

(8.33) 
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The instantaneous plate voltage eb2 of V2 at time t after cutoff, assuming R4 to be much 
larger than r 11 1, is given approximately by 

(8.34) 

The rise times Ti and T2 from the Oto the 90 per cent points of the waveforms at 
the plates of Vl and V2 when cut off are given by Eqs. (8.35) and (8.36), respectively. 

Ti = R1C1 loge 10 (Ebb: Eco i Eb1) bb - bl 
(8.35) 

T _ R C I 10 (Ebb + Eao - Eb2) 
2 - 4 2 Oge Ebb - Eb2 

(8.36) 

The rise time can also be obtained from Fig. 8.16. 
The positive exponential in the grid waveform of each tube due to the charging 

current for the coupling capacitor connected to that grid flowing through the grid­
cathode resistance is illustrated in Fig. 8.28. The dip in the plate waveform caused by 
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Frn. 8.31. Plate load lines for Example 8.4. 

500 

the positive exponential at the grid of the conducting tube results in a slight increase 
in the initial negative voltage at the grid of the cutoff tube. 

Example 8.4 

Design a symmetrical astable multivibrator having gate lengths of 50 µsec using a 6J6 
tube. Assume a supply voltage of 200 volts. A 100-volt minimum gate amplitude is 
desired. The Eb-lb characteristic curves for the 6J6 are given in Fig. 8.31. 

Solution 

1. Determine R1 and R,. 
The load resistors R1 and R, are determined from the considerations that (1) the gate 

amplitudes at the plates must have minimum values of 100 volts and (2) the larger the 
plate-load resistors the longer the rise times of the plate waveforms. Therefore, the load 
resistors are normally selected to have the smallest values which will give the necessary gate 
amplitudes with some safety factor for the tube selected. Assuming a design center gate 
amplitude of 120 volts, the plate-load resistors are determined by constructing a load line 
on the Eb-lb characteristics for the 6J6 which provides an 80-volt tube drop at the zero bias 
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line. This is shown in Fig. 8.31. The plate-load resistances are given by 

200 - 80 
0.01 

= 12,000 ohms 
2. Determine R, and Ra. 
The grid resistors Rs and Ra should be as large as possible so that the coupling capacitors 

can be as small as possible and still achieve the required gate length. This is desirable 
since the rise time of the plate waveforms are direct functions of the values of the coupling 
capacitors [see Eqs. (8.35) and (8.36)]. However, the coupling capacitors should be 
several times larger than the input capacitance of each tube in order to couple the plate 
waveform of one tube to the grid of the other tube without excessive attenuation. There­
fore, let R6 = Ra = 1 megohm and determine 01 and 02. If the values of 01 and 02 are 
less than about 30 µµf, R6 and Ra should be lowered. To minimize the time jitter of the 
gate lengths, Rs and Ra should be returned to Ebb• 

3. Determine 01 and 02. 
The duration of the time intervals Tb and Ta that Vl and V2 are nonconducting can be 

determined from either Eqs. (8.31) and (8.32) or from Fig. 8.14. 
From Fig. 8.14 

Therefore, from Fig. 8.14 

A 
Ebt - Ebb - ER 

Eco - ER 
80 - 200 - 200 

-8 - 200 
= 1.54 

Ta = __!j_ = 0.43 
Ra01 R,02 

50 X 10-5 

01 = 02 = 0.43 X 10s 
= 116 µµf 

The complete circuit is shown in Fig. 8.32. 

liJIJ 
+200 

Fm. 8.32. A.stable multivibrator of Example Fm. 8.33. Tube capacitances in a typical 
8.4. multivibrator circuit. 

8.6. Effects of Tube and Stray Capacitances in Multivibrator Circuits. The tube 
capacitances present in a typical multivibrator circuit are shown in Fig. 8.33. Socket 
and wiring capacitances may effectively parallel any of these capacitances and increase 
the actual value from that of the tube alone. The input ca.pacity of a resistively 
loaded triode is given by 

Ci = Cgk + Cgp(l + IAI) 

where A = gain of stage at frequency of interest 

(8.37) 



MULTIVIBRATORS 8-25 
The output impedance of a tube having the input circuit shown in Fig. 8.34a is shown 
in Fig. 8.34b. The resistance Re includes the output resistance of the previous stage 
in parallel with the grid resistor of the stage under consideration. At the frequencies 
of interest, the value of Re is usually considerably smaller than the capacitive reactance 

Re 

(OJ INPUT CIRCUIT FOR WHICH EQUIVALENT OUT• 
PUT IMPEDANCE IS GIVEN 

(bl APPROXIMATE OUTPUT IMPEDANCE OF TUBE 
SHOWN IN (OJ 

FIG. 8.34. Output impedance of a vacuum tube. 

of Cuk which includes the output capacitance of the previous stage. For this condition, 
the output admittance Yo is given approximately by 

Yo~_!_ + jw(CgpgmRc + Ckp + Cgp) (8.38) 
Tp 

Since the absolute magnitude of the stage gain IA I is approximately equal to gmRc, pro­
vided the following tube is of the same type, the output capacitance can be expressed 
approximately by 

Co~ Ckp + Cgp(l + IA I) (8.39) 

Therefore, the shunt capacitance Ca at the plate of Vl and the grid of V2 is given 
approximately by 

(8.40) 

Similarly, the shunt capacitance Cb at the plate of V2 and the grid of Vl is given 
approximately by 

(8.41) 

During the switching interval, a multivibrator may be considered a two-stage 
amplifier having positive feedback. The effective shunt capacitances in the circuit 
can be determined approximately from Eqs. (8.40) and (8.41) once the gains of each 
stage are known. Since theµ, gm, and rp of each stage vary rapidly during the switch­
ing cycle, the shunt capacitances in the circuit also change rapidly during the switch­
ing period. However, an approximate answer can be obtained by assuming an aver­
age value of voltage gain for each stage from the Eb-h characteristic curves. 

In the periods from the end of the switching cycle to the points where essentially 
quiescent conditions exist, the rise time of the plate waveforms are determined 
principally by the charging of the coupling capacitors. The rise and fall times given 
in Secs. 8.2 to 8.5 are modified by the presence of shunt capacitances and, therefore, 
are only approximations to the exact solution. However, in most cases the results 
are sufficiently accurate to provide a satisfactory initial design. In some cases, 
modification of the circuit values may be required to achieve the desired performance 
due to the effects of shunt capacitances. In general, the same considerations apply 
to multivibrators as apply to video amplifiers when the generation of short-duration 
gates with rapid rise and fall times is required. 

8. 7. Triggering. Bistable and monostable multivibrators can be triggered by 
applying a negative pulse to the grid of the conducting tube or a positive pulse to the 
grid of the nonconducting tube. Except for the cathode-coupled monostable multi-
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vibrator, the triggering pulses to either grid can be applied to the plate of the opposite 
tube and are coupled to the grid through the coupling capacitor between the plate 
and grid. The trigger amplitude and duration must be sufficient to ensure that both 
tubes have started the switching cycle if the regenerative switching is to continue 
after the triggering pulse is removed. 

The best trigger source is one which is disconnected from the multivibrator as soon 
as the leading edge of the pulse has initiated the switching cycle. The trailing edge 
of the triggering pulse then does not have a tendency to reverse the switching cycle, 
and the trigger source does not load down the multivibrator. One method of accom­
plishing this is shown in Fig. 8.1. The negative triggers are coupled to the grid of 
the conducting tube through either diode V3 or V 4. If Vl is conducting, the plate of 
diode V3 will be much less positive than the cathode, and the trigger will not cause 
V3 to conduct. However, the plate of V4 will be approximately at Ebb, and the trigger 
will couple through V4 and C2 to the grid of Vl, initiating the switching cycle. This 
same technique is shown applied to a monostable multivibrator in Fig. 8.7. 

The minimum trigger amplitude which will cause a multivibrator to switch states 
is that which causes the grid voltage of the cutoff tube to rise above Eco and initiate 
plate current conduction in the tube. If a negative trigger is coupled to the grid of 
the conducting tube, the required minimum trigger amplitude Et is given by 

E 
_ Eco - Ecb 

t - IAI (8.42) 

where Eco = cutoff bias for cutoff tube 
Ecb = quiescent grid voltage of cutoff tube 
A = voltage gain of conducting tube near zero bias 

The trigger duration must be long enough to allow the regenerative action to be 
initiated in both tubes before the end of the trigger pulse. When the trigger is coupled 

Frn. 8.35. Alternate method of triggering a cathode-coupled monostable multivibrator. 

through the plate diodes as shown in Fig. 8.1, the voltage drop across the plate-load 
resistors of the multivibrator due to the quiescent current through the coupling 
resistors must be added directly to Eq. (8.42) to determine the minimum trigger 
amplitude which will cause the multivibrator to switch states. 

Monostable multivibrators can also be triggered by a positive pulse applied to the 
grid of the normally cutoff tube as shown in Fig. 8.35. Whenever the trigger source is 
coupled to a multivibrator without an isolating diode, the source should be coupled 
through as small a capacitor as possible if the point in the circuit to which the trigger 
source is connected is one which moves rapidly during the switching period since the 
additional capacitan~e will slow down both the transition and the recovery period. 
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Triggers inserted in this manner should, if possible, be shaped as shown in Fig. 8.36 
to minimize the negative overshoot produced when the trigger is passed through an 
RC coupling circuit having a short time constant. 

----·~--
Frn. 8.36. Ideal waveform for direct triggering of a multivibrator. 

8.8. Synchronization. Monostable multivibrators can be used as count-down 
circuits or frequency dividers as shown in Fig. 8.37. The normally conducting tube is 
switched off by the first negative pulse applied to the grid after it has switched on 
because of the discharge of the voltage across the timing capacitor. All pulses applied 
in the interval that the normally conducting tube is cut off have no effect on the cir­
cuit, and the count-down ratio n is determined by adjusting the period of the multi­
vibrator so that every nth pulse switches the conducting tube off. The ·maximum 

0----....--------------------------
Eco 

GRID WAVEFORM OF NORMALLY CONDUCTING TUBE 

INPUT TRIGGER 

PLATE WAVEFORM OF NORMALLY CUTOFF TUBE 

FIG. 8.37. Monostable multivibrator used as a four-to-one count-down. 

count-down ratio is limited by the requirement that the timing capacitor be com­
pletely recharged in the interval Tb (see Fig. 8.37), which must be less than the inter­
pulse period of the initiating triggers. 

An astable multivibrator can be synchronized with a pulse train by applying either 
positive or negative pulses to the grid or plate of either tube. If negative synchroniz­
ing pulses are applied to the plate of Vl or the grid of V2, the leading edge of the 
positive waveform at the plate of V2 will be synchronized with the triggers. By 
adjustment of the period that Vl conducts, the multivibrator may be used as a count­
down as previously described for the monostable multivibrator (see Fig. 8.37). 
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By applying positive triggers to the plu.te of Vl or the grid of V2, the rising edge of 
the waveform at the plate of Vl and the falling edge of the waveform at the plate of V2 

fco---...,.---- ----- ---....- -------------=--
// ,,,,.,,,,,. .,.,,,,.. 

/ ,,,.,,, ,,,,-' 

GRID WAVEFORM OF TUBE BEING TRIGGERED 

INPUT TRIGGER 

EIJIJr------

0-----------------------------
PLATE WAVEFORM OF TUBE BEING TRIGGERED 

Fm. 8.38. Synchronization of an astable multivibrator as a three-to-one count-down 
utilizing positive triggers applied to the grid of one of the tubes. 

will be synchronized with the triggers. By adjustment of the periods that Vl and V2 
conduct without triggering, the multivibrator can be used as a count-down multi­
vibrator. This is illustrated in Fig. 8.38. 
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9.1. Introduction. A deiay circuit is a .circuit having an output gate or trigger 
which is delayed by a prescribed .time interval from the initiating gate or trigger 
applied to the circuit. In variable delay circuits, the time delay between input signal 
and output signal is adjustable within limits by the variation of one or more circuit 
parameters. In general, the variation in time delay is accomplished by the variation 
in the magnitude of a resistance, a capacitance, or a voltage. 

Any of the monostable multivibrator circuits discussed in Sec. 8.3 or 8.4 can be 
used as variable delay circuits by utilizing the delay period between the instant the 
input trigger cuts off the normally conducting tube and the instant the tube is switched 
back on. These periods are given for the two multivibrator circuits by Eqs. (8.14) 
and (8.26). In each case, the referenced intervals are directly proportional to the 
magnitude of the coupling capacitor between the plate of the normally cut-off tube 
and the grid of the normally conducting tube and to the equivalent resistance in series 
with the capacitor during the period that it is being discharged. The variation of 
the magnitude of either of these •circuit components will produce a linear change in 
the period that the normally conducting tube is cut off. 

In many instances, it is desirable to have a variable time delay which is adjustable 
by means of the variation of a voltage rather than a circuit component. Equations 
(8.14) and (8.26) indicate that the gate length of a monostable multivibrator can be 
changed by varying any of the reference voltages. However, with the exception 
of the grid reference voltage of the normally cut-off tube in a cathode-coupled mono­
stable multivibrator, such voltage variations in a monostable multivibrator produce 
gate-length changes which vary linearly with the voltage changes only when the 

resulting variations in gate length are 
small percentages of the total delay and 
when the total delay is much less than 
the RC coupling time constant. 

Variable delay circuits which provide 
a delay time very linear with respect to 
a control voltage are treated in Secs. 
9.2 to 9.6. With the exception of the 
cathode-coupled monostable multivibra­
tor, all the circuits discussed generate 
their time delay by means of a linear 
sweep circuit and a regenerative pick-off 
circuit. 

9.2. The Screen-coupled Phantastron. 
£cc In the screen-coupled phantastron circuit, 

Frn. 9.1. Typical screen-coupled monostable a pentode is employed as a Miller sweep 
phantastron. generator (see Sec. 11.lc). The phanta­
stron has regenerative switching at the end of the linear sweep as a result of the coupling 
between the screen and the suppressor. The circuit of a screen-coupled phantastron 
is shown in Fig. 9.1. In the quiescent state, the control grid of Vl is very nearly at 0 
volts, and the screen conducts heavily. As a result of the resistive coupling between 
the screen and the suppressor, the suppressor bias is held below the value required 
for plate current cutoff whenever the screen voltage is below some critical value, 

9-~ 
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as it is when the control grid is at zero bias. When a positive trigger is applied to the 
suppressor of Vl through V3, the plate current flows and the plate voltage drops. 
The drop in plate voltage causes a corresponding drop in control grid voltage because 
of the coupling capacitor C1 between plate and grid. The lowering of the grid voltage 
reduces the cathode current and thereby causes a reduction in the screen current and a 
rise in the screen voltage. The rise in screen voltage is coupled to the suppressor 
through C2 and R2. As a result of this regenerative action, the suppressor voltage iB 
increased until it is clamped to the potential existing at the cathode of V 4. The plate 
voltage drops only a few volts below Ebb before the grid voltage is lowered almost to 
cutoff. All of the preceding takes place at time a as shown in Fig. 9.2. 

1NroT I TRIGG£: ~ n rL 
~1 r r KVOLTAGE AT r r= 

SUPPRESSOR 

Ebb 

Eb ----------

E,~~----['--___ J 
..... 

L J C: 
'VOLTAGE AT CONTROL 6RIO 

O ___ ___._ _____ _.. _______ vo_z._T_AG_E_A_T_SC_'R._'EE._N_GR_IO __ _ 

a b C 

TIME~ 

FIG. 9.2. Typical waveforms for a screen-coupled phantastron. 

In the next portion of the cycle, a linear sawtooth timing waveform is generated. 
As a result of the regenerative action which occurred when the trigger was applied, 
the control grid of Vl was driven below zero bias; consequently, no grid current flows 
and the current through Re charges C1 toward Ebb· As the voltage at the grid of Vl 
rises because of the charging of C1, the plate voltage of the tube is reduced by A .6.eci 
volts, where A is the voltage gain of Vl and .6.ee1 is the magnitude of the sawtooth at 
the grid of the tube. As a result of the negative feedback between the plate and grid, 
the capacitor C1 has an effective value, as observed at the grid, which is equal to 
C1(1 + !Al). Because of this effect, the effective time constant of the grid charging 
circuit is equal to RcC1(1 + IAI) and can be made very large compared to the desired 
time delay. For this reason, the current through Re remains very nearly constant 
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and provides a nearly constant rate of charge of C 1 and a very linear decrease in 
plate voltage as a function of time. This action continues until the tube operating 
point reaches the knee of the Eb-h characteristic curves for the tube and the plate 
voltage can no longer decrease with increasing control grid voltage. When this 
occurs, the effective time constant of the grid circuit is suddenly reduced to ReCi. 
C1 then charges at a new ra-te which is faster than the original rate by the factor 
IA I + 1. The result is a sudden increase in screen current, a drop in the screen 
voltage, and a drop in the suppressor voltage which reduces the plate current and 
causes the plate voltage to rise. The rise in plate voltage is coupled through Ci to 
the control grid in a regenerative switching cycle which returns the tube to its original 
quiescent state. The switching cycle is initiated at time b as shown in Fig. 9.2. 
The circuit remains in this state until another trigger is applied to the suppressor. 
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Fw. 9.3. Typical Eb-lb characteristic curves for a pentode tube. 
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If the suppressor and screen voltages are established for the interval that the plate 
conducts, the grid and plate waveforms can be calculated from the Eb-lb character­
istic curves. With reference to Fig. 9.3, the plate-load resistor should be large enough 
that the load line intersects the maximum plate current curve (see Sec. 12.2d) before zero 
bias is reached to permit the sudden rise in grid voltage which causes the increase in 
screen current that initiates the regenerative switching-off action. The plate-load 
resistor should be small so as to allow a short recharging time for C1 after the tube 
has been turned off. 

When the circuit is quiescent, the grid voltage is very nearly equal to O volts and the 
plate voltage is equal to Ebb· At the instant the suppressor is switched on by the 
input trigger, both the plate and control grid voltages drop by an_amount equal to Eet• 

(9.1) 

where Eei = grid bias at which plate current iu will flow with a plate-load resistor 
equal to R, 
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This condition is satisfied at point a in Fig. 9.3. As G1 is discharged, the operating 
point moves along the plate load line from c 
point a to point b. The equivalent circuit ~Re - ' + 
for the linear discharge of C 1 is given in ( 6 ) ~ 
Fig. 9.4. The initial current ie through bb _i__ 

Re after the suppressor is switched on is E + 
given by bb 

ic = Ebb - Eel (9.2) 
Re 

As this current flows into G1, the instanta- Fm. 9.4. Approximate equivalent circuit 
neous grid voltage tends to rise toward Ebb· and initial conditions for the linear dis­
However, an increase in the grid voltage charge of Ci. 
equal to ,1ee1 causes a decrease ,1eb in the plate voltage equal to 

(9.3) 

Thus, an increase in ee1 results in a much larger decrease in eb, which tends to increase 
the current ic into G1 and lower ec1, The result is that the magnitude of the capacitor 
G1 appears to be increased by the factor 1 + JAJ. The instantaneous plate voltage 
eb is approximately given by 

-µ,Rb 
whereA~-+R 

rp b 

(9.4) 

~ -gmRb 
t = time in seconds from instant that plate current is switched on 

Since Ebb is usually much larger than Ee1 and since A is usually much larger than 

+£/JI) 

c, 

- + 
Eb 

unity, the slope of the plate waveform is 
very nearly equal to -Ebb/RcC1 volts/sec 
until plate bottoming occurs. For typical 
circuit values, the linearity of the negative 

R/) sawtooth can be expected to be in the 
order of 0.1 per cent. 

After the regenerative switching cycle 
has cut the plate current off at the end of 
the plate sawtooth, the plate voltage rises 
exponentially toward Ebb as Giisrecharged. 
The equivalent circuit for the charging of 
C1 is shown in Fig. 9.5. The instantaneous 
plate voltage eb from time b to time c in 

Frn. 9.5. Equivalent circuit for the charg- Fig. 9.2 is approximately given by Eq. 
ing of C1. 

(9.5), assuming that the control grid-to-
cathode resistance ru1 of Vl when the grid is slightly positive is much smaller than 
either Re or Rb. 

(9.5) 

where Eb = plate voltage at termination of plate sawtooth waveform 
The value of Eb is approximately equal to the plate voltage at the intersection of the 
plate load line and the zero grid bias curve. This is illustrated as point bin Fig. 9.3. 
The recovery time Tr required for the plate voltage to rise within 1 per cent of Ebb 
is given by 

(9 6) 
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The grid-voltage waveform during the recovery of the plate is given very closely by 

ec1 ~ __ ru_i_ (Ebb - Eb)e-t/RbCi 
Rb+ Tgl 

where t = time in seconds from instant that plate current is cut off 

(9.7) 

The duration of the time interval Ta between a and bin Fig. 9.2 is determined by 
the time required for the plate voltage rundown from point a to point bin Fig. 9.3. 
If the potential to which the plate is returned is made equal to some reference poten­
tial Er by means of a diode as shown in Fig. 9.1, the plate rundown will start from Er 
instead of Eli!J and the duration of the period Ta that the plate conducts will be given by 

T _RC Er - Eb 
a - c 1 Ebb (9.8) 

The length of the interval that the plate conducts is thus directly proportional to the 
reference voltage E,. minus a constant and, consequently, provides a_convenient means 

+Ebb 

Er 

Frn. 9.6. Screen-coupled phantastron utilizing a cathode follower for rapid charging of C1. 

of obtaining a time-delay gate which varies linearly with a d-c control voltage. The 
time-delay waveform can be taken from the screen or suppressor if a positive gate is 
desired or from the grid if a small negative gate is desired. 

The recovery time of a phantastron can be greatly reduced by charging C1 from a 
cathode follower whose grid is directly coupled to the plate of Vl as shown in Fig. 9.6. 
By this method, the recovery time can be reduced to a few microseconds even though 
the plate rundown period is of several milliseconds duration. 

During the interval of plate conduction, the instantaneous grid voltage eci is given by 

(9.9) 

This waveform is shown in Fig. 9.2. 
For the regenerative switching action at the beginning and end of the plate con­

duction period to be as rapid as possible, it is necessary to place a small coupling 
capacitor C2 between the screen and suppressor to cause the suppressor to follow the 
rapid changes in screen voltage. C2 should be five to ten times the value of the 
shunt capacitance at the suppressor to ensure that essentially the full change in the 
screen voltage will appear at the suppressor. The coupling capacitor should not be 
so large that it cannot be completely discharged during the recovery period of the 
phantastron. Typical values of C2 are usually between 22 µµf and 100 µµf. 
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The quiescent suppressor voltage should be at or below the value required for plate 

current cutoff. The quiescent screen voltage should be set at a value low enough 
that the suppressor voltage can be varied by the coupling between the screen and the 
suppressor from below cutoff to above the desired reference voltage when the screen 
voltage is changed from its quiescent value to its value during the period of plate 
conduction. The suppressor voltage during plate conduction is clamped at the desired 
reference level by the diode V4 and the voltage divider formed by R4 and R 5 in Fig. 9.1. 
By establishing the suppressor voltage by this means rather than by the voltage 
divider formed by R1, R2, and Ra, the variations in the suppressor voltage from tube 
to tube due to variations in screen characteristics can be minimized. For ease of 
design, the screen and suppressor voltages are usually set at values for which the tube 
manufacturers have published characteristic curves. However, these voltages are 
not crittcal. 

Example 9.1 

Design a voltage-variable time-delay circuit of the screen-coupled phantastron type 
utilizing a 6AS6 pentode. The time delay should be variable from 50 to 800 µsec and the 
interpulse period is to be 1,000 µsec. Assume that a plate supply of 200 volts and a bias 
supply of -150 volts are available. The plate characteristics of the 6AS6 are given in 
Fig. 9.3. 

Solution 

1. Determine the screen and suppressor voltages. 
To use the manufacturer's tube data conveniently, let the screen voltage be equal to 

120 volts during the interval that plate current flows. With a screen voltage of + 120 volts, 
cutoff for the suppressor of a 6AS6 is about -15 volts. Therefore let the suppressor volt­
age be equal to -20 volts during the interval that the plate current is cut off. Also, for 
convenience, let the suppressor voltage be equal to 0 volts when plate current flows. The 
cathode of V4 can then be grounded and the resistors R4 and R5 in Fig. 9.1 eliminated. 
The screen voltage during plate current cutoff should be made equal to or less than 90 volts 
so that the suppressor may be varied by the required 20 volts. 

2. Select a tentative value of Rb. 
From Fig. 9.3 it is seen that a plate-load resistance of 100 kilohms will provide a sharp 

rise in screen current when the plate voltage bottoms at the zero grid bias curve. There­
fore, assume a tentative value for Rb equal to 100 kilohms. 

3. Determine the value of initial grid bias when the suppressor is raised to O volts. 
The curve of Ebb - IEcil versus Ec1 is plotted on the Eb-lb characteristic curves in 

Fig. 9.3. The intersection of this curve and the plate load line at point a is the initial 
operating point during plate conductfon. From Fig. 9.3, the value of Ec1 is -4.5 volts. 

4. Determine Re and C1 from Eq. (9.8). 
At the maximum time delay of 800 µsec, the reference voltage Er is set equal to Ebb· 

From Fig. 9.3, the voltage Eb is found at point b to be approximately 4 volts. Therefore, 
from Eq. (9.8), 

TaEbb 
RcC1 = Er - Eb 

800 X 10-5 X 200 
200 - 4 

= 816 µsec 

The time required to very nearly recharge C1 when the plate current is cut off is given by 
Eq. (9.6). 

The available recovery time is 200 µsec, therefore 

R C < 200 X 10-5 

b 1 - 4.6 
~ 43.5 X 10-5 
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If & is 100 kilohms (from step 2), 

Let Re = 2.2 megohms; then 

C < 43.5 X 10-e 
1 - 1Q6 

:$; 435 µµf 

816 X 10-6 

2.2 X 106 

= 371 µµf 

5. Determine the required voltage range for Er, 
When the time delay equals 800 µsec, Er = 200 volts. The minimum time delay is 

50 µsec. From Eq. (9.8) 

Er = Eb + TaEbb 
RcCi 
50 X 10-6 X 200 

= .4 .0 + 816 X 10-e 
= 16.3 volts 

Therefore, the reference voltage Er must be adjustable from 16.3 volts to 200 volts. 
6. Determine R1, R2, and Ra. 
Since the published tube characteristic curves are usually not complete enough to allow 

a determination of the screen voltage and current which will exist when the plate current is 
cut off, the values of R1, R2, and Ra are most readily determined experimentally. R2 and 
Ra should be adjusted so that the suppressor voltage is somewhat greater than zero when 
the screen voltage is equal to 120 volts. R1 should have a value such that the variation in 
screen current between the two states produces a sufficiently large change in the suppressor 
voltage to ensure plate current cutoff during the quiescent condition of operation. 

Summary 

The complete circuit is shown in Fig. 9.7. The time-delay gate can be taken from the 
screen or the suppressor. C2 should have a value of approximately 50 µµf. The bias on 

25K 

Ecc 
-!50V 

Fm. 9.7. Circuit of the screen-coupled phantastron of Example 9.1. 

the plate of V3 should be -20 volts or slightly higher so that the suppressor will remain 
below cutoff prior to a trigger being applied to the plate of V3. A trigger amplitude of 
about 20 volts will trigger the circuit satisfactorily. 

9.3. Cathode-coupled Phantastron. In the screen-coupled phantastron, the 
regenerative action is supplied by the RC coupling between the suppressor grid and 
screen grid. The same regenerative action can be obtained by inserting a resistance 
in the cathode circuit. The circuit of a typical cathode-coupled phantastron is shown 
in Fig. 9.8. In the quiescent state, the control grid is clamped to a positive reference 
voltage through diode V2, and the suppressor is returned to a voltage lower than the 
cathode by an amount sufficient to cut off the plate current. The screen current is 
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relatively high because the grid is near zero bias and the suppressor is biased beyond 
cutoff. A positive trigger applied to the suppressor will cause plate current to flow. 
The resultant drop in plate voltage is coupled to the control grid through C1, causing 
the control grid voltage to drop. The drop in control grid voltage causes a decrease 
in total space current, which causes a drop in cathode voltage, which in turn causes the 
suppressor voltage to further increase the plate current, completing the regenerative 
switching action. The plate rundown as described for the screen-coupled phantastron 
in Sec. 9.2 then occurs. It is terminated 
when the plate voltage bottoms at the 
knee of the bias curves of the tube charac­
teristics. When the plate voltage can no 
longer decrease with increasing grid volt­
age, the grid voltage rises at a much higher 
rate. This increases the space current and 
hence the cathode voltage, resulting in an 
increase in the suppressor bias and a reduc-
tion in plate current. The increase in 
plate voltage is coupled to the control grid 

C2 through C1, completing the regenerative INPUT -J 
switching action which cuts off the sup- TRIGGER"at--11~------

pressor and returns the tube to its initial 
quiescent condition. The duration of the 
plate rundown is controlled by the initial 
plate voltage Er which is established by 

FIG. 9.8. Typical cathode-coupled phan­
the diode V3. Adjustment of the refer- tastron. 
ence voltage Er to which V3 is returned 
provides a linear adjustment of the duration of the plate rundown. The waveforms 
for the cathode-coupled phantastron are illustrated in Fig. 9.9. The screen provides 
a positive output gate which is free from coupling to other tube electrodes. A nega­
tive gate can be obtained from the cathode. 

If Re is much larger than R1, as is normally the case, the quiescent tube voltages are 
determined as follows. The quiescent control grid voltage Ec1 is given by 

The quiescent suppressor voltage Eca is given by 

Ra 
Eca = R1 + R2 + Ra Ebb 

The quiescent cathode voltage E1 is given by 

(9.10) 

(9.11) 

(9.12) 

where Ic2 is that value of screen current which flows with the established values of 
grid voltage, cathode resistance, and screen resistance when the plate current is cut off. 
Sufficient tube data are normally not supplied by tube manufacturers to allow the 
determination of this current, and it must be found experimentally. The cathode 
voltage must be sufficiently higher than the suppressor voltage given in Eq. (9.11) 
that the plate current is cut off and slightly higher than Ec1 as determined from 
Eq. (9.10). 

The screen dropping resistor Rs must be large enough to limit the screen dissipation 
in the quiescent condition to less than the maximum permissible value. 
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When a positive trigger is applied to the suppressor and the regenerative switching 
action occurs, the plate, cathode, and control grid voltages simultaneously drop until 
the plate current which flows is just sustained by the resulting grid bias. The pub­
lished tube characteristics do not ordinarily contain sufficient information to enable 
the calculation of this voltage drop. For the 6AS6 pentode and plate-load resistances 
over approximately 50,000 ohms, the initial grid-voltage drop will typically be to a 
level between 4 and 5 volts below the cathode voltage. 

Ec

0

,
1 

~---, -----'~--L L SUPPRESSOR VOLTAGE 

O'----~-----------------------

4~L.:.::..-;r.:..-v -~' L 
o~ t '"' VOLTAGE A 

L 

VOLTAGE AT SCREEN o,.__...,__ __ _.__ _____________________ _ 

Frn. 9.9. Waveforms of a typical cathode-coupled phantastron. 

As the grid voltage drops to its initial level at the start of the plate conduction 
interval, the total cathode current must drop to a level which will allow the sup­
pressor-to-cathode voltage to be above cutoff. For stabilization of the suppressor­
cathode voltage, the cathode voltage during the plate conduction interval should 
drop to a level less than the suppressor voltage as given by Eq. (9.11) so that the sup­
pressor will be clamped to the cathode by suppressor conduction. 

During the plate conduction period, the plate voltage decreases as the grid voltage 
rises, resulting in the linear reduction in plate voltage with time as discussed for the 
screen-coupled phantastron. The effect of the cathode resistor is to reduce the effective 
gain of the stage and thereby slightly reduce the linearity of the plate waveform. The 
instantaneous plate voltage at time t after the initiation of plate conduction is given 
approximately by 

Cb = Ebb - hRb - IAI (Ebb - Eel + IbRb) (1 - e-l/R.01(IAl+l)) (9.13) 

where h = initial value of plate current 
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When A is much larger than unity and Ebb is much larger than (Ec1 - IbRb), the plate 
waveform is very nearly equal to -Ebb/RcC1 volts/sec for the full plate-voltage 
rundown. The minimum value of the plate-to-cathode voltage for the 6AS6 tube with 
a plate-load resistance of 50,000 ohms or greater is approximately 10 volts or less. 

At the end of the plate rundown, the instantaneous plate-voltage rise toward Ebb 
(until eb = Er) at time t after plate current cutoff is given by 

(9.14) Rb eb = Ebb - --- (Ebb - Eb)e-t1<Rb+R.,)C1 
Rb +Rx 

where R,, R1(R2 + Ra) 
R1 + R2 + R3 

E1, = plate-to-ground voltage at end of plate voltage rundown, i.e., plate-to-
ground voltage at plate bottoming 

Assuming that Ebb» (Ec1 - hRb), the time duration 'l'a of the plate rundown is given 
by 

(9.15) 

The time interval Ta can be varied linearly as a function of the change in reference 
voltage Er to which the plate is clamped by diode V3. 

The advantages of the cathode-coupled phantastron are that (1) no bias supply is 
required, (2) no connections are made to the screen, thus allowing better rise time on 
the screen waveform, and (3) a negative gate may be taken from the cathode. The 
principal disadvantage is the increased design complexity. 

9.4. The Sanatron. The phantastron circuits previously described are usually 
limited in producing very fast plate-voltage rundowns and, therefore, very short 
duration gates because of the screen current limitation of the tubes, such as the 6AS6, 
which are applicable to such a circuit. The reduction of Re to achieve a larger dis­
charge current for C1 in the screen-coupled phantastron circuit results in an increase 
in the quiescent screen dissipation because of the significant increase in screen current 
with an increase in the positive grid bias. In the sanatron circuit, tubes capable of 
higher screen dissipations, such as the 6AG7, but having poorer suppressor control 
characteristics than the 6AS6, can be 
used to produce very short gate wave- +Ebb 
forms which have time durations which 
are a linear function of a reference voltage. 

The circuit of a sanatron is shown in 
Fig. 9.10. The tube Vl is essentially the 
same as the amplifier in a screen-coupled 
phantastron. The grid of Vl, however, 
is directly coupled to the grid of V2. 
Tube V2 acts as an amplifier to drive the 
suppressor of Vl from plate-current cut­
off to zero bias or to a positive value of 
suppressor voltage. The plate of V2 is 
directly coupled to the suppressor of Vl, 
and waveforms of 50 to 100 volts in 
amplitude can be applied to the sup­
pressor in this fashion. V2 conducts 

-Ecc 

Frn. 9.10. Circuit of a sanatron. 

during the quiescent state of Vl. However, V2 is usually cut off during the plate 
rundown period of Vl by having a lower screen voltage for V2 or by making V2 a tube 
which has a less negative grid cutoff voltage and which is, therefore, cut off by the 
initial drop in grid voltage at the start of the plate rundown period. 
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The sanatron is triggered by a negative trigger applied to the suppressor of V2. 
A positive output waveform can be taken from the plate of V2 at a relatively high 
amplitude. Since the principal application of the sanatron is in the generation of 
short-duration variable delays, shunt capacities in the plate circuit of V2 and sup­
pressor circuit of VI must be minimized, and the circuit must be designed with a small 
value of load resistance for V2 if the gate rise time is to be short. 

9.6. The Sanaphant. The sanaphant is another linear time-delay circuit and is 
very similar to the sanatron previously described. The circuit of a sanaphant is 
illustrated in Fig. 9.11. The sanaphant is +Ebb 

basically different from the sanatron in the 
manner in which the grid waveform for V2 
is obtained. In the sanaphant, the grid 
waveform for V2 is taken from the cathode 
of VI instead of the grid as in the sanatron. 

c, 

·Ecc 

FIG. 9.11. Sanaphant variable delay circuit. FIG. 9.12. Cathode-coupled monostable 
multivibrator. 

As is the case for the sanatron, the sanaphant is used to produce variable short time 
delays which cannot be produced satisfactorily by the phantastron. The sanaphant 
possesses the advantage over the sanatron of having a low impedance source to drive 
the grid of V2, thus minimizing the effect of shunt capacitances at the grid of V2. 

9.6. Cathode-coupled Monostable Multivibrator. A nearly linear relationship 
exists between the gate length of the cathode-coupled monostable multivibrator 
described in Sec. 8.4 and the reference potential at the grid of the normally cut-off 
tube Vl. As a result, the circuit is very useful as a voltage-variable time delay. 

The circuit of a cathode-coupled monostable multivibrator is given in Fig. 9.12. 
The period Ta that the normally cut-off tube conducts is approximately given by 

T = (R + ~ )C 1 [ (Ebl + Ek2 - Er - Ebb) _J!:y_] 
a . 3 

l oge Ek1 + Eco - Er R + Ra 
where Ta = time, sec 

Eb1 = quiescent voltage at plate of Vl when conducting 
= Eb'b - l1R1 

Ek2 = cathode voltage when V2 is conducting 
Er = potential to which Ra is returned 

Ek1 = cathode voltage when Vl is conducting 

(9.16) 
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Eco = cutoff bias for V2 
Ebb = plate supply voltage 
I 1 = plate current through Vl when conducting 

Ra = grid resistor of V2 

R = R1(rp1 + µRk) 
R1 + Tp1 + µRk 

9-13 

The period Ta that the normally cut-off tube Vl conducts is shown graphically in 
Fig. 9.13. For simplicity, R has been assumed to be negligible compared to R 3• If 
it is also assumed that the plate current I 1 through Vl when conducting varies linearly 
as a function of the grid-cathode volt­
age e0 k1 of Vl, the desired linear relation­
ship between gate length Ta and the 
grid-to-ground voltage can be achieved 
by causing Ta to vary linearly as a func­
tion of I1. Examination of Fig. 9.13 
shows that both the voltage Ex on the 
grid of V2 at the start of the timing 
period and the: voltage E 11 at the end of 
the timing pe;iod are functions of I 1. 

Because the voltage rise at the grid of V2 
is exponential, the gate length Ta does 
not increase linearly as E 11 alone is in­
creased. However, by causing Ex to be­
come more negative by the correct 

9r2 I-------~------

Eco 

I 
I 

_I 
~1 
~I 
'1: I 
~I 
,.._1 ~, 

/ 

amount as E 11 is increased, the effect of ----~---Ta ---~ 
this nonlinearity on the gate length Ta Ex=Ekr4R, 

0 0.02 0.04 0.06 0.08 0.10 
t can be almost exactly compensated for 

and Ta can be made to vary almost 
linearly with I 1. Good compensation 
can be achieved for gate lengths up to 
approximately O.l(Ra + R)C1. The rela­
tionships for achieving the optimum com­

1o-c, 
FIG. 9.13. Waveform at the grid of the nor­
mally conducting tube of a cathode-coupled 
monostable multivibrator when the grid is 
cut off. 

pensation are determined by finding the conditions for which Ta varies linearly 
with changes in 11 in Eq. (9.16). Therefore, if Eq. (9.16) is rewritten as a linear 
function of I 1, 

Ta I (A + I1R1) 
(R + Ra)C1 = K 1 + W = log. B - I1Rk ki 

where A = Er - Eu 
B = Er - Eco 

K = constant representing slope of (R +TRa)Ci versus I1 

W = theoretical initial value of (R : R
3
)Ci when 11 = 0 

I 1 = current through Vl when conducting 
Ra 

ki =Ra+ R 

Equation (9.17) can be rewritten as 

where Z = e-w 

A+ I1R1 
eKI1+w = eKI1. eW = =----=-=~ ki 

B - I1Rk 
eKI1 = A + I1R1 k1Z 

B - I1Rk 

(9.17) 

(9.18) 
(9.19) 

(9.20) 

(9.21) 
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By expanding eK11 in a series and utilizing the first three terms in place of eK11 in 
Eq. (9.21), the value of R1 which provides the best approximation to a linear time 
delay as a function of l 1 can be obtained for any given values of A, B, and Rk. The 
resulting equations are 

Ak1 
W = logeB 

The time delay is given approximately by 

Ta~, (R3 + R)(Kl1 + W)C1 

(9.22) 

(9.23) 

(9.24) 

(9.25) 

The value of Ta is negative when 11 is zero since k1A/B is always less than unity. 
Therefore, there is a particular value of l 1 which satisfies the condition for Ta equal 
to zero. The value of 11 for which Ta is equal to zero is given by 

B -Ak1 
ll(min) = R1k1 + Rk (9.26) 

For a maximum gate length Ta equal to O.l(R + R3)C1, the maximum plate current 
l 1cmax> needed through Vl is given by 

l l 
O.l 

l(max) = l(min) + K (9.27) 

The maximum available plate current 11 and, consequently, the maximum delay T 0 

that can be achieved is determined by the d-c plate load line for Vl together with 
Eq. (9.28). 

Ecl(max) = Ek2 + Eco (9.28) 

where Ec1cmax) = maximum grid-to-ground voltage that can be placed on grid of Vl 
and still hold it at cutoff with V2 conducting 

Ek2 = cathode voltage with V2 conducting 
= I2Rk 

Eco = cutoff bias for Vl 
In practice, it is found that deviations as great as 2 to 1 from the optimum value of 

R1 as determined from Eq. (9.22) do not appreciably deteriorate the linearity of the 
time delay versus l 1-

Example 9.2 
Design a linear voltage-variable time-delay circuit using a 6J6 in a cathode-coupled 

multivibrator circuit. The delay should be variable from 0 to 200 µsec. Assume a 
+250-volt plate supply. The plate characteristics of a 6J6 are given in Fig. 9.14. 

Solution 

1. Let R4 = 10 kilohms 
Rk = 10 kilohms 

2. Determine the cathode voltage Ek2, 
Construct a 20-kilohm load line on the Eb-lb characteristic curves of the tube as shown in 

Fig. 9.14. Assuming R3 to be large, the grid bias of V2 when conducting will be essentially 
0 volts. The plate current through V2 is, therefore, 9.4 ma, and the cathode voltage Ek2 is 

3. Determine A. 
From Eq. (9.18) 

Ek2 =;: 9.4 X 10-3 X 104 = 94 volts 

A = Er - Ek2 

Assuming that Ra is returned to the plate supply, 

A = 250 - 94 = 156 volts 
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4. Determine B. 
From Eq. (9.19) 

B =· Er - Eco 

From Fig. 9.14, Eco is seen to be -10 volts. Therefore, 

CJ) 

w 

Lo 
<( 

j 
:i 

~ 

B = 250 + 10 = 260 volts 

0 40 lrf'r...P....--,i<i=~~___J 
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Frn. 9.14. Tube characteristics for Example 9.2. 

5. Determine K. 
From Eq. (9.23) 

6. Determine R1. 
From Eq. (9.22) 

7. Determine Ra and C1. 

2Rk 
K=B 

2 X 104 

=260 
= 76.9 

ARk 
R1=B 

156 X 104 

260 

= 6,000 ohms 

9-'-15 

The time constant RaC1 should be equal to or greater than ten times the maximum desired 
gate length. Therefore 

Let Ra = 1 megohm 
C1 = 2,000 µµf 

8. Determine I l(min)• 

From Eq. (9.26) 

and 

RaC1 > 10 X 200 
~ 2,000 µsec 

B -Aki 
l i(min) = R1k1 + Rk 

k1 Ra 
=Ra+ R 

where R is defined in Eq. (9.16) as 

Since Ra » R1, 

Therefore, 

R 
R1(rp1 + µR,.) 

R1 + Tpl + µR,. 

260 - 156 
I l(min) ~ 6,000 + 10,000 

~6.50 ma 
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9. Determine I l(max)• 
From Eq. (9.27) 

l1(max) 
0.1 

= l1(min) + K 

- -3 ..2.:!_ - 6.50 X 10 ·- + 76_9 
= 6.50 X 10-a + 1.3 X 10-3 

= 7.8 ma 

10. Check to ensure that, when the grid voltage of Vl is adjusted to provide the current 
l 1cmax) when Vl is conducting, the tube Vl is cut off when V2 is conducting. 

Construct the load line for Vl as shown in Fig. 9.14. The grid bias required to achieve a 
plate current of 7.80 ma (for maximum delay) in VI is seen from Fig. 9.14 to be approxi­
mately -2.0 volts. Therefore, the required grid-to-ground voltage Ec1' is 

Eci' = -2.0 + 7.80 X 10-3 X 104 
= 76.0 volts 

From Eq. {9.28), the maximum value of the grid-to-ground voltage Ec1cmax) is 

Ecl(max) = Ek2 + Eco 
= 94 - 10 
= 84 volts 

Therefore, the value of l1(max) determined in step 9 is satisfactory. 
11. Determine the range of Eci required to achieve the gate length variation. 
From step 10, 

Eci' = 76.0 volts 

From Fig. 9.14, a plate current of 6.50 ma (zero time delay) is achieved with a grid bias 
of approximately -2.6 volts. Therefore, the minimum required grid-to-ground voltage 
Eci'' is 

Eci'' = -2.6 + 6.50 X 10-3 X 104 

= 62.4 volts 

12. Check the linearity of Ta versus Eel• 

Since the range of plate current variation is quite small, the linearity of I 1 versus euki 
should be very good. By assuming this relationship to be exactly linear, the linearity of 
Ta versus Ee1 can be determined by calculating Ta versus I 1 from Eq. (9.17) and plotting 
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Frn. 9.15. Deviation Te of time delay from perfect linearity for circuit of Example 9.2. 

the deviation Te from exact linearity as a function I 1. This is plotted in Fig. 9.15, assum­
ing k1 = 1 and Ra >> R. The maximum deviation from linearity, expressed as a per cent 
of the maximum delay period, is found from Fig. 9.15 to be 

% deviation = T•(maxi/RaCl X 100 
Ta(max)/RsC1 

0.00044 
0.1 

= 0.44% 

NoTE: The linearity could be improved by making Ta smaller with respect to (R + Ra)C 1 
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10.1. Introduction. Trigger circuits are used. to initiate action in other circuits, 
e.g., to start a sawtooth sweep, to initiate a multivibrator gate, etc. The important 
waveform and circuit characteristics are the trigger amplitude, rise time, duration, 
temporal stability, and the circuit output impedance. Trigger generators can be 
either self-initiating, i.e., recurrent at a specified repetition frequency, or they may 
require an initiating waveform. 

10.2. RC Differentiation. The simplest and one of the most frequently used 
methods of generating a trigger from a gate or other rectangular waveform is by the 
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Fm. 10.1. RC differentiator. Fm. 10.2. Waveforms for the RC differ­

entiator. 

use of an RC differentiator. The circuit is shown in Fig. 10.1. The leading edge of 
the output waveform eo in Fig. 10.2 is given by 

ARC 
e 0 = -- (1 - e-t;(R+R8)C) 

Ta 
for O < t < Ta 

where Ta = rise time of input waveform, sec 
R. = source resistance, ohms 
R = value of differentiating circuit resistor, ohms 
A = amplitude of input waveform, volts (see Fig. 10.2) 
C = value of differentiating circuit capacitor, farads 

(10.1) 

The peak of the output waveform eo(max) occurs when t is equal to Ta and is given by 
Eq. (10.1). The maximum possible output amplitude is AR/(R. + R), and this 
value is obtained when Ta is small compared to (R. + R)C. The peak output­
voltage amplitude eo(max> will be within 5 per cent of the input-voltage amplitude A 
if Ta is equal to or less than O.l(R. + R)C. When R. is small compared to R, eo(maxJ 

can be determined from Fig. 10.3. The trailing edge of the output waveform decays 
exponentially from the voltage eocmax> to zero with a time constant of (R. + R)C. 

The width of the differentiated waveform at the 50 per cent amplitude level is given 
by 

Too% = (R + R.)C l (l + T f(R+R )C) 
• Ta Ta oge e a • 

The ratio Tso%/Ta is plotted as a function of (R + R.)C/Ta in Fig. 10.4. 
10-2 

(10.2) 
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Fm. 10.4. Width of differentiated wave­
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Design an RC differentiating network to develop a trigger with the maximum possih'.P 
amplitude and having a width of 3 µsec at the 50 per cent amplitude level. This trigger 
is to be developed from a gate having an amplitude of 100 volts and a rise time of 1 µsec 
The gate has a source impedance of 1,000 ohms. 

Solution 

1. Determine the discharge time constant (R + R.) C. 
From Fig. 10.4 for T.o %/Ta = 3, 

(R -;, :,)C ~ 3.8 

Therefore, 
(R + R,) C ~ 3.8 µsec 

To achieve the maximum amplitude possible, R should be much larger than R., i.e., much 
larger than 1,000 ohms. Since the values of R and Oare not critical, let 

R = 10,000 ohms 
a = 380 µµf 

2. Determine the peak amplitude of the differentiated waveform. 
From Fig. 10.3 where (R + R,)C/Ta = 3.8, 

eo(~ax) ~ 0_87 

Therefore, 
eo(max) ~ 87 volts 

10.3. RLC Peaking. Ideally, a circuit containing only inductance and resistance 
could be used to produce triggers in a manner similar to that described for the RC 

R 

j_ T 
A C 80 

~T--.--...ol 
t 

(OJ VOLTAGE GENERATOR (bl CURRENT GENERATOR 

Frn. 10.5. Basic RLC peaking circuits. 

differentiator in Sec. 10.2. However, shunt capacitance is always present across 
any physical inductance or resistance, and in reality any RL differentiator is an RLC 
peaking circuit. Triggers of relatively high amplitude and short duration can be 
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developed from the leading or trailing edge of a rectangular gate by applying the 
gate to an RLC peaking circuit. The basic RLC circuits are shown in Fig. 10.5. 
For the circuit of Fig. 10.5a, where the LC circuit is driven by a voltage generator 
having an internal resistance R, the output voltage eo is given by Eq. (10.3) when the 
input is a positive step. 

eo 2re-fwnt . - ~2 
-A = -v1-- sm ( v 1 - r· Wnt) 

1 - r2 

where A = amplitude of generator voltage step 

d . t· -vL/C r = ampmg ra 10 = 2R 
1 

Wn = -yLC 

(10.3) 

Equation (10.3) is plotted in Fig. 10.6 for various values of the damping ratio r. 
Increasing the damping increases the peak pulse amplitude and lengthens the pulse. 
Increasing wn decreases the pulse width. A negative-voltage step input will produce 
an output identical to that of Eq. (10.3) and Fig. 10.6 except that the polarity of the 
output will be negative. 

0,9 

0.8 t-+-l--'-",,---"'l~--f,----f----+----+------t 

0.7 

0.6 t-t+-H~ ...... ~CT-1----'~-fr---f--=--...:c---+----+------t 

0.5 -~--I 

eo 0.4 ttH,H--f---~........,"'4.---1r--~----i----1-----1 

A 

O.t __,.--t-----tr--~~,----"~--="""""==-t----t----1 

or,----r-,~~::::::r::::::~~ 
3/wn 4/wn 
t IN SECONDS 

Frn. 10.6. Output waveform of RLC peaking circuit of Fig. 10.5a for a positive-voltage step 
input of amplitude A. 

When a positive-current step input is applied to an RLC circuit as shown in Fig. 
10.5b, the output voltage eo is given by 

A -vL/C 

e-fw,.t - ;--
-;--Sin (V 1 - r2 Wnt) 
V 1 - r2 

where rand wn have the same values as in Eq. (10.3). 

(10.4) 

Equation (10.4) is plotted in Fig. 10.7 for various values of the damping ratio r. 
When r is equal to unity, the circuit is critically damped and the pulse has no over­
shoot. Smaller values of damping increase the peak pulse amplitude and narrow 
the pulse length. However, the overshoot increases as the damping is decreased. 
The overshoot can be reduced to a negligible value by connecting across the RLC 
circuit a diode which conducts when the output voltage reverses polarity. 
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In either RLC circuit, the resonant frequency wn should be high to provide a fast 

pulse rise time. In Fig. 10.5a, the ratio L/C should be as large as possible so that 

0.8 

0.6 

0,4 

~ 0.2 
~ 
~ 

0 

-0.2 

3/flln 4/wn 
f IN SECONDS 

Frn. 10.7. Output waveform of RLC peaking circuit of Fig. 10.5b for a positive-current step 
of amplitude A. 

the desired value of damping can be obtained with a reasonable value of source 
resistance. The ratio L/C should be small for the current-generator circuit of Fig. 
10.5b to achieve the highest possible 
output-voltage amplitude. +Ebb=IOOV 

Example 10.2 

Design an RLC peaking circuit to produce 
a negative pulse having a rise time of 0.1 
µ.sec when driven from the plate of a 5840 
pentode having a plate supply of 100 volts 
and a 10-volt positive gate applied to the 
grid. The tube can be considered a con-

I ..... ~,_-::.-::.~.:.-::.-::.-::.-::.-::.~-::.-::.-::.t:-stant current source. _J o---j 

Solution 

1. General circuit considerations. 
For maximum pulse amplitude, the damp­

ing ratio should be low and a damping diode 
should be incorporated to minimize the 

-8 VOLTS 

C 

overshoot. The circuit is shown in Fig. Frn. 10.8. Circuit of RLC peaking circuit 
10.8. Assume that a 5829 subminiature for Example 10.2. 
diode is used as the damping diode. 

2. Determine C. 
For a fast rise time, C should be as small as possible. The minimum value of C is 

determined by 
Crain = Co +Gp+ CL+ c. 

where C0 = output capacitance of Vl 
= 3.4 µµf 

Gp = capacitance of diode V2 from plate to all other electrodes 
= 2.6 µµf 

CL = distributed capacitance of inductance L 
Ca = socket and stray circuit capacitance 
~ 5 µµf 



10-6 ELECTRONIC DESIGNERS' HANDBOOK 

Therefore 
Cmin = 11 p,p,f + CL 

3. Determine the resonant frequency wn. 
Assume a minimum damping ratio r equal to 0.2. From Fig. 10.7 a rise time T equal to 

0.1 µsec between the 10 per cent and 90 per cent points of the pulse amplitude requires that 

or 
4. Determine L. 

O.l X 10_ 6 = 0.96 - 0.08 
Wn 

0.88 
Wn 0.1 X 10-s 

= 8.8 X 106 radians/sec 
In = 1.4 Mc/sec 

Lis determined on the basis of the required resonant frequency w,. and the capacitance 
Crmn• However, Cmin is effected by the distributed capacitance of the inductance L. 
Therefore, determine L on the basis of zero distributed capacitance and then make a cor­
rection for C'min on the basis of the expected capacitance for the determined value of 
inductance. 

L=-1-
wn2Cmin 

1 
(8.8 X 106) 2 X 11 X 10-12 

1 

77 .4 X 1012 X 11 X 10-12 

= 1.175 mh 

The distributed capacitance of a coil of this size is about 10 µµf. Therefore, assume Cmin 
to be equal to 20 µµf. Based on this corrected value of Cmin, the required value of L is 
equal to 646 µh. The exact value of L should be established experimentally. 

5. Determine the maximum plate current and the value of Rk. 
Since the maximum plate dissipation rating is 1.1 watts, 

1.1 
lb(max) = lOO 

= llma 

Therefore, from Fig. 10.9, it can be seen that the smallest value of grid bias is limited to 
approximately - 1.0 volts. Self-bias protection for the tube can be obtained by making 
·the value of Rk such that the grid-cathode bias is -1 volt when the grid voltage is 0 volts. 
The required value of Rk is given by 

1.0 

1.0 
10.6 X 10-3 + 3.4 X 10-a 

= 71.5 ohms 

The maximum amplitude of the gate applied to the grid of Vl is clamped at ground 
potential by utilizing the other half of the diode V2 as shown in Fig. 10.8. The fixed bias 
of -8 volts as shown in Fig. 10.8 will keep VI cut off in the absence of the positive gate and 
will ensure that the grid-cathode voltage reaches approximately 0 volts when the 10-volt 
gate is applied. 

6. Determine the value of the damping resistor R. 
From Eq. (10.3) 

R VL/C 
=2r 

V 6_4_6_X_1_0 ___ 
6
_/_(2_0_X_l_O ___ . 1-2) 

2 X 0.2 
= 14,200 ohms 



~ 
ffi 

17.5 

15.0 

12.5 

a. 
2 
~ 10.0 
j 
~ 

~ 

~ 7.5 
~ 
a: 
a: 
;:) 
u 

5.0 

2.5 

TRIGGER CIRCUITS 10-7 

_!------ I I 

SCREEN CURRENT - - - -

\ / Et = 6. 3 VOLTS 

\ V 
Ec2 = 100 VOLTS 

\/ 0.5 

~ -
\Xi 

V 
CONTROL GRID VOL TS= 1.0 

~ 
/ 
lc2 -1.5 
' A' ~ )( ' , .... 

-- 0 
-2.0 , ....... --- - _L 

~><::".::fo ---- .. !.cJ:..--:!!:.5- --- -- - -2.5 --
~:;!-5 - ·- -----------~--- i------ -3.0 

~-- - ·--- ----- .... -3.5 

I-. ·- -4.0 
5.0 

25 50 75 100 125 150 175 200 225 
PLATE VOLTS 

Fm. 10.9. Plate characteristics for 5840 pentode. 

7. Determine the peak amplitude of the pulse. 
From Fig. 10.7 and r = 0.2, 

eo(max) = O. 76 
AVL/C 

at t = 1.4/wn 

Therefore, 

✓646 X 10-5 

eo(max) = 0.76 X 10.6 X 10-s X 
20 

X 
10

- 12 

= 45.8 volts 

8. Determine the width of the pulse at the half-amplitude level. 
From Fig. 10. 7 

2.52 - 0.43 
T = 

Wn 

2.09 

8.8 X 10 6 

= 0.238 µsec 

10.4. Blocking Oscillators. A blocking oscillator is a transformer-coupled oscilla­
tor having a broadband feedback path. Such a circuit is capable of producing large 
amplitude pulses having widths of approximately 0.1 to 25 µsec. 

Blocking oscillators can be either monostable, in which a triggering signal is required 
to initiate the pulse generation, or astable, in which the circuit is free-running and 
produces pulses at a fixed repetition frequency. A blocking-oscillator circuit possesses 
the desirable characteristic of having the tube nonconducting except during the 
period of pulse generation, thus allowing high-peak power output at a low value of 
average power. 
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The basic circuit of a blocking oscillator is shown in Fig. 10.10. The transformer 
primary is in the plate circuit, and the transformer secondary is coupled into the grid 
circuit in such a manner that increasing plate current causes a positive voltage to be 
applied to the grid. As a result of this positive feedback, an initiating trigger which 
causes plate current to flow in Vl will cause the plate current and grid voltage to 
increase rapidly until the grid is driven 
considerably positive. When equilibrium 
has been reached, the grid voltage, grid 
current, and plate voltage remain essen­
tially constant. As is later discussed, the Ebb 

plate current increases with time be­
cause of increasing transformer magnetiz-
ing current, resulting in a slight decrease 

• 

l-=-Cc 

~c = 
Fm. 10.10. Basic circuit of a 
blocking oscillator. 

Ecc 

Fm. 10.11. Typical waveforms for an 
asta ble blocking oscillator. 

in the grid voltage. This action continues until the grid voltage cannot support the 
increased plate current. When this point is reached, the plate current and grid voltage 
decrease rapidly in a regenerative manner until the tube is cut off. Typical plate 
and grid current and voltage waveforms are shown in Fig. 10.11. 

Transformers used in blocking oscillators must be capable of passing the band of 
frequencies required to achieve the desired pulse shape. The high-frequency response 
determines the maximum pulse rise and fall rates, and the low-frequency response 
determines the maximum pulse length. The desirable characteristics of a blocking­
oscillator pulse transformer are: 

1. Low leakage inductance 
2. Low winding capacitances 
3. High open-circuit inductance (determined by requirements of pulse length) 
4. High core permeability 

For greater detail on pulse-transformer design, see Sec. 14.7. 
The desired turns ratio between primary and secondary is a function of the tube 

type and the choice between maximum tube plate current and maximum plate-voltage 
swing. Maximum plate current is obtained when the plate resistance reflected to the 
grid circuit is equal to the grid resistance at the top of the pulse. Turns ratios from 
1 : 1 to 3 : 1 are commonly used. 

The path of operation of the tube in a blocking-oscillator circuit is very difficult to 
describe accurately because of the effects of circuit capacitances, transformer leakage 
inductance, and the lack of tube characteristics covering the operation of the tube 
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at high grid voltages and currents. As a result, the design of a blocking oscillator 
having certain prescribed characteristics is normally based on empirical data, and 
the exact pulse widths, rise times, and amplitudes are determined experimentally. 
However, a number of general considerations in the design of blocking oscillators 
are very useful in determining the initial choice of tube type, transformer, and RC 
network. 

By making several simplifying assumptions, the approximate path of operation of a 
typical blocking oscillator can be described to illustrate the factors determining pulse 
amplitude and pulse width. With reference to the circuit shown in Fig. 10.12a, 
let it be assumed that Cc is charged to a potential of -50 volts at quiescence and that 
Cc is large enough that this potential does not change during the pulse. At the 
initiation of the pulse by an input trigger, the magnetizing current is zero. There­
fore, if it is assumed that the rise time is zero, the initial plate current, as modified 
by the transformer turns ratio, flows entirely through the static grid resistance Ru. 

Re 
IOOK 

-50V 

+IOOV 

(al CIRCUIT OF A BLOCKING 
OSCILLATOR 

6RIO 

Rg ec 

'-------ii-:-...... ---oj_ 
CATHODE 

(p) EQUIVALENT GRID CIRCUIT, GRID CONDUCTING 

Frn. 10.12. Typical blocking-oscillator circuit. 

+ Rp 

Ebb-=- Lp II 
- WHERE /m=f/; 

(Cl EQUIVALENT PLATE 
CIRCUIT WHEN GRID 
CURRENT IS ZERO 

The approximate equivalent circuit referred to the grid when the grid is conducting, 
neglecting shunt capacitances and leakage inductance, is given in Fig. 10.12b. The 
open-circuit transformer primary inductance is designated as Lp. The initial regen­
erative action is terminated when Eqs. (10.5) and (10.6) are satisfied. 

ic = Nib 

Ebb= e _ E + !!!!. 
N C C N 

. turns in plate winding 
where N = transformer turns ratio = t • 'd . d' urns m gn wm mg 

ib = instantaneous plate current 
ic = instantaneous grid current 
ec = instantaneous grid-to-ground voltage 

= icRo 
Ru = static grid resistance 

eb = instantaneous plate-to-ground voltage 
= ibRp 

(10.5) 

(10.6) 

RP = static plate resistance 
Ebb = plate supply voltage 
Ee = capacitor voltage 

For the circuit shown in Fig. 10.12a, the dotted line DABC in Fig. 10.13 shows the 
locus of all points satisfying Eq. (10.6), i.e., all points at which the sum of the grid 
and plate voltages is equal to 50 volts. The grid current curve for a control grid bias of 
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+30.6 volts labeled X intersects the DABC line at point A and satisfies both Eqs. 
(10.5) and (10.6) at point A. It should not be inferred that either the curve X or the 
line DABC describes the path on the tube characteristic for the leading edge of the 
pulse. Instead, they are used only to establish the operating point at the termination 
of the initial regenerative action. Assuming zero rise time, the magnetizing current im 
begins to flow when point A is reached and increases essentially linearly with time 
(initial slope of an exponential curve) and causes the plate current to increase to a 
value above that satisfying Eq. (10.5). The increasing plate current causes eb to 
rise slightly because of the increased voltage drop across the tube and causes ec to 

(I) 100 
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Frn. 10.13. Path of operation of a typical blocking oscillator. 

120 

decrease because of transformer action until point B is reached in Fig. 10.13. Prior 
to reaching point B, the grid is in the saturated region, consequently the transformer 
action is not regenerative. At point B the grid is no longer in the saturated grid 
region and the circuit becomes regenerative. As a result, the plate current is cut off 
and the circuit is restored to the quiescent condition. During the interval between 
points A and B, the plate voltage increased by approximately 2 volts; therefore, the 
grid voltage decreased by approximately the same ainount. The associated plate 
current increase is 10 ma, and from the grid current curves, the grid current decrease 
is approximately 12 ma. The total magnetizing current is, therefore, 22 ma at the 
end of the pulse. The time required for the operating point to shift from point A 
to point B establishes the pulse width rand is approximately given by 

(10.7) 
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where -r = pulse width, sec 

E = average voltage across pulse transformer primary in interval in which 
operating point moves from point A to point B 

im<max) = magnetizing current at point B 
At the instant the grid stops conducting in the regenerative shutoff phase, the plate 

current then consists only of the magnetizing current and the equivalent circuit is 
that shown in Fig. 10.12c. In the final regenerative shutoff phase, the magnetizing 
current through the tube is cut off. This induces a large positive and a large negative 
voltage in the plate and grid circuits, respectively. These waveforms are shown at the 
end of the pulse in Fig. 10.11. The plate voltage has an exponential decay with a 
time constant td equal to 

(10.8) 

where R = total shunt resistance across Lp when tube is cut off, e.g., transformer-core 
loss resistance and any resistive loading across primary and secondary 
windings all referred to primary winding 

The reverse voltage swing at the end of the pulse is approximately equal to the 
amplitude of the plate-voltage swing during the pulse in most blocking oscillators. 
The shunt capacitance across the transformer resonates with the transformer induct­
ance and produces a damped oscillation which is superimposed on the exponential 
decay of the reverse swing as shown in Fig. 10.11. The oscillation is not present 
during the pulse because of the heavy damping across the transformer by the grid 
and plate resistances. Neglecting the shunt capacitances and the leakage inductance, 
the generation of the pulse in accordance with the action just described is illustrated 
in idealized form in Fig. 10.14. 

In conventional blocking oscillators using medium µ triodes with approximately 
250 to 300 plate volts, the grid is driven much more positive during the pulse than 
indicated in the preceding example and the plate current during the pulse may reach 
1 amp or more. Although the oxide-coated cathodes of such tubes are capable of 
supplying such peak currents, the average current rating of the tube must not be 
exceeded if normal tube life is desired. Average grid and plate power dissipations 
must also be kept within the ratings of the tube used. 

Medium-µ triodes are, in general, well suited for use in blocking oscillators. For 
example, the 5687 triode operates very satisfactorily in blocking-oscillator circuits. 
With a plate supply voltage of +250 volts, it is capable of producing peak pulse 
currents of over 1 amp with a 1: t turns ratio pulse transformer. 

Peak currents in tetrode and pentode blocking oscillators are considerably less 
than for triodes having the same dissipation ratings and which utilize the same supply 
voltage. Triode-connected beam tetrodes are sometimes used in higher-power block­
ing oscillators because of their high plate dissipation capabilities. 

In the previously discussed example, the capacitor in the grid circuit was assumed 
to be large enough that its potential did not change appreciably during the pulse. 
If the value of this capacitor is reduced sufficiently, the negative potential across the 
capacitor is increased by the tube grid current during the pulse, and Ee in Eq. (10.6) 
increases as a function of time. As a resl'llt, the plate current does not increase 
as far as point Bin Fig. 10.13 before the regenerative cycle which ends the pulse occurs. 
Thus, Cc determines the reduction of the pulse length from the limit set by the trans­
former, and, as previously discussed, the open-circuit inductance of the transformer 
determines the maximum length of the pulse. The charge accumulated on Cc during 
the pulse discharges through Re after the end of the pulse. This exponentially decay­
ing voltage which has a time constant equal to RcCc adds to the grid reverse swing 
voltage to give the complete grid-cathode voltage at the end of the pulse. This can 
be seen in Fig. 10.11 by noting the differences in plate and grid waveforms. 
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If Re is returned to ground instead of to a negative supply voltage, the voltage 
developed across Cc by the grid current during one pulse will prevent the tube from 
conducting again until the voltage across Cc becomes equal to the tube cutoff bias Eco• 
Astable blocking oscillators are biased in this manner. The time interval between 
pulses is determined by the voltage developed across Cc during the pulse and the dis­
charge time constant ReCe. When a value of Cc has been found which gives the 
desired pulse length, the pulse repetition frequency is adjusted by the selection of Re. 
Because the grid voltage is increasing relatively slowly at the instant cutoff bias is 
reached, the initial rate of increase of current through the transformer plate winding 
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FrG. 10.14. Idealized waveform of blocking oscillator described in Figs. 10.12 and 10.13. 

is low, and consequently the voltage initially developed across the transformer sec­
ondary is also low. As a result, the regenerative action driving the grid into conduc­
tion builds up relatively slowly and the rise time of the output pulse may be several 
tenths of a microsecond. However, if the blocking oscillator is triggered by a high­
amplitude pulse having a short rise time, the grid will be driven positive very rapidly 
and the build-up of the regenerative action will be very fast. For these conditions, 
the output pulse will have a rise time very close to that of the initiating trigger. 

Monostable blocking oscillators can be triggered by introducing a negative trigger 
across the plate winding of the transformer or by adding a positive trigger in series 
with the grid winding. These methods are illustrated in Fig. 10.15a and b, respec­
tively. It is usually desirable to incorporate a separate trigger tube to minimize the 
interference of the blocking oscillator on the trigger source. 

In the parallel triggering circuit, the plate of the trigger tube can be connected to a 
third winding on the transformer with the same polarity as the plate winding, or 
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it can be connected to the plate of the blocking oscillator. The quiescent current 
through the trigger tube should be zero or as small as possible to minimize the possi­
bility of transformer core saturation. 

In the series triggering circuit, the reverse swing across the grid winding of the 
transformer at the end of the pulse can cause circuit difficulties in the triggering stage 
if a cathode follower is used, and therefore a damping diode is desirable. For this 
reason, parallel triggering is preferable. 

In addition to the waveforms available at the plate and grid of the blocking oscilla­
tor, additional outputs can be obtained from auxiliary windings on the transformer 
or from small resistances in series between the transformer plate winding and the 
supply voltage or between the cathode and ground. Typical resistance values are 
50 to 250 ohms, and pulse amplitudes of 50 to 100 volts are obtainable by this method. 
These waveforms are derived from the plate current through the tube and, therefore, 
possess the advantage of not having any reverse swing. When a series cathode 
resistor is used, Cc should be returned to the cathode of the tube rather than to ground. 
This allows the blocking oscillator to operate without cathode degeneration. Return­
ing Cc to the cathode is commonly referred to as bootstrapping. It allows the use of 
the minimum value of Cc for a given pulse length. 

Several typical blocking-oscillator-circuit configurations are shown in Fig. 10.16. 

1'_ Cc 

INPUT °'1 
Tllt6GER 
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Frn. 10.17. Thyratron pulse-generator circuits. 

10.6. Thyratron Pulse Generators. In many applications it is desirable to generate 
a pulse having a time duration which can be held to close tolerances without adjust­
ment. One way in which this can be readily accomplished is by the use of a delay line 
(see Sec. 20.8) to establish the pulse duration. 

Although delay lines can be used in many circuits to establish the duration of a 
pulse or a gate, e.g., in a blocking oscillator, the most common circuit is that of Fig. ~-f~ -1 l l r ;-.-"' -10.17a. The delay line can be either a 

lumped-constant or a distributed trans­
mission line of sufficient length to provide 
the desired time delay. The charac­
teristic impedance Zo of the line is made 
equal to the load resistance RL. The 
line has an open-circuit termination. 
When the thyratron is cut off, the shunt 

FIG. 10.18. Equivalent circuit for discharge 
of delay line. capacitances of the delay line are charged 

to Ebb· When an input trigger is applied 
to the grid of the thyratron, the gas in the tube ionizes and the plate potential drops 
very rapidly to a typical value in the order of 10 volts for most thyratrons. The 
thyratron acts as a very low resistance switch and connects the delay line directly 
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to the load resistance RL, The equivalent discharge circuit is given in Fig. 10.18, 
assuming that Rb» RL and that the resistance of the fired thyratron is zero. The 
voltage ed at the terminals of the delay line is given by 

(10.9) 

for nr < t < (n + l)r 
where I' = reflection coefficient when delay line is connected to load RL 

RL - Zo 
RL + Zo 

t = time from instant thyratron is ionized, connecting delay line across load RL 
n = multiple of the two-way delay time of the delay line (0 or any integer) 

N 1. 't (RL - Zo)o l 
OTE: 1m1 R + Z = 

R1;--+Zo L o 

r = two-way delay time of delay line 
Voltage and current waveforms for the delay line are given in Fig. 10.19 for RL greater 
than Zo, RL equal to Zo, and RL less than Zo, A single output pulse is generated when 
the load resistance is exactly equal to the characteristic impedance of the delay line. 
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FIG. 10.19. Waveforms at delay-line terminals. 



10-16 ELECTRONIC DESIGNERS' HANDBOOK 

When the load resistance is lower than the line impedance, a series of alternately 
positive and negative pulses are generated as shown in Fig. 10.19 provided the thy­
ratron continues to conduct after the end of the first positive pulse. However, 
the negative plate potential of the thyratron at the end of the first pulse initiates: 
the deionization of the gas in the thyratron and aids ion cleanup in the tube. The 
amplitudes of the succeeding positive pulses then become a function of the deionization 
time and grid control characteristics of the thyratron and the pulse length. When RL 
is greater than Zo, a number of pulses of decaying amplitude occur after the first 
pulse. Since the plate potential does not become negative after the first pulse, the 
thyratron continues to conduct until a sufficient number of pulses have occurred to 
lower the plate potential to the deionization point. This type of operation is ordi­
narily avoided. If a positive output pulse is desired, RL can be placed between the 
thyratron cathode and ground. 

SWITCH CLOSES WHEN 
THYRATRON DEIONIZES Ebb 
I 

I 
I FrT I T: TWO WAY DELAY TIME 
I 
I 

(Ol [QUIVALENT ~IRCUIT 
r 2T 3T 4T 5T 6T 7T ar 

nr~ 
(bl TYPICAL CHARGING WAVEFORM 

Frn. 10.20. Charging of delay line between pulses. 

The minimum interval between successive pulses is determined by the time required 
for the delay line to be recharged to the supply voltage after the thyratron has 
deionized. The equivalent circuit for the charging of the delay line is given in Fig. 
10.20a, and a typical charging waveform is shown in Fig. 10.20b. The equation for 
the charging of the delay line is given by 

ed = Ebb (1 Rb + RL rn) 
- Rb+ RL + Zo 

for nT < t < (n + l)T 
where r = reflection coefficient 

Rb+ RL - Zo 
Rb+ RL + Zo 

Rb = plate-load resistance of thyratron 
Zo = characteristic impedance of delay line 

T = two-way delay time of line, sec 
n = multiple of the two-way delay time of the delay line 
t = time in seconds from instant thyratron is deionized 

(10.10) 

In most thyratron pulse generators of this type, the duty cycle of the pulse generator 
is made approximately 0.01 or less. When this condition exists, Rb is much larger 
than either RL or Zo and the term (Rb+ RL)/(Rb + RL + Zo) in Eq. (10.10) can be 
assumed to be equal to unity. 

The circuit of Fig. 10.17b is widely used as a pulse modulator for magnetrons. It 
differs from the basic circuit of Fig. 10.17 a in that an inductance is used between 
the supply voltage and the delay line to provide a resonant charging circuit to allow 
the delay line to be charged to twice the supply voltage. Also a pulse transformer 
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is used to provide a voltage step-up to the magnetron and to isolate the modulator 
from the magnetron. 1 

Example 10.3 

Design a thyratron pulse generator to supply a positive 0.5-µsec pulse having an ampli­
tude of 100 volts when connected to a 100-ohm load and capable of being triggered at a 
maximum prf of 2,000 pulses/sec. 

Solution 

1. Determine the basic circuit. 
Since a positive output pulse is desired, RL is placed in the cathode circuit of the thyratron 

of Fig. 10.17 a. 
2. Determine the characteristic impedance Zo of the delay line. 
This should equal the load impedance to produce a single output pulse as indicated in 

Fig. 10.19. Therefore, Zo = RL = 100 ohms. 
3. Determine the plate supply voltage. 
The voltage to which the delay line is charged should be twice the desired output voltage 

plus twice the voltage drop across the thyratron when ionized. Assuming a 10-volt drop 
across the thyratron, the delay-line voltage should be 220 volts. If there is insufficient 
time between pulses for the delay line to be recharged to the full supply voltage, the supply 
voltage should be increased by the amount required to allow the delay-line voltage to be 
220 volts at the instant each pulse occurs. Therefore, make the supply voltage +250 
volts to allow for incomplete charging between pulses. 

4. Determine the thyratron to be used. 
The thyratron must have a peak current rating of 1.0 amp and a deionization time suffi­

ciently less than the desired 500-µ.sec interpulse period to allow the delay line to be recharged 
to the full supply voltage in the remaining portion of the interpulse period. 

A suitable tube is the 2050 tetrode. It has a peak current rating of 1.0 amp and a mini­
mum deionization time of approximately 50 µ.sec, The tube voltage drop when ionized is 
approximately 8 volts. 

5. Determine the value of the charging resistor Rb, 
The delay line must be recharged from O to 220 volts in 500 µ.sec minus the tube deioniza­

tion time, or approximately 450 µsec. 
Using Eq. (10.10) 

or 
220 = 250(1 - I'") 
rn = 0.12 

where n = number of two-way delay periods of delay line in 450 µ.sec 
= 900 

Therefore r = o.99765 

Since RL is in the cathode circuit, 

r Rb - Zo 
=Rb+ Zo 

Rb - 100 
Rb+ 100 

0.00235Rb = 199.765 
Rb = 85,000 ohms 

If Rb is made smaller than 85,000 ohms, the delay line will charge more closely to +250 volts 
in the interpulse period. 

6. Determine the value of the grid resistor Re and the grid bias voltage Ee, 
Deionization of the thyratron is speeded up by a negative grid voltage since the remain­

ing positive ions in the gas will be attracted to the grid. The positive ions thus collected 
constitute a current flow in the grid circuit, resulting in a positive bias across any grid-cir­
cuit resistance. Deionization is, therefore, hastened by having as low a value of grid­
circuit resistance as possible and by returning the grid resistor to a high negative voltage. 

1 For an analysis of this type of charging circuit, see G. N. Glasoe and J. V. Lebacqz, 
"Pulse Generators," vol. 5, Radiation Laboratory Series, McGraw-Hill Book Company, 
Inc., New York, 1949. 
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The maximum grid bias is determined by the available trigger pulse amplitude and the 
requirement that the grid be raised above the critical value for ignition of the tube when the 
input trigger is applied. For a plate voltage of +220 volts and with the shield grid 

Eob=+2S0V 
ON£ WAY 0£LAY= 

~ a2s MICROSECONDS 
8SK Zo=IOO OHMS 

.l\_ 
SO VOLTS 
PEAK AMPLITUDE 

= 
Ecc=-ISOV 

Frn. 10.21. Complete circuit of the thyratron pulse generator for Example 10.3. 

grounded, the critical grid voltage is -2.3 volts. The grid-circuit resistance should be 
1,000 ohms or less if the deionization time of 50 µsec is to be achieved for the 2050 thy­
ratron. The complete circuit is shown in Fig. 10.21. 
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11.1. Sawtooth Generators. A sawtooth generator is desirable whenever a linearly 
changing voltage is required. For example, sawtooth-voltage generators are used 
(1) in oscilloscopes and synchroscopes to horizontally deflect the electron beam at a 

,o l+----+---+----4----+-----1 

4 5 
t/T 

t/T eo in % of E t/T eo in % of E 

0.01 0.995 1.4 75.34 
0.02 1.98 1.6 79.81 
0.03 2.96 1.8 83.47 
0.04 3.92 2.0 86.47 
0.05 4.88 2.2 88.92 
0.06 5.82 2.4 90.93 
0.07 6.76 2.6 92.57 
0.08 7.69 2.8 93.92 
0.09 8.61 3.0 95.02 
0.10 9.52 3.2 95.92 
0.20 18.13 3.4 96.66 
0.30 25.92 3.6 97.27 
0.40 32.97 3.8 97.76 
0.50 39.35 4.0 98.17 
0.60 45.12 4.2 98.50 
0.70 50.34 4.4 98.77 
0.80 .55.07 4.6 98.99 
0.90 59.34 4.8 99.18 
1.0 63.21 5.0 99.33 
1.2 69.88 

uniform speed and (2) to produce a sweep­
frequency generator by applying a saw­
tooth voltage to a signal generator whose 
output frequency is a function of the 
input sawtooth voltage. Sawtooth gen­
erators can be either free-running or 
driven. 

A free-running sawtooth generator pro­
duces a series of sawtooth waveforms. 
The repetition frequency is normally 
determined entirely by the sawtooth~ 
generator circuit values; however, it is 
usually possible to increase the repetition 
frequency somewhat by introducing a 
synchronizing signal from an external 
source. The synchronizing signal need 
not occur at the sawtooth frequency but 
may be at a harmonic frequency. 

A driven sawtooth generator produces 
a single sawtooth waveform whenever 
driven from an external source such as a 
trigger or gate generator. The desired 
result is an individual sawtooth generated 
for each trigger or gate input. 

In the most common type of sawtooth 
generator, the sawtooth is created as a 
result of a capacitor charging or dis­
charging through a resistor. In Fig. 11.1 
is a simple RC circuit and the associated 
charging voltage across the capacitor. 
The time constant T is given by Eq. 
(11.1) 

T = RC (11.1) 

where T is in seconds, R is in megohms, 
FIG. 11.1. Plot of the voltage appearing C is in microfarads. 
across capacitor C as a function of time. 

The voltage appearing across the capa-
citor is relatively linear for a length of time equivalent to about O.lT or less. For 
this reason the time constant of most RC charging networks in sawtooth generators 
is made equal to about 10 times the duration of the desired sawtooth. 

The instantaneous voltage across Cat any time t can be determined from Eq. (11.2) 
if the accuracy with which Fig. 11.1 can be read is not considered adequate or if the 
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particular value has not been tabulated in Fig. 11.1. 

eo = E(l - E-tJT) 

where eo = instantaneous voltage across Cat time t 
E = source voltage 
t = time in seconds from initiation of sawtooth 

T = time constant of network, sec 

11-3 

(11.2) 

11.la. Free-running Sawtooth Generators. In a free-running sawtooth generator, 
a finite time interval is required between recurrent sawtooth waveforms for the 
recovery of the circuit. In most applications there is a requirement for maximizing 
the ratio of the sawtooth time interval to the recovery interval. In general, per­
formance ratios of 10: 1 or 20: 1 are considered satisfactory. To illustrate how the 
deionization period of a gas tube limits the maximum usable frequency at which it 
might be used, consider the case where a minimum performance ratio of 10: 1 is 
acceptable. If the gas tube is assumed to have a deionization time t2 of 50 µaec, 
the sawtooth must have a length t1 of at least 500 µsec to achieve the desired ratio of 
10: 1. The maximum frequency !max at which this particular sawtooth generator 
will function acceptably can then be determined as follows: 

1 
fmax = t1 + t2 

1 
500 X 10-6 + 50 X 10-5 

= 1,818 cycles 

Using vacuum tubes, special types of free-running multivibrators can be made to 
have a recovery period equal to or less than 1 µaec. In this manner, a free-running 
multivibrator can be designed to operate at 100 kc or higher and still retain the 
desired 10: 1 performance ratio. 

The adjustment of the sawtooth-generator circuit values plus the introduction of a 
synchronizing signal make it possible to synchronize the frequency of the sawtooth 
generator to either the synchronizing 
signal or a subharmonic of the synchro­
nizing signal. In the case of an oscillo­
scope, the sawtooth generator must be 
synchronized to either the frequency or 
a subharmonic of the frequency being 
observed on the oscilloscope to allow a 
stable or nonjittery presentation. 

1. Gas Tube as a Free-running Saw­
tooth Generator. Shown in Fig. 11.2 is a 
free-running sawtooth generator which 
uses a gas tube. The input circuit is 
used to synchronize the free-running 
sawtooth generator to an external signal. 
This particular sawtooth generator and 

..-1..,;1/\ 

._____,.__l 
synchronizing circuit combination is fre- Frn. 11.2. Gas tube used as a free-running 
quently employed in commercial oscillo- sawtooth generator with associated syn-

chronizing circuit. 
scopes to generate the voltage for hori-
zontally deflecting the electron beam. The frequency of the sawtooth is dependent 
on Ebb, the time constant R&Cs, and both the ionizing and ionized voltages of the gas 
tube. After the supply voltage is first turned on, the voltage appearing across Cs 
and V2 increases toward the supply voltage because of the charging of Ca through R6, 
The voltage across C3 continues to increase until it reaches the critical value EF at 
which the gas tube ionizes. This value is determined by the type of tube and the 
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amount of bias. During the interval in which the gas tube conducts, Ca discharges, 
and its terminal voltage is reduced to the gas-tube regulating voltage ER. 

The firing or ionizing voltage EF of a typical biased gas tube might be 150 volts, 
and the ionized voltage ER might be 15 volts. As soon as the tube has discharged Ca 
to this new voltage, it deionizes, since Rs has been made large enough to reduce the 
plate current flow to a value smaller than that required to maintain ionization. As 
soon as the tube is deionized, Ca again starts to charge toward Ebb· As soon as the 
tube ionization voltage is reached, the tube again conducts, Ca is again discharged 
to a very low voltage, etc. Grid resistor R5 is used to prevent excessive grid current 
when the tube ionizes. Frequently a resistor is placed in series with Ca, The value 
of this resistor is chosen to limit the peak current through the gas tube. 

This type of circuit can easily be synchronized to an external signal or to a sub­
harmonic of some higher-frequency signal if the synchronizing signal is coupled into 
the grid circuit. The circuit shown in Fig. 11.2 illustrates a typical synchronizing 
circuit and the method by which either polarity of the synchronizing signal can be 
injected into the grid circuit of the sawtooth generator. 

In Fig. 11.1, the value of E for establishing the generated sawtooth characteristics 
is equal to the difference between Ebb and the voltage to ground existing at the plate 
of V2 when ionized. The peak amplitude of the sawtooth is equal to EF - ER, and 
if this quantity is expressed as a percentage of E, the value of t/T can be determined 
from Fig. 11.1. The length t of the sawtooth can then be calculated since the time 
constant RsCa is equal to T. The linearity of the sawtooth is not affected as the time 
constant RsCa is varied. This time constant affects the frequency only. 

The maximum frequency of the typical free-running gas-tube sawtooth generator 
is about 20 to 25 kc. This upper frequency is limited by the gas-tube deionization 
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time. At the maximum operating fre­
quencies, the major portion of each cycle 
is required for deionization. This results 
in a very low performance ratio and, 
consequently, limits the usefulness of the 
generated waveform. 

2. Free-running Sawtooth Generators 
Using Vacuum Tubes. In general, a 
free-running sawtooth generator employ­
ing vacuum tubes consists of an astable 
plate-coupled multivibrator which is used 
to "gate on" some form of sawtooth 
generator circuit. The sawtooth gener­
ator circuits shown in Figs. 11.6 through 
11.10 are in this category since they 
require an enabling gate. The operation 
of these sawtooth generators is discussed 

Fm. 11.3. Free-running multivibrator gate in Sec. 11.lc. The plate-coupled multi­
generator for enabling a sawtooth generator 
(see Figs. 11.6 through 11.10). vibrator shown in Fig. 11.3 and any one 

of the aforementioned sawtooth gener­
ators permit the generation of either free-running or externally synchronized sawtooth 
waveforms. The circuit shown in Fig. 11.3 is widely used in oscilloscopes and test 
equipment where a stable and easily synchronized circuit is required. It can easily be 
made to operate at frequencies as high as 60 kc with performance ratios as high as 
10: 1, i.e., a sawtooth duration ten times the recovery period. The duration t of the 
sawtooth is determined by the interval for which V2 conducts and can be determined 
as described in Sec. 8.5. The characteristics of the individual sawtooth waveforms 
can be established from the data in Sec. 11.lc. 
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11.1b. Sawtooth Generators Requiring a Driviny Trigger. The circuits shown in 

Figs. 11.4 and 11.5 generate a single sawtooth waveform for each input trigger. These 
circuits are members of a family of circuits which have one stable and one unstable 
position and are usually identified as either one-shot multivibrators or monostable 
multivibrators (see Secs. 8.3 and 8.4). 

1. Trigger-driven Positive. Sawtooth Generator. The basic one-shot multivibrator 
shown in Fig. 11.4 has been modified by the addition of C3• A positive trigger 
applied to the grid of Vl initiates the regenerative cycle which puts the triggered tube 
into conduction and drives the grid of V2 far beyond cut off. The first tube will 
remain in conduction until the negatively driven grid of V2 returns sufficiently posi­
tive, because of the changing charge on the coupling capacitor C2, to again cause plate 
current to flow in V2 and initiate the regenerative cycle which causes the circuit to 
restore itself to the quiescent condition. The duration of the gate is primarily a 
function of the bias on Vl and the time constant RsC2 and can be determined as 
described in Sec. 8.4. 

Fm. 11.4. One-shot multivibrator used as a 
positive sawtooth generator. 

GATE LEIVGTH C/Jb 
COIVTROL 

Ecc 
Fm. 11.5. One-shot multivibrator used as a 
negative sawtooth generator: 

The generated sawtooth waveform follows the typical RC charging curve shown in 
Fig. 11.1. For determining the output waveform of this particular circuit, the 
charging voltage E of Fig. 11.1 is equal to Ebb less the quiescent voltage at the pla.te 
of V2. The charging time constant Tis equal to R6Ca and should be made several 
times larger than the duration t of the sawtooth to obtain good linearity (see Fig. 11.1). 

2. Trigger-driven Negative Sawtooth Generator. The circuit shown in Fig. 11.5 
is a plate-coupled one-shot multivibrator which has been modified by the addition of 
Rs and Cs in the cathode circuit of V2. During quiescence, Vl is cut off and V2 i8 
conducting. The negative trigger applied to the grid of V2 initiates a regenerative 
cycle which drives V2 to cut off. After a period of time t, the charge on Ci will have 
changed sufficiently so that the voltage at the grid of V2 will no longer be beyond 
cut off and V2 will once again conduct. As soon as V2 starts to conduct, a regenera­
tive cycle restores the circuit to the quiescent condition. During quiescence, the 
product of the current through V2 and the value of Rs will establish the quiescent 
cathode voltage Ek of V2. Once V2 is cut off, C3 starts to discharge toward ground 
potential. With reference to Fig. 11.1, the value of E is equal to Ek and the time 
constant R 6C3 is equal to T. The duration t of the sawtooth is determined by the 
interval for which V2 is cut off. Details for calculating this interval are given in Sec. 
8.3. In the circuits shown in Figs. 11.4 and 11.5, the controls can be ganged SQ as to 
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maintain the amplitude of the sawtooth approximately constant as the gate duration 
is varied. 

11.1c. Sawtooth Generators Requiring an "Enabling Gate." Several types of driven 
sawtooth generators are shown in Figs. 11.6 to 11.10. Each of these sawtooth genera­
tors requires an enabling gate which initiates the start and determines the length of 
the generated sawtooth. In each instance the gate generating circuit must be trig­
gered by a master or control trigger. Sweep circuits in a synchroscope are controlled 
in this manner. 

The degree to which a driven sawtooth-generator circuit returns to the quiescent 
condition after each sawtooth and before the application of another enabling gate 
is a function of the period between gates. Since the slope of any given sawtooth is 
affected by the voltage across the charging circuit at the instant the enabling gate is 
applied, there exists a problem of producing identical sawtooth waveforms whenever 
the period before the enabling gates is varied. 

' 0 ',.A-A 
..Y:-1"--~~-~_L 
FIG. 11.6. Simple sawtooth gener­
ator. 

SLOP£ CONTROL 

FIG. 11.7. Negative sawtooth generator utiliz­
ing a pentode as a constant current charging 
source. 

Another consideration is the possibility of any irregularities in the enabling-gate 
waveform being fed through the grid-to-plate capacitance and consequently appearing 
on the generated sawtooth. This emphasizes the importance of minimizing any 
high-frequency components which might exist on the ideally flat portion of the gate. 
This problem becomes particularly aggravated when the plate-circuit capacitance to 
ground is small, as is usually the cases in those circuits which generate sawtooths 
having very large slopes. 

1. Simple Positive Sawtooth Generator. One of the simplest positive sawtooth 
generators is shown in Fig. 11.6. The quiescent voltage across Ci can be determined 
by establishing the plate voltage Ebo at which the d-c load line for the tube intersects 
the zero bias curve. Application of the negative enabling gate at the grid causes the 
plate current to be cut off. Ci starts to charge to the supply voltage Ebb· The slope 
of the sawtooth voltage which appears across Ci is a function of the time constant 
RiCi, the duration t of the gate, and the charging voltage E. E (see Fig. 11.1) is 
equal to the difference in voltage between Ebb and the quiescent plate voltage Ebo• 

The absolute value of the sawtooth voltage appearing across Ci can be established 
by adding Ebo to the signal voltage determined by utilizing the charging curve in 
Fig. 11.1. The larger the time constant RiCi with respect to the gate duration t, 
the more linear will be the resulting sawtooth. For most applications, it is sufficient 
to make this time constant equal to or greater than ten times the gate duration. The 
actual deviation from linearity can be approximated from Fig. 11.1 and can be 
established accurately from Eq. (11.2). 

To ensure that the tube does not conduct during the enabling gate, the time con­
stant RcCc should be several times longer than the gate or the gate must be of sufficient 
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amplitude that the changing charge on Cc during the gate does not permit the grid 
to return to the region where plate current flows. At the end of the enabling gate, 
the tube conducts and discharges C1 toward its initial value. The return of the charge 
on C1 to very nearly its initial value is not instantaneous. Consequently, sufficient 
recovery time must be allowed before another enabling gate is applied. The same 
considerations for recovery are applicable to the grid ciruit. In this case, very 
nearly all the charge acquired on Cc during the gate is discharged through the posi­
tively driven grid in a relatively short period immediately following the gate. 

2. Negative Sawtooth Generator. Vl and V2 of Fig. 11.7 are normally conducting. 
The generation of a negative sawtooth is initiated by the application of a negative 
enabling gate to the grid of Vl which cuts off the plate current through Vl. The 
magnitude of the gate appearing at the grid of Vl must be equal to or larger than the 
sum of the cutoff bias for Vl and the magnitude of the generated sawtooth waveform. 
When the gate cuts off Vl, V2 starts to discharge C1. As C1 discharges, the plate 
voltage on V2 decreases. The plate current, however, remains essentially constant 
because of the high dynamic plate resistance of V2 which is characteristic of a pentode. 
The slope of the resulting sawtooth is approximately equal to -i/C1 where i is the 
quiescent plate current. The same considerations for the values of Re and Cc appli­
cable to Fig. 11.6 apply here. The quiescent voltage Ebo across V2 is determined by 
assuming equal values of plate current for Vl and V2 and establishing from the 
tube characteristics the associated values of plate voltage. This problem is straight­
forward since both tubes are at zero bias. That value of plate current which causes 
the sum of the two plate voltages to be equal to Ebb is the quiescent plate current. 

3. Bootstrapped Sawtooth Generator. The bootstrapped sawtooth generator in 
Fig. 11.8 is capable of generating a very linear positive sawtooth. The application of 
the negative enabling gate at the grid of Vl causes plate current cutoff of Vl and as a 
result C1 starts to charge toward Ebb, As the voltage across C1 starts to increase, 
essentially the same voltage increase appears at the output of the cathode follower 
provided that the cathode-follower gain is near unity. Since the cathode-follower 
output is coupled to the top of R1 through C2, the signals appearing at each end of R1 
are very nearly identical. The magnitudes of these signals are not exactly the same 
only because the cathode follower does not have a gain of unity and because C2 slowly 
discharges during the gate. If these limitations did not exist, identical signals 
would appear at each end of R1 and the voltage drop across R1 would remain constant 
and equal to the quiescent voltage drop. A constant voltage drop across R1 during 
the gate would ensure a constant current flow through R1 into C1. If the current 
flowing into C1 is constant, the sawtooth waveform will be linear. The slope of the 
sawtooth waveform which appears across C1 under these conditions can be determined 
from Eq. (11.3). 

(11.3) 

where C1 is in farads and Ibo is the quiescent plate current through Vl in amps 
Although the bootstrapping is not perfect because the cathode follower gain is not 
unity and because C2 discharges a certain amount during the gate, the error in using 
Eq. (11.3) is usually insignificant. 

In the design of the bootstrapped sweep generator, the first step is to establish the 
quiescent plate current ho through Vl. Different values of plate current are assumed 
until a value is found which makes the sum of the plate voltages Vl and V3 plus the 
voltage drop across R 1 equal to the supply voltage. Although bootstrapping does 
help in linearizing, it should not be considered as a "cure-all"; consequently, if very 
linear sawtooth waveforms are desired, it is recommended that the time constant 
R 1C1 be made equal to at least ten times the gate length. A value for C1 can therefore 
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be established, and in turn dV /dt across Ci can be determined from Eq. (11.3). C2 
must be large compared to Ci since the change in voltage across C2 is equal to the 
peak value of the output sawtooth across Ci multiplied by Ci/C2. The cathode­
follower stage should be designed for as high a gain as possible without making R2 
excessively large and, consequently, incompatible with the recovery limitations as 
described in the following paragraph. 

During the gate, the cathode of the diode V3 is driven in a positive direction to a 
value higher than Ebb. The diode is in series with the recharging path for C 2 during 
the recovery period, but the recovery time is usually limited primarily by the time 
constant R2C2. The recovery time can be reduced by making R2 as small as is prac­
tical or by returning R2 to a higher negative voltage. R2 should not be reduced 
to a value which causes the gain of the cathode follower to be materially reduced. 
Frequently V3 is replaced by a resistor, but this causes an increase in the recovery 
time. If a resistor is substituted for V3, its value must be large enough so as neither 
to load the cathode follower excessively nor to cause excessive discharge of C2 during 
the gated period. 

Fm. 11.8. Bootstrapped sawtooth gener- Fm. 11.9. Linearized bootstrapped saw-
ator. tooth generator. 

The considerations in the choice of values for Re and Cc are the same as for the cir­
cuits shown in Figs. 11.6 and 11.7. 

4- Linearized Bootstrapped Sawtooth Generator. The circuit in Fig. 11.9 is capable 
of generating a more linear sawtooth than i~ that in Fig. 11.8. With the exception of 
Ra, V4, and the replacement of C1 with two individual capacitors, each having a value 
to 2Ci, the design is the same as for the circuit in Fig. 11.8. To achieve the maximum 
linearity, Ra should be established from Eq. (11.4). 

R ,..._, R1 
3 -·4(Ci/C2 + 1 - A,,1) (11.4) 

where Ac1 = the gain of cathode follower 
By selecting the proper value of Ra, the bottom capacitor can be charged at a rate 
which increases with time by an amount equal to the rate at which the rate of charge 
on the top capacitor decreases with time. 

The purpose of V4 is to minimize the circuit recovery time. 
5. Miller Integrator Circuit Us.ed as a Sweep Generator. Basically, the Miller 

integrator circuit consists of a typical RC charging network with a high-gain amplifier 
paralleling the capacitor C (see Fig. 11.lOa). The generation of the sawtooth is 
initiated by closing the switch S1. Because of the negative feedback configuration, 
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the input voltage to the amplifier tends to remain at the quiescent level. The result 
is that the voltage drop across the input resistance R remains approximately constant 
during the interval the switch is closed, and therefore the current through R into C is 
very nearly constant. Under these conditions, the output sawtooth has a slope which 
can be determined from Eq. (11.5). 

dV -E 
dt ~ RC (11.5) 

where Eis in volts, R is in ohms, C is in farads, and dV /dt is the slope of the output 
sawtooth in volts per second. 

The circuit configuration shown in Fig. 11.l0a is typical of the integrators used in 
analog computers (see Sec. 19). In most computer applications, amplifiers which 
have extremely high gain and which are very stable must be employed to realize the 
desired integration accuracies. 

In Fig. 11.lOb is a simple Miller integrator. The input tube Vl is used as the 
l)Witch tube and is enabled by a negative input gate having a duration equal to that 
of the sawtooth to be generated. In Eq. (11.5), the value of Eis equal to Ebb - Eboi 

(0) BASIC MILLER INTEGRATOR (bl MILLER INTEGRATOR WITH GATING CIRCUIT 

FIG. 11.10. Driven sawtooth generator using a Miller integrator. 

where EboI is the quiescent plate voltage on Vl. The value of RC in Eq. (11.5) is 
equal to R1C1, The value of R2 establishes whether or not there is a step associated 
with the output sawtooth. The polarity of the step can be positive or negative 
depending on the value of R2. To eliminate the step, R2 should be approximately 
equal to l/gm2, The interval following the sawtooth required for the recovery of the 
circuit can be reduced by substituting a cathode follower for R2. 

6. Automatic Shutoff of Driven Sawtooth Generators. There are many applications 
in which the slope of the sawtooth must be continuously variable between wide limits. 
In most applications of this type there is frequently a requirement for maintaining the 
same peak value for the sawtooth regardless of its slope. If the gate length is held 
constant, the peak value of those sawtooth waveforms having large slopes is much 
larger than those sawtooth waveforms having much smaller slopes. However, if the 
gate-length control potentiometer is ganged with the slope control potentiometer so 
as to decrease the length of the gate as the slope is increased, it-is possible to maintain 
an approximately constant peak value for the sawtooth regardless of the slope. The 
primary disadvantage of this technique is that it is frequently necessary to use pre­
cision parts and nonlinear potentiometers. 

Often the problem of limiting. the peak sa.wtooth value to some constant value is 
more easily solved by employing automatic shutoff circuits. The process of achieving 
automatic shutoff is usually -accomplished by detecting the desired peak sawtooth 
value and feeding a control signal back to the gate generator, thereby shutting off the 
gate generator, which in tu~n causes th~ sawtooth to be terminated. 
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The control signal which determines the end of the sweep-generator enabling gate 
can be in the form of a trigger or a more slowly changing voltage which at some 
critical magnitude causes the gate generator to switch to the quiescent condition. 
Although many different types of gate circuits are employed, one that can be con­
sidered as being representative is the monostable multivibrator circuit, i.e., a circuit 
which has one stable and one unstable position (see Secs. 8.3 and 8.4). During the 
creation of the enabling gate, the multivibrator circuit is in the unstable position 
and returns to the stable position when the negatively driven grid returns in the posi­
tive direction to that value of bias which again initiates plate current flow. The 
length of the generated gate is dependent both on circuit time constants and voltages. 
It is possible to restore prematurely the multivibrator circuit to the stable position 
by the application of a sufficiently large positive trigger to the negatively driven grid. 
The required amplitude of the restoring trigger becomes larger and larger if the gate 
is to be made shorter and shorter with respect to its natural period. It is also possible 
to restore prematurely the multivibrator circuit to the stable position, thereby shut­
ting off the gate, with a more slowly changing voltage, which gradually brings the 
grid of the cutoff tube into the region which causes plate current to flow. As before, 
the start of plate current flow in the cutoff tube initiates the regenerative cycle which 
restores the gate circuit to the stable position. 

A diode biased at the desired sawtooth amplitude level can be used to initiate the 
desired automatic shutoff action. If the slope of the detected sawtooth is sufficiently 
large, the sawtooth output of the biased diode can be used to trigger a blocking oscil­
lator for shutting off the gate circuit. In the case of a sawtooth having a small slope 
it may be necessary to amplify the detected signal before the blocking oscillator can be 
triggered. As previously stated, it is not always necessary to create a restoring 
trigger. The detected sawtooth, amplified and/or inverted as required, can be coupled 
back into the gate generator in any of several ways to terminate the enabling gate. 

As is typical of most functions which are to be accomplished electronically, there are 
many ways of obtaining the same end result, e.g., the gate generator is frequently not 
a monostable multivibrator. Consequently, the methods described for automatic 
shutoff should not be considered as being complete but only as being representative. 

11.2. Basic Considerations for Beam Deflection in Electromagnetic Cathode-ray 
Tubes. In an electromagnetic deflection system the electron beam is deflected in a 

Ldi 
dt 

____ t__ --

Fm. 11.11. Voltage waveform 
necessary to cause a linear 
sawtooth of current to flow 
through a physically realizable 
deflection coil. · 

direction perpendicular to the lines of magnetic flux 
by an amount proportional to the flux density in the 
magnetic field. Assuming a uniform flux field, the 
beam will be deflected an amount which is propor­
tional to the current generating the flux. The 
linearity of the beam deflection in such a system is 
therefore dependent on the linearity of the sawtooth of 
current through the coil. If a deflection coil has 
neither resistance nor distributed capacitance, a rec­
tangularly shaped voltage waveform is required to 
cause a linear sawtooth of current to flow through the 
coil. The waveshape of the impressed voltage required 
to cause a linear sawtooth of current to flow through a 

practical deflection coil is shown in Fig. 11.11. The triangular portion of the wave­
form represents the voltage waveform required to overcome the iR drop in the deflec­
tion coil. The spike on the leading edge of the voltage waveform is required to charge 
the distributed capacitance across the deflection coil. If the spike is absent, the 
slope of the first portion of the current sawtooth is reduced. If the total sawtooth 
length is reduced, the importance of a properly shaped charging spike becomes greater 
and greater since a larger percentage of the total sweep period might be distorted. 
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The sawtooth generators discussed in Figs. 11.1 to 11.10 generate voltage sawtooth 

waveforms, and consequently the resulting waveforms cannot be applied directly to a 
deflection coil to produce a linear sweep. There are, however, two basic methods for 
developing the desired voltage across the deflection coil. 

One of these methods is to employ current feedback, thereby causing the current 
which flows through the deflection coil to tend to have the same waveshape as an 
input linear-voltage sawtooth. A circuit £ 

of this type is shown in Fig. 11.12 where bb2 

V2 is normally biased beyond cutoff to 
prevent current flow through the deflec­
tion coil between successive sweeps. For 
this reason, it is necessary that the input 
sawtooth voltage have a step as shown 
in the figure. 1 A small capacitor C is 
usually placed across the feedback cir­
cuit to attenuate the high-frequency com­
ponents of the waveform in the feedback 
path. In this manner, the leading edge 
of the trapezoidal waveform driving V2 is 
emphasized to create the desired spike. Frn. 11.12. Current feedback for linearizing 
A resistor is usually placed across the de- the sawtooth of current through a deflec­
flection coil to dampen the high induced tion coil. 
voltage which appears across the coil at the termination of the current sawtooth 
through the coil. 

The second method sometimes used to create the desired current sawtooth through 
the deflection coil is to combine a sawtooth having a step with a separately generated 
voltage spike and to apply the resulting waveform to the grid of the tube having the 
deflection coil in its plate or cathode circuit. In this application, however, the tube 
used to drive the deflection coil must have linear characteristics, and the input wave­
form must be very carefully generated to produce the desired sweep linearity. 

11.3. Basic Considerations for Beam Deflection in Electrostatic Cathode-ray Tubes. 
The typical electrostatic cathode-ray tube has two sets of deflection plates, one hori­
zontal and one vertical. Each set consists of one conductive plate on one side of the 
tube axis and a second conductive plate located on the opposite side of the tube axis. 
The relative positions of the other deflection plates are identical except that they are 
rotated around the tube axis by 90°. Since the electron beam is directed very nearly 
along the axis of the tube, it will pass between the two plates of each set (see Fig. 2.4 7). 

Considering one set of deflection plates, the electron-beam axis will not be deflected 
if the voltages on the two plates are equal. If the voltages on the two plates are not 
equal, the electron beam will be deflected in the direction of the more positive plate. 
To minimize defocusing of the electron beam, the average of the signal voltages on the 
two plates, i.e., (EHl + EH2) /2, should be constant and equal to some critical value 
which is dependent on both the average voltage of the other set of deflection plates and 
on the values of the voltages applied to the first and second anodes. In practice, 
an attempt is usually made to make the mean voltage on one set of deflection plates 
very nearly equal to the mean voltage on the other set of deflection plates. Since it is 
not necessary that they be exactly the same, no adjustment is normally provided for 
adjusting the mean voltage on either set of deflection plates. If the average voltage 
on one set of plates is reasonably close to the average voltage on the other set, e.g., 
within 50 volts or less, it is nossible to achieve proper focusing of the electron beam in 

1 With reference to the voltage sawtooth generators shown in Figs. 11.4 to 11.10, a step, 
or pedestal, can be added to the sawtooth by placing a small resistor in series with the 
charging capacitor. 
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both the vertical and horizontal planes by a proper adjustment of the first and second 
anode voltages. The resulting second-anode voltage will be reasonably close to the 
average voltages on the deflection plates. 

Since the beam is deflected an amount which is proportional to the voltage differ­
ence between the deflection plates, a sawtooth voltage applied to only one of the 
deflection plates will cause the beam to be deflected an amount which increases 
linearly with time. Consequently, any of the sawtooth generators discussed in the 
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ASTIGMATISM 
CONTROL 
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Fro. 11.13. Electrostatic cathode-ray tube with typical oscilloscope control circuits. 

preceding sections, with an appropriate amplifier if required, can be used as the sweep 
circuit for an electrostatic cathode-ray tube. There is a distinct disadvantage, how­
ever, in applying the sweep- or beam-deflecting voltage to only one of the deflecting 
plates, since this tends to cause beam defocusing because the mean voltage of the two 
plates is not constant. This effect becomes especially severe when large deflection 
signals are required. For this reason, push"'.'pull circuits for driving the deflection 
plates a,re preferred. A certain amount of defocusing exists even with push-pull 
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deflection because the voltage gradient which exists between the two plates causes a 
nonuniform acceleration of the electron beam. 

The circuit shown in Fig. 11.13 is typical of the deflection systems used in cathode­
ray tubes. It should be noted that there are no adjustments for establishing the 
mean voltage on either set of deflection plates. Instead, these voltages are established 
by fixed resistors and tube characteristics. Adjustment of either the vertical or hori­
ontal centering control does not change the mean voltage on the respective deflection 
plates. Operation of one of these controls merely causes the voltage on one plate to 
increase and the voltage on the other to decrease an equal amount. The average does 
not change. The presence of a signal on either set of plates does not cause a change in 
the average voltage. 

The horizontal sweep amplifier is d-c-coupled to the deflection plates to permit 
clamping the sweep level by V7 at the input grid circuit of the push-pull amplifier. 
Both V2 and V3 are used to establish the d-c level of the horizontal plates at a mean 
voltage which is very nearly equal to the mean voltage of the vertical plates. These 
tubes provide a high a-c impedance path to the sweep voltage and, consequently, 
permit a high efficiency transfer of the signal from the push-pull stage to the deflection 
plates. 

The astigmatism and focus controls are used to adjust the voltages on the first 
and second anodes to the desired values for the particular mean voltages on the two 
sets of deflection plates. With proper adjustment it will be found that the critical 
voltage on the second anode for proper focusing is within 100 volts or less of the aver­
age voltages on the deflection plates. 

High-speed sawtooth waveforms, i.e., having very large values of dV /dt, can be 
obtained by utilizing the plate voltage of a gas tube during the discharging period of 
the tube, the plate voltage of a blocking oscillator during the "turning on" period, or 
simple circuits of the type shown in Fig. 11.6 where very short time constants and 
gate lengths are used. As in any other sweep application, the cathode-ray tube is 
intensified by the application of an unblanking gate on the grid during the period of 
the desired deflection voltage. 

Example 11.1 

Design a bootstrapped sawtooth generator of the type of Fig. 11.8 to generate a sawtooth 
with a slope of 106 volts/sec and a length of 10 µsec. Assume that the available supply 
voltages are +300 and - 200 volts and that the repetition frequency of the sawtooth is 
to be 1 kc. 

Solution 

1. Determine the value of R1 and Ibo• 
The value of Ibo is the quiescent current through Vl. If R1 is made sufficiently large, 

Ibo will very nearly be equal to Ebb/R1 since VI is at zero bias. Therefore, let R1 have a 
value of 300,000 ohms. 

300 
Ibo ~ 300,000 = 1 X 10-3 amp 

= 1 ma 

NoTE: Since R 1 is usually a variable quantity, let R1 consist of a 250,000-ohm fixed 
resistor in series with a 100,000-ohm variable resistor. 

2. Determine the required value of Ci. 
From Eq. (11.3) 

1 X 10-s 
106 

= 1,000 X 10-12 farads 
= 1,000 µµf 

NoTE: In paragraph 3 of Sec. 11.lc it was emphasized that the time constant R1C1 should 
be at least ten times as large as the length of the sawtooth waveform if particularly good 
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linearity is desired. In this example the ratio is 30: 1, consequently the values for R1 and 
C1 are satisfactory. If the ratio had calculated to be less than approximately 10: 1, a con­
siderable improvement in linearity could have been obtained by increasing either R1 or C1. 
Associated with the improvement in linearity would be a decrease in the amplitude of the 
generated sawtooth waveform. 

3. Determine the tube type of Vl and V3. 
The average current through Vl and V3 is approximately 1 ma, and receiving-type tubes 

can be used. The gate tube VI can be either a highµ triode or pentode. If the enabling 
gate has high-frequency components on the portion of the gate which is normally considered 
to be fl.at, feedthrough may be a problem and a pentode would be preferable because of its 
smaller grid-to-plate interelectrode capacitance. 

4. Determine the desired size of R2 and C2. 
During the generation of the sawtooth the voltage across C2 will decrease by an amount 

Ae which is approximately equal to the peak value of the sawtooth E multiplied by Ci/C2. 
Therefore, if a maximum discharge of 1 volt across C2 is permitted, the size of C2 can be 
calculated as follows: 

Ae = E Ci 
C2 

l = 10 X 1,000 X 10-12 

C2 
C2 = 10,000 X 10-12 farads 

= 0.01 µf 

The repetition rate has been specified as 1 kc, which is equivalent to 1,000 µsec between the 
starts of recurrent sawtooth waveforms. Since the sawtooth duration is 10 µsec, the 
recovery period is 990 µsec. If the repetition frequency were variable, it would be impor­
tant that the charge on C2, which is lost during the generation of each sawtooth, be com­
pletely replaced in the shortest period which might exist between recurrent sawtooth wave­
forms. If the repetition frequency is constant, this is not of importance. The factors 
which minimize the time required for recharging C2 are a low value for R2, returning R2 to a 
large negative voltage, and a low cathode-follower output resistance. In this particular 
example, R2 can be returned to the -200-volt supply. Since the grid of V2 is slightly above 
ground potentital, the cathode will also be slightly above ground potential, and the plate­
cathode voltage is therefore known to be somewhat less than 300 volts. If V2 is chosen to 
be one-half of a 12AX7, the quiescent current could be as great as 2 ma without causing 
excessive plate dissipation. The voltage drop across R2 at quiescence will be about 205 to 
230 volts since the cathode will be at some small voltage above ground. To achieve a 
plate current of 2 ma, R2 must be in the order of 100,000 ohms. The cathode-follower gain 
with a 100,000-ohm cathode resistor is 0.98. The gain of the same cathode follower with 
an infinitely large cathode resistor would be 0.99; consequently, very little has been lost in 
gain by using the smallest possible cathode resistor which would not cause excessive plate 
dissipation. 
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12.1. Clippers. An ideal clipper circuit transfers only those portions of a signal 
which are either more positive or negative than some specific voltage. Depending on 
the circuit configurations, a clipper is therefore able to discriminate against signals 
either above or below some threshold level. A biased thermionic diode, crystal diode, 
or multielement vacuum tube is usually employed as the clipping element. 

12.la. Diode Clippers. Figure 12.1 illustrates four basic circuit configurations 
which employ a diode as either a series or a shunt clipping element. The circuits in 
Fig. 12.la and c pass those signal components which are more negative than the 
threshold potential ET; those in Fig. 12.lb and d pass only those components which are 
more positive than ET. The potential ET may be either positive or negative for 
either the series or shunt type of clipper. In a practical application, ET may be 
obtained from a voltage dividing network as shown in Fig. 12.2a and b. The relative 

(al 

(Cl 

SERIES DIODE CLIPPERS 

SHUNT DIODE CLIPPERS 

Fm. 12.1. Diode clippers. 

(bl 

(a') 

values of R 1 and R2 must be selected to provide the proper threshold potential, and the 
value of R1 and R2 in parallel should be (a) large compared to R, in parallel with RL 
in the series circuit and (b) small compared to R, in parallel with RL in the shunt cir­
cuit. Coupling capacitor C in Fig. 12.2b can be eliminated where d-c isolation is not 
required between the load and the source. If it is desired to use the circuit in Fig. 
12.2a without; coupling capacitor C, R2 should also be eliminated and the supply 
voltage Ebb should be made high enough to permit R1 to be large with respect to RL. 
In this case, the clipping threshold is established by the divider action of R 1 and RL. 

Series Clippers. During the conduction period of the series diode clipper, the 
maximum output signal is realized when the sum of the source resistance R, and the 
d-c diode resistance Rd is small compared to the load resistance RL in parallel with the 
effective resistance in the branch which establishes the threshold potential ET. 

To analyze the performance of a series diode clipper, consider the circuit shown in 
Fig. 12.2a. It is necessary to know the voltage and waveform of the source voltage 
e.,. The instantaneous difference between the source voltage e, and the threshold 

12-2 



CLIPPERS, LIMITERS, AND CLAMPS 12-3 
voltage ET is designated as e' and is the output signal voltage which would exist if the 
output circuit were not loaded by R1, R 2, and RL, 

(12.1) 

Since the signal source is loaded by R1, R2, and RL during the conduction of the diode, 
the output voltage eo is less than e' because of the voltage drops across R. and the 
diode. The diode current id will vary in a nonlinear manner with respect to the 
magnitude of e' because of the nonlinear diode characteristics. In Fig. 12.2c is 
shown a typical diode Eb-h characteristic. To determine the diode current id, a 

Ebb 

Hs C 

T T lb 
~ 80 eo 

l l ''ri 

(al (bl 

FIG. 12.2. Clipper circuits and diode Eb-h characteristic. 

load line for the total circuit resistance R' must be plotted on Eb-h characteristic. 
R' can be calculated from Eq. (12.2). 

(series clipper) (12.2) 

The load line will have a slope equal to -1/R' and will intercept the Eb coordinate at 
e' and the h coordinate at i'. The value of i' is equal toe' /R'. The intersection of 
the load line and the diode curve determines the diode current h The output voltage 
eo can then be determined from Eq. (12.3). 

. R1R2RL 
eo = id R1R2 + R1RL + R2RL (series clipper) (12.3) 

To determine the waveform distortion due to the nonlinearity of the diode, the 
values of eo associated with a representative number of values of e. can be established 
and plotted. 

Shunt Clippers. With the shunt diode clipper in Fig. 12.2b, sharp amplitude 
discrimination will be realized if R. in parallel with RL is large compared to the sum 
of the diode resistance Rd and the parallel combination of R1 and R2. If the source 
resistance R. is not sufficiently high to permit proper clipping, additional resistance 
can be added in series with the source voltage e.. The input signal must be effectively 
clipped at the value of ET when the diode conducts if ideal clipping is to be obtained. 
When the shunt diode is nonconducting, the output voltage eo will be proportional 
to the source voltage e. and will have a magnitude determined by the voltage divider 
composed of R. and RL, This relationship is given by Eq. (12.4). 

RL 
eo = e. RL + R. (shunt clipper with diode not conducting) (12.4) 

The presence of R1 and R2 and the fact that the diode has resistance cause imperfect 
clipping of an input signal for the range of input voltages which causes the diode to 
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conduct. The output voltage e:, which exists because of incomplete clipping, can be 
determined with the aid of the diode Eb-lb characteristic. For the shunt diode 
clipper, the value of the total circuit resistance R' in series with the diode is given by 
Eq. (12.5) (see Fig. 12.2b). 

R' = RLR. + R1R2 
RL + R. R1 + R2 

(shunt clipper) (12.5) 

The voltage and current intercepts on the Eb and h coordinates shown in Fig. 12.2c 
Qre given by Eqs. (12.6) and (12.7). 

, _ E _ e,RL 
e - T RL + R. 

i' = ~ R' 

(shunt clipper) (12.6) 

(12.7) 

The intersection of the load line of slope equal to -1/R' and the diode curve deter­
mines the voltage ea across the diode and the diode current ia for a specific value of e,. 
The value of the output voltage e; during the clipping period is given by Eq. (12.8). 

I • R1R2 
e0 = ea + ia Ri + R

2 
(shunt clipper with diode conducting} (12.8) 

By determining values of e; for several values of e. which cause the diode to conduct, 
a plot of e; versus e, for the diode conduction interval can be made. The values for e0 

during the period in which the diode is not conducting can be calculated by Eq. (12.4). 
In the analysis of both shunt and series diode clippers, the reactance of coupling 

capacitor Cat the operating frequency is assumed to be negligible. A further assump­
tion is that the shunting capacitance across the load also has negligible effect. 

Both shunt and series clippers have been analyzed on the basis that the diodes 
are either of the thermionic or silicon crystal type. If germanium crystal diodes are 
used, it may be necessary to employ graphical solutions for those intervals in which 
the diodes are biased in the inverse direction, since the back resistance of a germanium 
diode may be low enough to modify materially the action of the clipper. 

12.Jb. Multielement Tube Clippers. In a multielement sharp-cutoff tube, the con­
trol grid can be biased so that the tube functions as a signal clipper. If the tube is 
biased beyond cutoff, only those portions of the grid-input signal sufficiently positive 
to cause plate current to flow are present in the output. In Fig. 12.3a is the circuit 
configuration of a triode clipper which also acts as an amplifier and an inverter. 
With the exception of Re, no loading of the source occurs provided that the positive 
peak value of the input signal does not cause the grid of the tube to conduct. 

This type of circuit can be analyzed by use of the dynamic transfer characteristic 
(see Sec. 3.3b) illustrated in Fig. 12.3b. An ordinate should first be drawn through 
the abscissa at the value of the grid bias Ee, If the input waveform, e.g., a sine wave, 
is drawn to scale along this ordinate, those positive portions of the input signal which 
cause the tube to conduct can be transferred to the plate current scale point by point 
to establish the output current waveform. It can be seen that the nonlinearity in the 
cutoff region of the triode causes a certain amount of distortion. The instantaneous 
value of io multiplied by Rb in parallel with RL will give the instantaneous output 
voltage eo, 

For signals which have positive components sufficiently large to cause grid current 
to flow, the operation is somewhat different. If Re has a large value and if the time 
constant ReCe is much longer than the period of the input-signal waveform, the clipper 
will operate as a constant amplitude clipper. This type of operation is obtained 
because the grid current flows when the control grid is driven positive. The voltage 
across Re, resulting from the flow of grid current through Re, will increase the effective 
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bias to some new value E;. Although E; will change as a function of input-signal 
amplitude, it will always have a value slightly less than that of the positive input­
signal peak. The region of tube conduction is, therefore, limited to the instantaneous 
values of the input signal which are between the values which cause the grid to conduct 
and the plate current to be cut off. This special case of the triode clipper can also be 
classified as a limiter since the amplitude of the output is very nearly independent 
of the input amplitude. 

(0) 

C 

OYNAMIC TRANSFER 
CHARACTERISTIC~ 

Fm. 12.3. Triode clipper circuit and graphical analysis. 

12.2. Limiters. A limiter is used to restrict the peak-to-peak or peak amplitude of 
a signal to a specified maximum value. An ideal limiter has a constant ratio of output 
to input voltage for all values of the input signal up to the limiting threshold, and 
above this point the ratio of the incremental change in the output voltage to an incre­
mental change in the input voltage abruptly assumes a value of zero. A factor of 
merit u for limiters can be used to compare the performance of various circuits. 

A 
u = A' (12.9) 

where A = ratio of incremental change in output voltage eo to incremental increase 
in input voltage for case where eo < ET 

A' = ratio of incremental change in output voltage eo to incremental increase in 
input voltage for case where eo > ET 

ET = nominal limiting value of eo 
Limiting can be achieved in a number of different circuit configurations and by 

using the special characteristics of several different circuit elements. Among these 
are nonlinear resistances, the voltage breakdown characteristics of normally non­
conducting elements, diodes, and multielement vacuum tubes. Limiter circuits gen­
erate considerable distortion in the output signal when the signal amplitude greatly 
exceeds the limiting threshold. The generation of a square wave from an input sine 
wave is an example of the extreme waveform distortion which is often realized in a 
limiter. 

12.2a. Limiting Circuits Employing Nonlinear Resistances. Limiting can be accom­
plished in a passive network containing nonlinear resistances. In general, the 
quality of the limiting achieved by this method is relatively poor since the change in 
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resistance as a function of either voltage or current changes is gradual rather than 
abrupt as desired. 

Nonlinear resistances have a voltage-current relationship which can be expressed 
by Eq. (12.10). 

I= kEn (12.10) 

where k = a constant equal to initial conductance when voltage is zero (or very small) 
n = an exponent which defines nonlinearity of resistance 

Thyrite is an example of a nonlinear resistance which has a value of n greater than 
unity. The d-c resistance of this material decreases with an increase in either current 
or terminal voltage. A circuit for deriving a limiting action from a nonlinear resist­
ance of this type is shown in Fig. 12.4a. The sum of R,. and R1 should be very large 
compared to the maximum value of the nonlinear resistance. The performance of 
this type of circuit can be determined graphically if a plot of the E-I characteristic 
of the nonlinear resistance is constructed. A curve which is typical of this general 
class of material is shown in Fig. 12.4b Using the same coordinat~s, it is possible to 
plot a load line for the circuit illustrated. The load line has a slope of -1/ (R,. + R1) 
and is plotted by assuming a value for ea which establishes the intercept on the E coor­
dinate. The load line intercept point on the I coordinate is equal to ea/(Ra + R1), 
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RESISTANCE 
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FIG. 12.4. Graphical analysis of a nonlinear resistance limiter in which n > 1. 

The intersection of the load line and the curve determines the output voltage e0 

across the nonlinear resistance for the assumed value of ea, By assuming several 
values for ea and determining the associated values of eo, it is possible to plot eo as a 
function of e,, as shown in Fig. 12.4c. When the limiting is this gradual, the factor of 
merit a- has little meaning except to relate the slope near the zero value of ea to the 
slope at some increased value of e •. 

Nonlinear resistances which have a value of n smaller than unity increase in resist­
ance with an increase of either current or terminal voltage. This characteristic 
exists in most materials. To obtain limiting with this type of element, the circuit 
shown in Fig. 12.5a can be used. The load line has a slope of -1/(Ra + R 2) and can 
be drawn by the method described for the circuit shown in Fig. 12.4b. In this manner, 
the current ir through the nonlinear resistance for a specific value of e,. can be estab­
lished. The output voltage eo is, therefore, equal to irR2. In all other respects the 
graphical solution follows the method given for the circuit shown in Fig. 12.4. Opti­
mum performance is obtained if the value of R,. + R2 is small compared to the mini­
mum value of the nonlinear resistance. 

With the circuit of Fig. 12.6a, a pair of thermionic diodes is used as a limiter. This 
circuit can be analyzed by the technique employed for the circuit of Fig. 12.4a. The 
value of n for• the diodes is approximately 1.5. A variation of this circuit, shown in 
Fig. 12.6b, is sometimes used as a transient (noise) limiter and does not appreciably 
limit the input signal. For this application, R2 should be much greater than R,, + 



CLIPPERS, LIMITERS, AND CLAMPS 12-c-7 
R1 + Ra, and the time constant R2C2 should be much longer than the period of the 
input signal e.. Ra is the d-c resistance of the diode. When these conditions are 
satisfied, the voltage ET becomes very nearly equal to the peak-to-peak value of e. 
and only slight loading of the steady-state signal is observed. Any abrupt increase in 
the input peak amplitude, such as a noise transient, is severely limited. During 
the transient limiting interval, the circuit can be analyzed in the same manner as 
that of Fig. 12.6a except that the effective limiter input should be considered to 
be the difference between the instantaneous sum of the noise and signal amplitudes 
and the steady-state value of ET. 
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Frn. 12.5. Graphical analysis of a nonlinear resistance limiter in which n < I. 

Nonlinear resistance types of limiters can be cascaded to achieve improved limiting. 
By various combinations of linear and nonlinear elements, a great variety of transfer 
functions can be obtained. 

12.2b. Limiting by Voltage Breakdown. One type of limiter employs an element 
in which conduction is initiated at some critical voltage. An example of such an 
element is a bidirectional gas tube. 

The circuit of a gas-tube limiter is shown in Fig. 12.7a. The characteristic per­
formance of this circuit with an increasing value of ei is plotted in Fig. 12.7b. It will 
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Frn. 12.6. Diode limiters. 

be observed that the output voltage eo has the same value as e. until the gas-tube 
firing voltage EF is reached. At this point, conduction is initiated in the gas tube 
and the output drops abruptly from the firing voltage EF to the regulating voltage ER, 
The value of ea associated with a further increase in e. is best determined by graphical 
means. A load line with a slope of -1 / R. should be drawn on the gas-tube char­
acteristics as shown in Fig. 12.7c. The output voltage eo for an assumed value of e. 
is that voltage at which the load line intersects the curve. The output waveform 
for any given input waveform can be determined if a representative number of values 
of es are considered. 

In dynamic operation, the difference in the firing potential EF and the conducting 
potential ER results in an overshoot before limiting occurs. In Fig. 12.7d is a typical 
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output waveform for a sine wave input. The waveform curvature in the limited 
region is a function of R. and the positive1 dynamic resistance of the gas tube. The 
curvature can be minimized by making R. large and by using a gas tube with a low 
dynamic plate resistance. 

Since a gas tube has a finite time of ionization and deionization, its performance 
as a limiter will change with the frequency of the input waveform. For operation at 
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Frn. 12.7. Graphical analysis of a gas-tube limiter. 

T 

(0) SH(,INT LIMITER (bl SERIES LIMITER 

Fm. 12.8. Biased diode limiters. 

frequencies up to several hundred cycles per second, it is possible to use the static E-1 
characteristic; for operation at higher frequencies, it is recommended that the per­
formance of the gas-tube limiter be determined empirically. 

12.2c. Biased Diode Limiters. The two basic circuit configurations for biased 
diode limiters are shown in Fig. 12.8. With both of these circuits, the amplitude of 
the input signal must exceed specific threshold values before limiting begins. 

The performance of the shunt circuit in Fig. 12.8a can be evaluated by the method 
given for the circuit of Fig. 12.2b for those values of e, which are more negative than 

1 Some gas tubes have a negative dynamic resistance. 
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E1 and more positive than E2. If ei is more positive than E1 and more negative 
than E 2, there is no limiting. If the diodes are identical and if E1 = -E2, a solution 
for only one polarity is necessary since the limiting will be symmetrical about ground 
potential. 

In the series limiter, Fig. 12.8b, limiting is achieved when either Vl or V2 ceases to 
conduct, thereby causing the signal path to be open-circuited except for the tube 
interelectrode capacitance. For example, the limit to which the plate of V2 can be 
driven in the positive direction is ground potential since at this potential V2 stops 
conducting. The negative limit to which the plate of V2 can be driven occurs when 
the input signal is sufficiently negative to cut off Vl. When Vl is cut off, the potential 
at the plate of V2 can be established by determining the current through V2 when 
conducting alone and then determining the voltage drop across R2. The current 
through V2 when conducting alone can be determined by drawing a load line on the 
diode characteristic with a slope of -l/(R1 + R2) from the voltage EL on the abscissa. 
The point of intersection of the load line and the diode curve determines the current i~ 
through V2 when Vl is not conducting. The limit to which the plate of V2 can be 
driven in the negative direction is, therefore, -i~R2• In summation, the limited, 
output signal at the plate of V2 will have the limit values of O and -i~R2 volts. The 
absolute magnitude of the limited output signal is, therefore, equal to i~R2 volts. 
The minimum peak-to-peak value of the input signal ei required to cause the output 
signal to reach the limit levels is equal toed + !ELI - i~R1 volts where ed is the voltage 
drop across Vl for a tube current equal to EL/R1. 

The polarity of EL can be reversed if the diodes are reversed. For either polarity, 
however, the limiting level increases with the absolute magnitude of EL, 

This particular circuit is sometimes used as a modulator. The modulation voltage 
is substituted in lieu of EL and the carrier is substituted for ei, When used for this 
purpose, it is usually desirable to filter the output signal by a low-pass or a band­
pass filter since the limiter introduces many harmonics due to the severe waveform 
distortion. 

12.2d. M ultielement Vacuum-tube Limiters. When it is necessary to limit small 
signals, multielement vacuum-tube limiters are usually employed. Limiting in grid­
controlled tubes can occur (1) if plate current cutoff is reached when the grid is driven 
in the negative direction, (2) if the signal source is severely loaded when the grid is 
driven in the positive region, and (3) if the maximum plate-current curve 1 for the tube 
is intercepted. Consequently, limiting can be achieved by overdriving cascaded 
amplifier stages. 

Positive Signal Limiting in the Positive Grid Region. Appreciable grid current 
starts to fl.ow at or near a grid-to-cathode voltage of O volts. For most receiving­
type tubes, the value of the grid current is 0.5 to 2 ma/volt for positive input signals. 
The result of initiating grid current is equivalent to loading the input-signal source 
with a resistance of 500 to 2,000 ohms whenever the positive grid condition is reached. 
If the signal source has a high internal impedance or if the source impedance is 
artificially augmented by the addition of R1 as shown in Fig. 12.9a, the positive signal 
limiting due to the grid loading can be very effective. 

When the signal source impedance is sufficiently low that it is not loaded appre­
ciably by the conducting grid, limiting occurs at a higher input-signal level. In this 
case limiting occurs when the tube reaches its maximum degree of conduction. In 
all vacuum tubes there exists, for every value of plate voltage, a value of positive grid 
bias above which any further increase in the positive grid voltage will cause no increase 
in plate current. This phenomenon is observable only in the plate circuit since the 

1 The maximum plate-current curve for a multielement tube defines the maximum possi­
ble plate current as a function of plate voltage, i.e., the plate-current versus plate-voltage 
rurve which is independent of any further increase in the positive grid potential. 
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input signal voltage is relatively unaffected. In Fig. 12.9b is shown the plate char­
acteristics of a triode illustrating this effect. The locus of the maximum current 
values versus plate voltage is termed the maximum plate-current curve for the tube. 
For a given plate supply voltage Ebb and a-c plate-load resistance, the maximum 
possible plate current is determined by the intersection of the a-c load line and the 
maximum plate-current curve. In tetrodes and pentodes the intersection of the a-c 
load line and the maximum plate-current curve can occur at negative grid voltages. 

(O) 

C 

MAXIMUM PL/JTE 
CURRENT CURVE 

V 
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Eb 

tbl 
FIG. 12.9. Signal limiting in the positive grid region. 

Negative Signal Limiting Due to Plate-current Cutoff. If the signal applied to the 
grid of a tube exceeds the negative grid bias required for plate-current cutoff, the 
voltage at the plate of the tube becomes equal to the supply voltage Ebb· In general, 
high-µ triodes or high gm, sharp-cutoff pentodes are most desirable for this. type of 
limiting. For limiting at low threshold values, a pentode having low screen and plate 
supply potentials should be used. These low voltages, particularly on the screen, 
reduce the negative control grid potential required for plate-current cutoff. 

An effective limiter can be obtained by utilizing grid-current conduction whenever 
the grid-cathode voltage is positive and plate-current cutoff when the grid-cathode volt­

Rb 

age is sufficiently negative. The circuit 
-r of a limiter of this type using a pentode 

I is shown in Fig. 12.10. In this limiter, 
R1 should be at least 50 to 100 times 

-=-

~ _j_ greater than the positive input grid 
-L resistance, and the time constant R 1C1 

should be large compared to 1/f where 
f is the lowest signal frequency. The 
value of R1 is normally made equal to 
several hundred thousand ohms since 

FIG. 12.10. Pentode limiter. 
the positive input grid resistance may 
be as high as 2,000 ohms. During the 
positive peaks of the input signal, grid 

current will flow, and consequently a charge will be developed on C1• During the 
portion of the cycle that the grid is not positive with respect to the cathode, C1 will 
discharge at a nearly constant rate through R1, thereby developing "grid-leak bias" 
for the tube. The bias developed across R 1 will adjust itself to be slightly less than 
the magnitude or the positive peak value of the input signal. This is not a sym-
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metrical limiter, since the most positive part of the input waveform will be amplified 
and the remaining portion below the grid cutoff voltage will be limited and will not 
be present in the output waveform." If the signal is always large compared to the 
value of the bias required for plate-current cutoff, the major portion of the input signal 
will be in the tube cutoff region. Both the limiting level and the amplification are 
proportional to Ebb, Since neither the 
control grid current nor the plate-cur-
rent characteristics for low screen volt-
ages is normally supplied by the tube 
manufacturers, the circuit parameters for 
optimum performance are best deter­
mined empirically. 

Cathode-coupled Limiter. This excel­
lent limiter is shown in Fig. 12.11. 
When the amplitude of the input signal 
is sufficiently negative to cut off Vl, no 
further increase in the negative input 
signal is transferred to V2. When the 
positive excursion of the input signal 

FIG. 12.11. Cathode-coupled limiter. 

causes the cathode voltage to exceed the cutoff potential for V2 no further increase 
in input amplitude is conveyed to the output. The grounded grid of V2 minimizes 
capacitive feedthrough for those signals in excess of the limiting levels. 

The quiescent operating voltages and the signal amplification before limiting can 
be established by the graphical method described in Sec. 3.16. The positive input 
signal +ei which causes limiting is the input signal which drives the cathode suffi­
ciently positive to cut off V2. The plate voltage across V2 at cutoff is equal to 
Ebb - Ek2 where Ek2 is the cathode voltage at cutoff and is equal to the absolute 
magnitude of the cutoff bias for V2. The cutoff bias Eco2 for V2 can be determined by 
experimentally establishing a value of bias -Ek2 which will cause plate current cutoff 
for a plate voltage equal to Ebb - Ek2- After determining Ek2, a load line having a 
slope equal to -1/Rk should be drawn on the Eb-h characteristics for Vl. The 
positive input voltage +ei to Vl which causes V2 to be cut off is equal to Ek2 - IEcil 
where Ec1 is the bias associated with a plate current equal to EkdRk on the load line 
for Vl. To determine the negative input signal -ei which causes limiting, it is 
necessary to establish the limiter cathode voltage when Vl is not conducting. On 
the Eb-h characteristics for V2, a bias line (see Sec. 3.3a) and a load line having .a 
slope equal to -1/(Rk + Rb) should be drawn. The intersection of these two lines 
establishes the current i2 through Rk when Vl is cut off. The plate voltage across VI 
at cutoff is equal to Ebb - Rki2. From the tube characteristics, the cutoff bias Ecol 
for the plate voltage can be determined. The negative input signal -ei causing 
limiting is equal to -IEco1I + Rki2. The peak-to-peak limited output signal eo will 
have a value equal to i2Rb, 

Cascaded Limiters. Cascaded limiter stages produce relatively good over-all 
limiting. The factor of merit for cascaded limiters is the product of the factors for 
the individual stages. If only small signals below the limiting level are considered, 
the slope of the output voltage versus the input voltage represents the normal cascade 
gain. As the signal level is increased, limiting usually occurs first in the final stage. 
For this particular input level, the over-all factor of merit is proportional to the factor 
of merit for the last stage. If the signal level is further increased, limiting will begin 
in the next to last stage, the stage preceding the next to last stage, etc., until limiting 
occurs in all stages. For these large input levels, the ratio of the incremental increase 
in output voltage to an incremental increase in input voltage is very nearly equal to 
zero. 
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12.2e. Square-wave Generators. For special applications it is sometimes necessary 
to generate square or rectangular voltage waveforms. In general, the application 
of excessively large signals to the input of any amplifier tends to cause the output 
waveshape to become rectangular. The properties which determine the relative 
squareness are the characteristics of the input signal, the characteristics of the limiting 
device and the bandwidth of the system. Based on the assumptions: (1) the input 
to an amplifier is a sine wave of sufficient amplitude to cause limiting, (2) there is 
no shift in the operating points of the different stages, and (3) the bandwidth of the 
amplifier is infinite, the rise time of the rectangular output waveform can be calculated 
from Eq. (12.11). 

T 1 . -1 eo 
= ;J sm 3.54Ae; 

where A = gain of amplifier 
e; = rms voltage of input sine wave 
ea = peak-to-peak voltage of output square wave 
f = frequency of input sine wave, cps 

(12.11) 

T = rise time in seconds between 10 and 90 per cent points on peak-to-peak 
output voltage ea 

Grid current effects can be minimized by d-c coupling or by placing resistors in 
series with the grids to limit grid current flow. Since the quality of the output 
square wave is dependent on the bandwidth of the system, the values of the limiting 
resistors should not be excessive. Common practice is to make the frequency response 
of the amplifier, between half-power frequencies, approximately 0.1/ to 10/. 

If an amplifier is used to amplify an input square wave instead of limiting an input 
sine wave, the rise time of the output square wave can be calculated from Eq. (12.12). 

(12.12) 

where T = rise time in seconds between 10 and 90 per cent points of output square 
wave peak-to-peak voltage 

T1 = rise time in seconds between 10 and 90 per cent points of input square 
wave peak-to-peak voltage 

T2 = output square wave rise time in seconds between 10 and 90 per cent points 
when input is a perfect square wave 
0.35 

~-fj 

(j = bandwidth of amplifier, cps (NOTE: If amplifier contains compensation, 
value of T2 will be somewhat greater than that given by the equation.) 

12.3. Clamps. A clamp is usually employed (1) to establish a prescribed d-c level 
for a signal which has passed through some type of reactive coupling such as a capacitor 
or a transformer, (2) to prevent a shift of the operating point in an amplifier due to 
the signal amplitude and/or waveshape, (3) to sample periodically the instantaneous 
value of a varying potential, or (4) to maintain a prescribed minimum or maximum 
potential in a network. These objectives are accomplished by the use of a rapid­
acting switch which is usually either a diode or a triode. A special form of clamping 
circuit can be used for the instantaneous sampling of any signal. 

12.3a. D-C Restoration. The interstage coupling most frequently used in vacuum­
tube circuits is of the RC type shown in Fig. 12.12. If the input to an RC interstage 
network is a repetitive unipolar signal, the output signal will be bipolar and the aver­
age value of the output voltage will be zero volts. The effect of the coupling capacitor is 
to remove the d-c component of the input waveform. This is shown in Fig.12.12 with 
rectangular waveforms. When the signal duration is equal in the positive and nega­
tive periods, the output consists of equal positive and negative voltage excursions. 
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When the positive and negative periods are unequal, the magnitudes of the positive 
and negative voltages are related by the reciprocal of the time ratio. For complex 
repetitive waveshapes, the peak positive and negative output voltages can be deter­
mined graphically by locating the zero-voltage base line so that the enclosed wave­
form areas above and below the base line are equal. 

The examples shown in Fig. 12.12 illustrate that in those cases where the signal 
has a high degree of time asymmetry, the output signal will have a peak excursion, 
as measured from ground, very nearly equal to the peak-to-peak amplitude of the 
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Frn. 12.12. Transmission of repetitive rectangular signals through an RC network, 

input signal. The polarity of the output signal is dependent on the direction of the 
time asymmetry. Consequently, if the asymmetry is changed from one extreme 
to the other, the output-voltage values will extend over a range of almost twice the 
input signal peak-to-peak amplitude. In many circuits this shift in the operating 
region cannot be tolerated since an excessive dynamic range would be required in the 
following input circuit. A further undesirable feature which results from this shift is 
the possibility of an excessive change in gain in the following amplifier stages due to 
the shift in the operating region. Therefore, when the signal amplitude is great 
enough to occupy a major portion of the grid operating region or where the change in 
gain resulting from a shift in the operating point is to be avoided, a clamping circuit 
is desirable provided that all the signals are unipolar. 



12-14 ELECTRONIC DESIGNERS' HANDBOOK 

A simple clamp is shown in Fig. 12.13a where the capacitor charges through the 
low diode resistance and discharges through the much higher resistance R. Con­
sequently, e0 reaches a positive voltage, with respect to ground, only great enough to 
replace the capacitor charge lost through R during the negative portion of the wave­
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Fw. 12.13. Simple diode clamps. 

form. If R is very large compared to the 
diode resistance, very little diode current 
will flow. Good clamp performance with 
very little waveform distortion is 
achieved if R is very much larger than 
the diode resistance and if the time con­
stant RC is very long compared to the 
interval in which the waveform departs 
from the clamped base line. The diode 
in Fig. 12.13a could be reversed, thereby 
causing the most negative excursion 
of the signal to be clamped to ground 
potenti.al. 

Often there is a requirement for ampli­
fying a varying amplitude unipolar signal 
without using a d-c coupled amplifier. 
This requirement can be satisfied by 
amplifying the signal in an RC coupled 

amplifier and restoring the unipolar nature of the signal in the output stage with a 
clamp. The base voltage for the signal is established by the clamping voltage E in 
Fig. 12.13b. The polarity of E can be either positive or negative. 

Care should be exercised in using clamps in applications where extraneous noise 
accompanies the signal. Noise peaks which are in the direction of diode conduction 
can cause the signal to be displaced out of the desired amplifier operating region. 

Semiconductors such as germanium and silicon diodes are frequently used in clamp 
applications in lieu of thermionic diodes because of their small size and absence of 
Edison current effects (see Sec. 2.3e). However, in certain applications, germanium 
diodes may not be satisfactory due to their relatively low back resistance. Since the 
diode back resistance parallels the circuit resistance R during the portion of the signal 
waveform in which a thermionic diode would not be conducting, it is possible for the 
back resistance to limit the effective value of R in the circuit. With the application 
of an increasing inverse voltage across a crystal diode, the reverse current remains 
essentially constant, which indicates an increasing back resistance with an increasing 
inverse voltage. At some higher value of inverse voltage, however, the diode reverse 
current will increase significantly with a further increase in the inverse potential, which 
indicates a decrease in the diode back resistance. In the case of junction diodes, the 
decrease is regenerative within the diode, and the decrease in the back resistance is 
essentially a step function. This region is referred to as the Zener region. In point­
contact diodes, significant heating ordinarily occurs within the diode before the Zener 
region is reached. This accounts for the more gradual decrease in back resistance, 
since the increase in temperature increases the energy level within the diode and, con­
sequently, increases the conduction in the back direction. The amount of heating in 
point-contact diodes may actually destroy the diode before the Zener region is reached. 
In the various germanium crystal types, the maximum back resistance usually ranges 
from less than about 100,000 ohms to a few megohms and varies as an inverse exponen­
tial function of temperature. The back resistance of silicon diodes is much higher 
than that of germanium diodes; consequently, the problem of low back resistance 
ordinarily does not exist with silicon diodes. An additional limitation of crystal 
diodes is in regard to the time variant back-resistance phenomenon which exists when-
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ever a forward voltage across a crystal diode is switched to an inverse voltage. At 
the instant of switching froni a forward ·voltage to; an inverse voltage, the diode has 
the characteristics of a bilateral element·and·has forward and back resistances which 
are very nearly equal; consequently, consideraole,rever.se:eurrent flows at the instant 
the inverse potential is applied. Immedia.tely·following,the application of the inverse 
potential, the back resistance of the diode increases exponentially as a function of 
time, and the large reverse current decreases with time to a very small value which is 
determined by the static high back resistance of the diode. In general, this charac­
teristic presents no limitation in the use of point-contact diodes, since the back resist­
ance recovery time (90 per cent recovery) is usually only a small fraction of a micro­
second. A severe limitation exists in the use of junction diodes, however, since the 
back-resistance recovery time lllay be several microseconds. Most silicon diodes 
used in low-level electronic circuit applications are of the junction type, ,whereas most 
germanium diodes for similar applications are of the point-contact type; 'consequently, 
the problem of diode back-resistance recovery time is ordinarily associated with silicon 
diodes. For typical silicon junction diodes having low inverse voltage ratings, the 
back resistance recovers with an effective time constant T which is in the order of 
0.5 to 1.0 µsec. (For higher inverse voltage ratings, the effective time constants are 
somewhat higher.) Ordinarily the time constant refers to the time required for the 
diode back resistance to reach a value of 50,000 ohms. If the diode external circuit 
impedance is small compared to 50,000 ohms, the circuit effective time constant will 
be significantly less than the diode back-resistance recovery time constant. In most 
applications, the back resistance can be considered to have attained a value approxi­
mately equal to the static value in an interval of approximately 4T. This phenome­
non must be considered when the signal contains frequency components which are in 
the order of 1/T to 10/T or higher. Silicon junction diodes have an additional limita­
tion. The effective voltage at which forward conduction is initiated varies more 
with temperature in silicon junction diodes than in germanium point-contact diodes. 
This is of particular importance when the diode is used in low-level circuits. 

Example 12.1 

Determine the clamping effectiveness of the circuit shown in Fig. 12.13a under the follow­
ing conditions: 

ei = 10 volts peak 
C = 1,000 µµf 
R = 1 megohm 

t1 = 0.5 µsec 
t2 = 50 µsec 
Source resistance = 0 ohms 

Since the RC time constant is long (1,000 µsec) compared to t2 (the interval for which the 
waveform departs from the clamped base line) and R is much larger than the diode resist­
ance, e2 can be assumed to be essentially equal to ei. 

The decay in e2, designated Ae2, during the interval t2 can be determined as follows: 

Ae2 = e2(l - e-12/RC) 
= 10(1 - E-o.06) 

= 0.49 volt 

The decay e2 corresponds to a loss of charge in capacitor C which is replaced by the diode 
current flow during the interval ti. 

Average diode current 
Ae2C 

ti 
0.49 X 10-9 

0.5 X 10-5 

~ 1 ma 

From the diode Eb-h characteristic, the voltage corresponding to 1 ma can be deter­
mined. This voltage corresponds to the average value of e1. The value of e1 will increase 
if R or the clamped interval ti is reduced. 
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12.3b. One-way Clamp. A clamping circuit for establishing the initial potential 
in a network is frequently termed a one-way clamp. A common application of this 
type of clamp is in a sawtooth-waveform generator as shown in Fig. 12.14a. 

The triode clamp in this application has only two operating states. In the quiescent­
condition, the grid is slightly positive and the plate current is limited primarily by the 
voltage drop across the high plate-load resistance Rb. With Rb high, the quiescent 
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value of ea will be a small percentage of Ebb· The other operating state of the triode 
is at plate current cutoff caused by a negative voltage impulse or gate ei at the tube 
grid. The magnitude of the gate must be greater than the bias required for plate­
current cutoff when operating with a plate voltage of Ebb· The time constant RcCc 
should be long compared to the time interval of the negative gate so that Cc will not 
discharge appreciably during the gate, thereby preventing the control grid from 
returning sufficiently positive to cause plate current flow. With the tube cut off, 
Cb starts to charge to the supply voltage Ebb through Rb. The voltage rise across the 
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capacitor will follow the typical RC exponentiaJ characteristic. If the time constant 
RbCb is long compared to the gating interval, the peak value of eo will be small com­
pared to Ebb and the waveform of eo will be a sawtooth of sufficient linearity for most 
applications. 1 The rate of return to the quiescent value of eo at the end of the saw­
tooth is a measure of the quality of the clamp. An ideal clamp of this type would 
achieve a constant initial value of the sawtooth waveform independent of the repeti­
tion frequency and the gating interval. 

Additional configurations of one-way clamps are shown in Fig. 12.14b and c. The 
one-way clamp in Fig. 12.14b uses two diodes and a cathode follower to form a positive 
sawtooth. Circuit design requires that the quiescent current through V3 be equal 
to or larger than that through V2. The magnitude .of the gate appearing at the 
cathodes of V2 and V3 must be greater than the peak value of eo. The cathode 
follower should have a low-output impedance and should be designed so that the 
quiescent cathode voltage is slightly negative. 

A clamp for negative sawtooth generators is shown in Fig. 12.14c. The operation 
of this circuit is essentially identical to that of Fig. 12.14a except for the cathode 
output and the fact that the gate magnitude must exceed the sum of the peak value 
of eo, the tube cutoff bias, and the voltage decay at the tube grid during the gate 
interval. 

12.3c. Two-way Clamp. The clamp shown in Fig. 12.15 is capable of restoring 
either a positive or negative potential to a desired reference potential. When either 
tube is conducting, eo is clamped to 
approximately the reference potential 
ER. With the application of a negative 
unclamping gate, eo will increase toward 
E2 and will have an initial slope that is 
determined by the time constant RC2. 
E 2 may be either positive or negative. 
The polarity and magnitude of E1 deter­
mine whether the clamp is conductive or 
nonconductive during theungatedperiod. 
Therefore the required polarity of the 

£NA8L/N6 
6AT£ 
INPUT Cc ±;, 

ER 
£, o-o --± .. _----oo £2 

Fm. 12.15. Triode two-way clamp. 

enabling gate is dependent on whether or not the clamp is normally conductive or 
nonconductive. 

If E2 can be made to vary in magnitude through both polarities, this circuit pro­
vides a means of generating both positive and negative sawtooth waveforms. In a 
typical application, (1) E1 is made equal to ER, (2) the input gate is negative, and 
(3) E2 is variable. Under these conditions, an output sawtooth waveform is gen­
erated during the interval of the negative gate. If E2 is more positive than ER, the 
polarity of the sawtooth waveform will be positive. If E2 is more negative than ER, 
the polarity of the sawtooth waveform will be negative. These waveforms have 
initial slopes proportional to the value of E2 - ER at the initiation of the enabling 
gate. 

The quality of clamping for this circuit is good only if the source resistance of the 
reference voltage ER is low and if the value of R is very large. 

12.3d. Keyed Clamps and Box-car Detectors. A circuit used to sample and store 
the instantaneous value of a varying voltage is usually termed a sampler, or a box-car 
detector. A simple circuit of this type can be derived from that in Fig. 12.15. If 
the voltage to be sampled is substituted for ER and if E2 and Rare eliminated, a large 
positive pulse injected at the enabling gate input will cause the output voltage to 
assume a value proportional to the voltage being sampled. E1 must be negative and 
greater than the sum of the most negative signal to be sampled plus the bias required 

1 More information on the design of sawtooth generators appears in Sec. 11. 
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to maintain cutoff.· Obvious disadvantages of this circuit are the requirements that 
E 1 have such a large value and that the gating pulse be even larger. 

The need for a high biasing voltage and a large gating signal are eliminated by the 
circuit in Fig. 12.16. The keying pulse to each grid is introduced by means of a 
pulse transformer winding which is returned to the cathode. The bias and the keying 
pulse amplitude are bootstrapped, or floated, on the cathode potential in such a man­
ner that they are both independent of the magnitude of the cathode potential. The 
keying pulse will draw grid current which, by flowing through R1 during the inter­
pulse period, produces the bias required to keep the tubes in a normally nonconducting 
state. The keying pulse needs only to have a, magnitude sufficient to produce a bias 
greater than that required to maintain cutoff with a plate voltage equal to the peak-
to-peak value of the input voltage being +E1;1; 

sampled. The time constant R1C1 must 
be long compared to the interval between 
keying pulses. 

An excellent sampling circuit is shown 
in Fig. 12.17. With the application of a 

Vf 

V2 

FIG. 12.16. Bootstrap keying of a keyed 
clamp. 

V3 -r-· ;:i 
(ENABLING 

----E-~ 
LS 

-!=°_t_ 

-E 
Fm. 12.17. Sampling circuit. 

negative gate to the grid of V4, the two-clamp tubes, V2 and V3, conduct and the 
output voltage becomes equal to the input voltage except for a d-c offset and the dis­
tortion caused by the transmission of the signal through the cathode follower Vl 
and the clamp tube V3. At the end of the negative gate, V2 and V3 are cut off and 
the output voltage is stored across C until the next negative gate is applied. The 
cathode follower Vl and the enabling tube V4 have been shown for the purpose of 
illustrating typical methods for introducing the input signal and the enabling gate 
to the sampler. 

When dealing with unipolar pulsed signals of short duration, it is often desirable 
to sample and store the last received signal until the next pulse is received. This 
can be accomplished in a box-car detector of the type shown in Fig. 12.18. Here, 
the input signal ei consists of positive pulses which are recurrent at regular intervals 
but varying in amplitude. The positive pulses are reproduced by the cathode fol­
lower VI and cause C1 to charge to a value proportional to the instantaneous value 
of ei, This charge is held until the occurrence of the following negative pulse et 
which restores the output voltage eo to the voltage Ek, In any application where the 
occurrence of the ei pulses can be anticipated, it is possible to generate the clearing 
pulses et with a slight time lead. Where the e, pulses are irregular in time, it is 
possible to cause them to actuate a blocking oscillator (or other pulse generator) to 
form an Ct pulse. The Ci pulse must then be delayed in a delay line so as to be intro­
duced into the box-car detector after clearing by the generated et pulse has occurred. 
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The voltage E1 at the cathode of V3 established by R1, R2, and E must be more 
positive than the greatest value of eo. The amplitude of the negative ee pulses must 
exceed the dfference in the bias voltage E1 and the quiescent cathode voltage Ek. 
C2 should be much larger than C1. 

12.3e. Memory and Learning Time Constants. Box-car detectors are storage cir­
cuits which can be evaluated in terms of their persistence of memory and their rate of 
learning new data. 

In most cases where these sampling and storage circuits are employed it is desirable 
to achieve perfect memory, i.e., have infinite time constants. Perfect memory is not 
feasible with practical circuit elements, but careful design will usually achieve time 
constants suitable for most applications. Every attempt must be made to minimize 
conductive paths that would discharge the storage capacitor. In general, output 
loading by shunt resistances across the storage capacitor is not used, the stored 
potential being applied to the grid of a vacuum tube for external utilization or indica­
tion. Where time constants in the order of 1 sec or longer are desired, grid conduction 
in this tube usually cannot be neglected. In addition, the capacitor used for the 
storage element should be chosen on the basis of very low leakage. 

Ebb 

I 
e: 

T 
IPOS/~/v.fl I PULSES) 

t.-

I I 
~-

(NE:;,IVEI 
I I 1 C, ec, 

j_ PULSES) 

...Lo-j E ec, 
et C2 I?, (BOX-CAR 

T~- OUTPUT) 

E;, 
FIG. 12.18. Box-car detector which has complete restoration between samples. 

An ideal sampling circuit is capable of instantaneously adopting the potential to be 
stored. The importance of the learning time constant for any given application is 
determined by the permissible sampling interval, which is usually dictated by the 
rate of change of the variable. In those cases where the variable is a short-duration 
pulse, the learning time must accordingly be very short. In some applications it 
is permissible, or even desirable, to integrate or delay the rate of assimilating abrupt 
changes in the variable, and consequently the learning time can extend over a number 
of sampling intervals. When the learning must be accomplished on each individual 
sample, the learning time constant should be much less than the sampling interval. 

The learning time constant is determined by the product of the values of the storage 
capacitor and the total resistance of the series charging circuit. For example, in 
Fig. 12.18, the learning time constant is the sum of the cathode follower output 
impedance and the plate resistance of the diode V2 multiplied by the value of C1. 
Both resistive terms will vary somewhat with signal amplitude. A reasonably accu­
rate value for their sum, however, can be established by an analysis using the average 
signal value. If the internal impedance of the source generating ei is as low or lower 
than the output impedance of the cathode follower, the cathode follower can be 
omitted. In Fig. 12.18, a problem similar to that of learning time exists for the dis­
charge interval. The source impedance of the discharge pulses ee should be low, and 
the pulses should be of sufficient amplitude and duration to drive the potential on C1 

below the cathode potential Ek. 
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13.1. Fundamentals of'· Inductively Coupled Circuits. In.eluded in this section 
are the basic definitions, equations, and equivalent circuits required for the detailed 
analysis of inductively coupled air-core and iron-core circuits. 

13.Ja. Coe.ffecient of Coupling. In Fig. 13.1 a current in either the primary or 
secondary winding will produce magnetic flux. Depending on the orientation of the 

Rp f j4JM \ Rs 

:: . ~/wlpl lM,~ ,:, 
PR/Ml/RY S£CONOARY 

FIG. 13.1. Inductively coupled circuit. 

two windings, a certain portion of the 
total flux will link both windings. The 
dimensionless factor k, known as· the 
coefficient of coupling, is equal to the ratio 
of the flux common to both windings 
to the total generated flux. If the 
coefficient of coupling k is equal to 0.5 
or greater, the coils are usually said to 
be closely coupled, and if k is equal to 

0.01 or smaller, the coils are said to be loosely coupled. 
13.1b. Mutual Inductance. Any two windings which have common flux are said 

to have a mutual inductance M. Mutual inductance in henrys can be determined 
from either Eq. (13.1), (13.2), or (13.3). 

(13.1) 

where N, = number of secondary turns 
ct, 21 = lines of flux common to both windings which are produced by primary 

current 
ip = primary current, amp 

M = N pcf,12 _X 10-s 
i, 

where NP = number of primary turns 

(13.2) 

ct,12 = lines of flux common to both windings which are produced by secondary 
current 

i, = secondary current, amp 

M = k VLpL, 

where LP = primary inductance, henrys 
L, = secondary inductance, henrys 

(13.3) 

Mutual inductance can be determined experimentally for any two windings by 
measuring the inductances of the two coils when connected series-aiding (flux fields 
in the same direction) and series-opposing (flux fields opposing) and dividing the 
difference in the two measurements by 4. 

13.1c. Leakage Inductance. Leakage inductance exists if all the flux produced 
by a current in one winding does not link the other winding. Primary and secondary 
leakage inductances in henrys can be determined from Eqs. (13.4) and (13.5). 

18-:--2 
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Np</,~ X 10-s 

ip 
Lpri. leak. (13.4) 

Laec.leak. 
N,<f,~ X 10-s 

(13.5) 

where q,~ = lines of flux produced by primary current which do not link secondary 
winding 

<f,~ = lines of flux produced by secondary current which do not link primary 
winding 

The sum of the primary and secondary leakage inductances referred to the primary 
and secondary terminals can be determined from Eqs. (13.6) and (13.7) 

L; = 2(1 - k)Lp 
L; = 2(1 - k)L. 

(13.6) 
(13;7) 

where L; = sum of primary and secondary leakage inductances referred to primary 
terminals 

L; = sum of primary and secondary leakage inductances referred to secondary 
terminals 

The measured inductance L1 of the primary with the secondary short-circuited 
and L2 of the secondary with the primary short-circuited are given by Eqs. (13.8) and 
(13.9). 

L1 = Lp(l - k2) 

L2 = L,(1 - k 2) 

(13.,8) 
(13.9) 

Equations (13.8) and (13.9) are very nearly equal to Eqs. (13.6) and (13.7) if the 
value of k approaches unity. Therefore, if k is sufficiently large, the measurements 
L1 and L2 will be very nearly equal to the true values of L; and L;. The measurements 
are less than the true values of L; and L; by approximately 2H per cent if k = 0.95, 
5 per cent if k = 0.90, and 11 per cent if k = 0.80. All short-circuit measurements 
should be made at frequencies low enough to minimize the effects of distributed 
capacitance. Where k is either not known or is not large enough to permit the deter­
mination of L; and L; by the short-circuit measurements, it is necessary to measure 
Lp, L., and M, so as to permit the determination of k from Eq. (13.3) and then to 
calculate L; and L; from Eqs. (13.6) and (13.7). Lp and L, should be measured with 
the secondary and primary respectively open-circuited. 

13.1d. Analysis of Air-core and Iron-core Coupled Circuits. Neglecting core losses, 
the equations for air-core and iron-core inductively coupled circuits are identical; 
therefore the two types of circuits can be analyzed in the same manner. 

If the coupling coefficient is unity and if the copper losses, core losses, and winding 
capacitance are equal to zero, the voltage ratio will be equal to the turns ratio. These 
conditions represent the ideal iron-core power transformer. In general, all of these 
conditions are not satisfied, and the voltage ratio will not be equal to the turns ratio; 
hence it is usually necessary to make a complete circuit calculation. 

For iron-core circuits which have coupling coefficients very nearly equal to unity, 
simplified equivalent circuits can be employed (see Sec. 14.2). The equivalent cir­
cuits discussed in this section, however, are for air-core transformers and iron-core 
transformers having coupling coefficients which are much less than unity. 

Equivalent Circuits. To analyze an inductively coupled circuit, the secondary 
circuit can be referred to the primary circuit. This results in an equivalent primary 
circuit which permits the determination of the primary current. The secondary 
circuit can also be analyzed with the aid of an equivalent circuit. The solution of 
the secondary equivalent circuit is dependent on the solution of the primary equivalent 
circuit since the induced sec<?ndary voltage is equal to -jwMip. 
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Primary Equivalent Circuits. Two equivaient primary circuits for air-core trans­
formers are shown in Fig. 13.2. 

1
~Rp jw(lp-M) jw(Ls-M) Rs J 

--;- 7 ,~: 20-----------------' 
(al !bl 

Fm. 13.2. Equivalent circuits for determining primary current. 

Secondary Equivalent Circuit. The equivalent secondary circuit for a circuit of 
the type shown in Fig. 13.1 is shown in Fig. 13.3. The secondary current is that 
current which flows if the secondary induced voltage -jwMip is placed in series with 
the secondary circuit. 

13.Je. Primary and Secondary Circuits Each Tuned to the Same Frequency. For 
inductively coupled circuits tuned to the same fre­jwls 

----\1\/\/\/\,--oJ quency, Fig. 13.4 illustrates how the primary current 

------------04 
Fm. 13.3. Equivalent secondary 
for the circuit shown in Fig. 
13.1. 

and the secondary voltage vary as a function of 
frequency and the coefficient of coupling. The 
degrees of coupling most commonly referred to are: 

1. Undercoupling 
2. Critical coupling 
3. Transitional coupling 
4. Overcoupling 

13 .. lf. Primary and Secondary Circuits Tuned to Different Frequencies. If two 
inductively coupled circuits of equal Q are tuned to slightly different frequencies, 
the response curve is similar in shape but smaller in amplitude than that obtained by 
overcoupling the same two circuits when tuned to the same frequency. The ampli­
tudes of the two peaks in the secondary response curve are a function of the circuit 
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Fm. 13.4. Primary current and secondary voltage as a function of the coefficient of coupling 
when the primary and secondary are tuned to the same frequency. 

Q's. If QP does not equal Q« the secondary response curve will be unsymmetrical. 
If the detuning between the primary and secondary becomes very large, the primary 
current will have only a single peak even though the secondary response curve has 
double peaks. 

13.1g. T Sections as Equivalents for Inductively Coupled Circuits. There are occa­
sions when it is advantageous to replace inductively coupled circuits with equivalent T 
sections. One particular example is the case where the inductances of the windings 
are to be adjusted to resonate with fixed primary and secondary capacities. The 
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coupled circuit in Fig. 13.5a can be replaced mathematically and sometimes physically 
by the equivalent T section of Fig. 13.5b. Frequently it is found, in the calculation 
of the series arms of the T section, that either Lp - M or L. - M is a negative 
inductance. This is the case when k is greater than either the quantity -VLv/L. or 
-vL./Lp, respectively. Negative inductance presents no calculation difficulties; 
however, it does present a problem in a physical network. If the physical T is to 
replace the coupled circuit at only one frequency, the negative inductance can be repre­
sented by capacitance. If a T section is to physically replace a coupled circuit for a 

'~C'' JI 

,~'' 4 ,~: 

(al (bl 
Frn. 13.5. Inductively coupled circuit and equivalent T section. 

wide-band of frequencies, the quantities LP - Mand L. - M must have positive signs. 
This can be assured if the mutual inductance of the coupled circuit is made less than 
either the primary or secondary inductance. 

In some instances there may be an advantage in converting the T network to a 1r 

network. If the T network has no negative inductances, the equivalent 1r network 
will also have no negative inductances. 

It is important to note that, for an inductively coupled circuit terminated with a 
noncapacitive load, it is not possible to realize a voltage gain if the mutual inductance 
is equal to or less than the primary inductance. Therefore, where T sections are used 
to simulate inductively coupled circuits over a band of frequencies, there will be no 
voltage gain if the secondary load is not capacitive. For operation at any specific 
frequency, the unity-voltage gain limitation for a T section with a resistive load can be 
eliminated by making Lp - M sufficiently negative and replacing the quantity with a 
capacitor. 

13.1h. Gain-bandwidth Factor. A useful term in the evaluation of coupled circuits 
is gain-bandwidth factor. This is the ratio of the gain-bandwidth product of a given 
circuit to the gain-bandwidth product of a single-tuned circuit which has the same 
circuit capacitance as the sum of the primary and secondary capacitances of the 
coupled circuit. A single-tuned circuit is defined as the parallel combination of a 
single inductance, capacitance, and resistance. 

Example 13.1 
For the circuit shown in Fig. 13.6, determine the primary current and the voltage across 

terminals 3 and 4. 

M= 
Rp= 2HENRYS 

1000 OHMS ( '\ 3 
,----'\/VV\/\r---Q 

ep= 
10 VOLTS 
IOOCPS 

2 PRIMARY SECONOARY 

Frn. 13.6. Inductively coupled circuit. 

Solution 

4 

1. Draw the equivalent primary circuit. 

Frn. 13. 7. Equivalent primary circuit for the 
circuit shown in Fig. 13.6. 

The equivalent primary circuit is shown in Fig. 13.7 and is of the same type as that shown 
in Fig. 13.2b. 
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2. Determine the primary current ip. 

primary voltage 
prim!),ry input impedance 

ep 

. (wM)2 
RP + JwLp + R, + jwL, + ZL 

10 
{21r X 100 X 2) 2 

1,000 + j21r X 100 X 2 + . 

200 + j21r X 100 X 8 + 1,800 - -21r X lOO : o.5 X 1o-a 
10 

1,000 + jl,.256 + 428 - j393 
10 

1,668/ +31.20 = 0.006/ -31.20 amp 

'---~----------04 
e5 =-j(IIM/p 

=-j21f-Xf00X2X0.006L-Jt.2° 

Fm. 13.8. Equivalent secondary circuit 
for the circuit shown in Fig. 13.6. 

where i, = secondary current 
e, = secondary induced voltage 

Z • = secondary circuit impedance 

or 
= 0.0051 - jO.OO31 amp 

3. Draw the equivalent secondary circuit as 
shown in Fig. 13.8. 

4. Determine the secondary voltage eL across 
terminals 3 and 4. 

ZL = impedance between terminals 3 and 4 
eL =· voltage across terminals 3 and 4 

-jwMipZL 

( -j21r X 100 X 2) (0.0051 - jO.OO31) ( 1,800 - r
2

1r X 
100 

.;_ 
0

_
5 

X 
10

- 6 ) 

200 + j21r X 100 X 8 + 1,800 - 21r X lOO .;_ o.5 X 10-& 

7.54/-121.2° X 3,657 /-60.5° 

2,716/ +42.6° 

== 10.15/ +135.7° volts 

1S.2. Undercoupling. Two circuits which are inductively coupled and tuned to the 
frequency of the applied signal are said to be undercoupled if their orientation is such 
that increased coupling will cause an increase in the secondary voltage. The curves 
in Fig. 13.4b illustrate how the bandwidth characteristics vary as the degree of 
coupling is changed. The gain: of an undercoupled circuit can be expressed as some 
value relative to the maximum possible value of gain which occurs at critical coupling 
(see Sec. 13.3). 

The curve in Fig. 13.9 is a plot of the secondary voltage in an undercoupled circuit 
relative to the voltage at critical coupling. This is given as a function of the ratio 
between the actual coupling coefficient k to the critical coupling coefficient k 0 • If 
the value of k is much less than critical, the shape of the secondary voltage response 
curve approximates the product of the response curves of two circuits having Q's 
which are equal to the primary and secondary_ .circuit Q's, respectively. As the 
coupling coefficient is increased, the_ bandwidth of the secondary voltage response 
curve also increases. 
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13.3. Critical Coupling. Two circuits which are inductively coupled and tuned to 

the frequency of the applied signal are said to be critically coupled if they have been 
oriented so as to obtain the maximum possible secondary voltage. 

The circuits in Figs. 13.10 and 13.11 illustrate the two most common forms of 
coupled circuit configurations. In Fig. 13.10 the circuit Q's are directly proportional 
to the size of the shunting resistors, provided that the Q's of the windings are much 
higher than the Q's of the circuits when loaded by the shunting resistors. This 
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Fm. 13.9. A plot of~the relative secondary 
output voltage as a function of the ratio 
between the actual coupling coefficient and 
the critical coupling coefficient for two cir­
cuits tuned to the same frequency and 
inductively coupled together. 
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es , 
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Fm. 13.10. Shunt-loaded circuit and equa­
tions for critical coupling. 
· NOTE: When referring to Figs. 13.12 
through 13.15, Qp and Q, can be identified 
as Qi and Q2 or Q2 and Qi, respectively. 

circuit is usually used when low-Q circuits are desired. If high-Q circuits are employed, 
the shunting resistors are omitted., resulting in the circuit shown in Fig. 13.11. If 
such is the case, the circuit Q's are determined entirely by the primary and secondary 
windings. · 

The general circuit equations for the two circuits with critical coupling are quite 
complex; hence, the circuit data have been plotted in Figs. 13.12 to 13.15. There 
is a limitation in the application of these curves since they are not valid for the circuit 
shown in Fig. 13.11 if either circuit Q is less than approximately 10. The data plotted 
in Figs. 13.12 to 13.15 are based on a constant current source, which is approached 
with most pentode-type tubes. In all the figures, QP and Q, can be identified as 
either Qi and Q2 or Q2 and Qt. respectively. 
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13.Sa. Gain-bandwidth Factor, Critically Coupled Circuit. This is a function of the 
Q ratio and the relative values of the primary and secondary circuit capacitances. 
The gain-bandwidth factor is greatest when Qp = Q, and when GP is either much 
larger or much smaller than C,. Figure 13.12 is a plot of the gain-bandwidth factor 

M=kcJLiiT"s 

O =--'--= 21Tfrlp 
P 21TfrCpRp Rp 

Os=--'-·= 21Tfrls 
flTfrCsRs Rs 

!.i._=2I_ ffs (AT f, I 
ep Op.,/ Rp r 

fr=--'-=--'-
27T ./ljiCp 2 lT ./f;c; 

OplT.}Lp olRip 
z; = - 2-=-2-wop~JJ 

=INPUT IMPt"OANCE AT TERMINALS a 8 b AT fr 

OpOs/fliills I /oji7is . 
Z,2 = R - 47Tfr -Vepci I tf Op ~JI 

= TRANSFER IMPEDANCE FROM TERMINALS a-b TO 
c-d AT fr 

A=t~gmZu 

Fm. 13.11. Series-loaded circuit and equa­
tions for critical coupling. 

NOTE: When referring to Figs. 13.12 
through 13.15, Qp and Q, can be identified 
as Q1 and Q2 or Q2 and Qi, respectively. 
Figures 13.12 through 13.15 are not valid for 
this circuit if either Qp or Q, is less than 
approximately 10. 

for the case where the primary circuit 
capacitance GP is equal to the secondary 
circuit capacitance C.. Under these 
conditions, the Q ratio must be less than 
4.5 to realize any improvement in the 
gain-bandwidth product over a single­
tuned stage provided that the primary 
and secondary circuit capacitances are 
equal. If the capacitances are unequal, 
the gain-bandwidth factor established 
from Fig. 13.12 must be multiplied by 
the factor K, as determined by Eq. 
(13.10) to obtain the actual gain-band­
wid th factor. 

K (13.10) 

It is therefore possible, with Q ratios 
larger than 4.5, to achieve gain-band­
width products that are greater than that 

,•.o1m~,, ii 
<!> 

0-2 , 10 100 

0,/02 

Frn. 13.12. Gain-bandwidth factor versus Q 
ratio for a critically coupled circuit in which 
Gp = G,. If Gp does not equal G,, the 
value as read from the curve must be cor­
rected by the factor K given by Eq. (13.10). 

achievable with a single-tuned circuit provided the improvement due to the term K 
is sufficiently large. · 

13.3b. Gain Ratio, Critically Coupled Circuit. The gain ratio Gr is the ratio of the 
voltage gain of a critically coupled stage to the voltage gain of a single-tuned stage 
having the same total circuit capacitance. 

(13.11) 

where Qo = Q of single-tuned circuit 
Cp + C, = total circuit capacitance of single-tuned circuit 
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The gain ratio is useful in comparing the voltage gain of a critically coupled stage 

to the voltage gain of a single-tuned stage without regard to relative bandwidths. 
If the critically coupled stage is adjusted to have the same bandwidth as the single~­
tuned stage, the gain ratio will be equal 
to the gain bandwidth factor. If maxi­
mum voltage gain is the prime objective 
and bandwidth is of no importance, there 
is ordinarily no advantage in using a 
critically coupled double-tuned circuit 
over a single-tuned circuit unless CP and 
C& are unequal since the maximum 
achievable value of ~ in Eq. (13.11) 
will usually be no greater than the maxi­
mum value of Qo, 

0.6 ..__ ___ .,__ _ _.__..L-....L.-L.....L..J.....L..J 

,n ,o 

13.3c. Low-Q Critically Coupled Cir­
cuits. The curves shown in Fig. 13.13 
are an aid in the design of low-Q criti­
cally coupled circuits. The ratio of the 
primary and secondary resonant fre­
quency fr to the frequency lac which is 
the arithmetic center of the passband is 
plotted versus Q2. 

13.3d. Fractional Bandwidth, Critically F O 13 13 fr s Q f d'ff e t Q 1 • • • /~~ ver us 2 or 1 er n 
Coupled Circuit. Figure 13.14 is a plot 

ratios in critically coupled circuits. 
of the fractional bandwidth, i.e., the 
ratio of bandwidth {3 to the arithmetic-center frequency lac, versus Q2 for different 
Q ratios. Bandwidth is not affected by the ratio of the primary and secondary circuit 
capacitances. 
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FIG. 13.14. Fractional bandwidth versus Q2 
for different Q ratios in critically coupled 
circuits. 
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Frn. 13.15. Critical coupling coefficient 
versus Q2 for different Q ratios in critically 
coupled circuits. 

13.Se. Coupling Coefficient, Critically Coupled Circuit. Figure 13.15 is a plot of the 
critical coupling coefficient kc versus Q2 for different Q ratios. Equation (13.12) is an 
approximation which very nearly represents the data plotted in Fig. 13.15 provided 
both Q1 and Q2 are greater than approximately 5. 

1 k0 = -- (13.12) 
~ 
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Example 13.2 
Determine the operating characteristics of a critically coupled circuit of the type shown 

in Fig. 13.10 if 

Rp = 2,000 ohms 
R. = 1,000 ohms 
Qp = 5 
Q. = 1 

Gp = 2.5G, 
fr = 1.5 Mc 

Vl = 6AK5 tube; Om = 5,000 µmhos, rp = 0.3 megohm 

1. Determine the Q ratio. 

Qp = 5 
Q. 

2. Determine the gain-bandwidth factor. 
From Fig. 13.12 determine the gain-bandwidth factor for Qi/Q2 = 5. The figure 0.95 

must be corrected since Gp = 2.5C,. Therefore the gain-bandwidth factor is equal to 

0.95 X 2·5G• + G. = 1.05 
2 V2.5G. X G. 

3. Determine the arithmetic center lac of the secondary response curve. 
From Fig. 13.13 

fr = 0.95 
f ac 

f fr = ~ = 1.58 Mc 
ac = 0.95 0.95 

4. Determine the bandwidth- {3 of the secondary response curve. 
From Fig. 13.14 

!!._ = ci.39 
fac 

{3 = 0.39 X 1.58 = 0.616 Mc, or 616 kc 

5. Determine the coupling coefficient kc. 
From Fig. 13.15 

kc = 0.38 

6. Determine the gain from the grid of Vl to the grid of V2. 
From Fig. 13.10 

Example 13.3 

~ ~ OmZ12 = 0.005 X V2,000 X 1,000/2 
ei 

~3.54 

Design a critically coupled circuit of the type shown in Fig. 13.11 which has the secondary 
response arithmetically centered at 465 kc and a bandwidth of 13 kc. Assume the tube 
to be a 6AK5 operating at a Om of 5,000 µmhos. 

1. Determine the circuit Q's and the Q ratio. 
Assume the Q ratio to be equal to 1. The fractional bandwidth is equal to 13/465, or 

0.028. From Fig. 13.14 the desired value of the primary and secondary Q's is equal to 50. 
2. Determine the value of the primary and secondary circuit capacitors. 
To avoid any appreciable change in the total primary and secondary circuit capacitances 

which might be caused either by interchanging tubes or by changes in the input capacitance 
to V2, it usually is desirable to make the total circuit capacitances large compared to the 
expected variations. The nominal output and input capacitances of a 6AK5 tube are 
2.8 and 4 µµf, respectively; hence it is relatively safe to assume that if both Cp and c. were 
arbitrarily made equal to 50 µµf, the variations in tube capacitances would have little 
effect on the total. Therefore let 

Cp = C • ~ 50 µµf 

The smaller Gp and C,, the larger will be the gain as determined in step 3. Consequently, 
Cp · and G • should be made no larger than necessary to prevent excessive detuning due tc, 
variations in circuit capacitances. •. 
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3. Determine the gain from the grid or Vl to the grid of V2. 
From Fig. 13.11 

"-'~ ✓Q11Q1 
- 41rf, C11C. 

0.005 ✓ (50)2 
~ 4T X 465 X 103 (50 X 10-12)2 

~856 

4. Determine the critical coupling coefficient kc, 
From Fig. 13.15 

kc = 0.02 

13-11 

18.4. Transitional Coupling. Two inductively coupled circuits are said to be 
transitionally coupled if they are coupled to give the flattest secondary response curve 
possible. Transitional coupling will provide the widest passband without double 
peaks. Increased coupling will cause the 
midband portion of the selectivity curve · 
to dip, and the circuit is then said to be 
overcoupled. 

Transitional coupling is frequently re­
ferred to as optimum coupling. The 
gain-bandwidth product of a transition­
ally coupled circuit is always greater 
than that of a critically coupled circuit 
except in the case where the primary and 
secondary Q's are equal. In the case of 
equal-Q primary and secondary circuits, 
transitional coupling is identical to criti­
cal coupling. The improvement in the 
gain-bandwidth product over that of a 
critically coupled circuit is obtained at 
the expense of a loss in gain. The loss 
in gain is accompanied by an even larger 
increase in bandwidth, which accounts 
for the larger gain-bandwidth product. 
Unequal Q circuits which are transition­
ally coupled may develop pronounced 
asymmetry in gain with slight mistuning. 

In Fig. 13.16, the circuit Q's are directly 
proportional to the size of the shun ting 
resistors provided that the Q's of the 
windings are much higher than the Q's 
of the circuits when loaded by the shunt­
ing resistors. This circuit is usually used 
when low-Q circuits are desired. 

M =kt ,,/[j[; 

Op =21rfpCpRp 

fs =--'-2T./LiCs 

, - V.flljl1; 
1.12--2-

= TRANSFER IMPE/JANCE FROM TERMINALS a-b TO c-d 

V = NI/LT/PLYING FACTOR TAKEN FRON FIG. 13. 22 

es 9mV./iiiiii; A=e;~--2--
Frn. 13.16. Shunt-loaded circuit and equa­
tions for transitional coupling. 

NOTE: When referring to Figs. 13.18 
through 13.22, Qp and Q. can be identified as 
Q1 and Q2 or Q2 and Qi, respectively. 

In high-Q circuits, the shunting resistors are omitted, resulting in the circuit shown 
in Fig. 13.17. If such is the case, the circuit Q's are determined entirely by the Q's 
of the primary and secondary windings. 

The general circuit equations for the two circuits with transitional coupling are 
quite complex; hence, the circuit data have been plotted in Figs. 13.18 to 13.22. 
There is a limitation in the application of these curves in that they are not valid for 
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the circuit shown in Fig. 13.17 if either circuit Q is less than approximately 10. The 
+ data plotted in Figs. 13.18 · to 13.22 are 

based on a constant current source 
which is approached with most pentode­
type tubes. 

13.4a. Gain-bandwidth Factor, Tran­
sitionally Coupled Circuit. The gain-

T bandwidth factor is between 1.41 and 2 

N = kt ./Tp7:; 
a ___ , ___ 21rfrlp 
p- 27TfrCpRp - - Rp 

t 27Tfrls 
(}s = 27TfrC5R

5 
:;, ---;r;--

fr = 2 ,r /fpep = 2,r/L;t; (FOR(}p 8 (}s~fOJ 

Zi _ Wp (}s~ _ _!!_ /QjQs 
12 2 - 4rlr Ytj;t 

= TRANSFER IMPEDANCE FROM TERMINALS a-b TO c-d 
tJ=MlJLTIPLYIN6 FACTOR TAKEN FROM F/6. /3. 22 

A= e5 ~ !lmlJOp Os,lifi71i = !!mU fQiiQs 
Si . 2 4-ut,. Vepc; 

Frn. 13.17. Series-loaded circuit and equa­
tions for transitional coupling. 

NOTE: When referring to Figs. 13.18 
through 13.22, Qp and Q. can be identified 
as Q1 and Q2 or Q2 and Qi, respectively. 
Figures 13.18 through 13.22 are not valid for 
this circuit if either Qp or Q. is less than 
approximately 10. 

for the case of equal primary and second­
ary circuit capacitances. If the capaci-
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Frn. 13.18. Gain-bandwidth factor versus Q 
ratio for a transitionally coupled double­
tuned circuit in which Q2 ~ 3. If Gp does 
not equal G., the gain-bandwidth factor must 
be multiplied by (Gp+ G,,)/2 (yGpG6 .) 

tances are unequal, the gain-bandwidth factor as determined from Fig. 13.18 should 
be multiplied by (Gp+ C.)/(2 -v'c;lI.). 

13.4b. Bandwidth of Cascaded Transitionally Coupled Stages. The bandwidth f3n 
of n identical transitionally coupled stages which are cascaded and synchronously 
tuned1 is given by Eq. (13.13). 

fJn = (3 -yi21/n - 1 

~ "-' fJ 
/Jn - _•;-

1.1 V n 

where f3n = bandwidth between -3-db frequencies for n stages 
n = number of stages 
(3 = bandwidth between -3-db frequencies for one stage 

(13.13) 

(13.14) 

13.4c. Gain Ratio, Transitionally Coupled Circuit. Without regard to relative 
bandwidths, the gain ratio Gr is the ratio of the voltage gain of a transitionally cou­
pled stage to the voltage gain of a single-tuned stage having the same total circuit 
capacitance. 

(13.15} 

1 A cascaded synchronously tuned amplifier is one in which successive stages are tuned 
to the same frequency. 
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where Qo = Q of single-tuned circuit 

13--13 

CP + C. = total circuit capacitance of single-tuned circuit 

U = gain at transitional ooupling ( 'p• 
1 22

) 
. t ·t· 1 1. see 1g. 3. gam a en ma coup mg 

If the transitionally coupled stage is adjusted to have the same bandwidth as the 
single-tuned stage, the gain ratio will be equal to the gain bandwidth factor. 

1.2 

1.0 

fr 
foe 
0.8 

0.6 .__ ___ _._ __ ....___._...J.__.._...1-..1--L..J 

I 10 

02 (AT fr) 

Fm. 13.19. Ratio of circuit resonant fre­
quencies to the arithmetic center of the 
secondary response curve for different Q 
ratios versus Q2 for transitionally coupled 
circuits. 
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Frn. 13.21. Transitional-coupling coefficient 
versus Q 2 for different Q ratios in transition­
ally coupled circuits. 
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Fm. 13.20. Fractional bandwidth versus Q2 
for different Q ratios in transitionally 
coupled circuits. 
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Fm. 13.22. Ratio of the gain in a transition­
ally coupled circuit to the gain in a critically 
coupled .circuit versus circuit Q ratio. 

13.,4.d. Low-Q Transitionally Coupled Circuits. In iow:-Q circuits, the primary and 
secondary resonant frequencies fp and f. may differ consic;lerably from the arithmetic 
center /aa of the passband. In most design problems/a. is specified, and consequently 
fp and / 11 must be determined. Figure 13.19 is useful in determining fp and J. with 
respect to lac• The terms Q2 and /2 in the figure may refer to the Q and frequency of 
resonance of either the primary or secondary circuit depending on which has the 
lower Q. 
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13.4e. Fractional Bandwidth, Transitionally Coupled Circuit. Figure 13.20 shows 
the fractional bandwidth, i.e., the ratio of bandwidth /3 to the arithmetic center 
frequency Jae, versus Q2 for different Q ratios. Bandwidth is not affected by the 
ratio of the primary and secondary circuit capacitances. 

13.4f. Coupling Coefficient, Transitionally Coupled Circuit. Figure 13.21 is a plot 
of kt versus Q2 for different Q ratios. Equation (13.16) very nearly represents the 
data plotted in Fig. 13.21 if both Qi and Q2 are greater than approximately 5. 

kt = 0.707 .. ✓ Qlp2 + ~,2 
(13.16) 

Example 13.4 

Determine the gain and bandwidth of a circuit of the type shown in Fig. 13.17 it 

.Qolution 

Qp = 30 
Q3 = 150 
Gp= c. 
fr = 1 Mc 

Rp = 66.6 ohms (a-c resistance of Lp) 
R, = 13.3 ohms (a-c resistance of L,) 
Vl . = 6AK5, Om = 5,000 µmhos 

1. Determine the gain from the grid of Vl to the grid ·of V2. 
From Fig. 13.17 -

e, . . Om UQpQ~ Vif;ii. 
;~ 2 

0.005 X 0.895 X 30 X 150 V66.6 X 13.3 
~ . 2 

~300 

2. Determine the bandwidth. 
From Fig. 13.20 

f
fJ = 0.029 
ac 
/3 = 0.029 X 100 
{3 = 29 X 103, or 29 kc 

13.5. Overcoupled Circuits. Two circuits that are tuned to the same frequency 
and inductively coupled are said to be overcoupled if the coupling coefficient k is 
large enough to cause the secondary response curve to have two peaks. The differ­
ence in amplitude between the peaks is a function of the circuit Q's. With very 
high Q circuits the amplitudes of the peaks tend to be equal. · For low-Q circuits, the 
low-frequency peak is larger and the high-frequency peak is smaller in amplitude 
than in the high-Q case. In both the low- and high-Q cases, the average of the two 
peaks is nearly equal to the amplitude of the response curve at transitional coupling. 

13.5a. Midband Gain and Relative Gain of Peaks to Midband. For every ratio 
Qp/Q, or Q,/QP there is a ratio of the actual coupling coefficient to the critical-coupling 
coefficient k/kc above which increased coupling will result in double peaks in the sec­
ondary response curve. The value of k/kc at which overcoupling begins is equal to 
the ratio of the transitional coupling coefficient to the critical coupling coefficient kt/kc. 
The intersection of the value of k/kc which exists in a given circuit with the curve of 
Fig. 13.23 determines D where D is equal to the ratio of the midband gain (whether 
overcoupled or not) to the gain of the circuit with critical coupling. If the intersection 
of Qi/Q2 is at a higher point on the curve than the point of the intersection of k/kc, the 
circuit is overcoupled. and the ratio of the average amplitude of the peaks to the mid­
band amplitu~.will be slightly less than the ratio of the two values of Dread from 
Fig. 13.23 for Q1/Q2· and k/kc, The applicable equations are 

Midband gain == gain of circuit at critical coupling X N 
Average peak amplitude RM 

Midband amplitude ~ N 

(13.17) 

. (i3.l.8) 
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where M = value of D at Qi/Q2 (see Fig. 13.23) 
N = value of D at k/kc (see Fig. 13.23) 
R = a multiplying factor determined by Q ratio (see Fig. 13.24) 
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FIG. 13.23. Determination of circuit gain relative to the gain at critical coupling for ratios 
of k to kc, The abscissa is calibrated in both k/kc and Qi/Q2. The values of k/kc associ­
ated with the values of Q1/Q2 are the maximum values at which double humps do not occur. 
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FIG. 13.24. Plot of the modifying factor R FIG. 13.25. Relationship between A/, Q 
[see Eq. (13.18)] versus Q1/Q2. ratios, and k/kc for overcoupled circuits 

which are tuned to the same frequency. 

13.5b. Bandwidth of an Overcoupled Circuit. Because of the shape of the secondary 
response curve of an overcoupled circuit, it is not too helpful to refer to bandwidth 
at the -3-db points. Usually it is more desirable to define the secondary response 
turve as shown in Fig. 13.25. 
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13.5c. An Application of Overcoupled Circuits. A wide and fairly fiat response 
curve is sometimes obtained from a two-stage amplifier in which the double-peak 
response of an overcoupled circuit is added to the single-peak response of a circuit 
that has transitional couoline: or less. The overcoupled circuit is tuned so as to be 
symmetrical about the response curve ot tne other stage. To obtain this fiat response, 
the circuit Q's, tuning and degree of coupling must be carefully chosen. 

Example 13.5 

In an overcoupled circuit where k/ko = 4, Q2 = 10, Qi = 100, and Ir = 30 Mc, deter­
mine t..l, ratio of the average peak amplitude to that at midband, and the gain at Ir based 
on the assumption that the gain at critical coupling is 30. 

Solution 

1. Determine t..f (Fig. 13.25) 

l:..I = IQ~ = 30 X 1~~ X 1.05 = 3_15 Mc 

where C = 1.05 (Fig. 13.25) 
2. Determine the ratio of the average peak amplitude to that at midband. 
From Eq. 13.18 

Average peak amplitude RM (0.82)(0.74) = 1.
31 

Midband amplitude ~ N = 0.465 

where M = 0.74 (from Fig. 13.23) 
N = 0.465 (from Fig. 13.23) 
R = 0.82 (from Fig. 13.24) 

3. Determine the midband gain. 
From Eq. 13.17 

Midband gain = gain of circuit at critical coupling X N 
= 30 X 0.465 
= 13.95 
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14.1. Fundamentals of Magnetic Circuits. Figure 14.1 is a plot of flux density 
versus the magnetizing force required to alternately change the magnetization of a 
material between two values of flux densities B1 and B2. A curve of this type is 
known as a hysteresis loop. With reference to a symmetrical hysteresis loop, the 
negative magnetizing force required to reduce the flux density to zero is termed the 
coercive force He. The residual flux density Br is that flux density remaining in the 
material when the positive magnetizing force goes to zero in a symmetrical hysteresis 
loop. The retentivity of the material is the flux density remaining in the material 

+ 
§ 

T 
a, 

He 
-~----+---I------'-----+ 

MAGNETIZING FORCE (H) 

FIG. 14.1. Hysteresis loop. 

after it has been subjected to a magne­
tizing force sufficient to cause saturation 
flux density. A material which has a 
high retentivity is known to be magne­
tically hard, and a material which has a 
low retentivity is termed a magnetically 
soft material. Magnetically hard ma­
terials are used as permanent magnets, 
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Frn. 14.2. Normal magnetization curve. 

and magnetically soft materials are used as core materials for chokes and transformers. 
The normal magnetization curve for a material can be obtained if the material has no 
initial magnetization. The normal magnetization curve of Fig. 14.2 is a plot of flux 
density versus magnetizing force and is obtained by connecting the tips of a family of 
hysteresis loops resulting from a symmetrical hysteresis loop having been made larger 
and larger as shown in Fig. 14.3. 

14.1a. Magnetomotive Force. In English units, the magnetomotive force F applied 
in a magnetic circuit is given in ampere-turns; in cgs units, the magnetomotive force 
is given in gilberts. A gilbert is equivalent to 0.796 ampere-turns. 

14.1b. Magnetizing Force. The magnetizing force His the effective magnetomotive 
force per unit length of core material. The unit of magnetizing force in cgs units 
is the oersted (1 gilbert/cm), which is equivalent to 2.02 ampere-turns/in. 

14--2 
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Table 14.1 is a tabulation of the multiplication factors required to convert the 

English units of F, H, and B to the cgs units. 

TABLE 14.1. MAGNETIC CONVERSION UNITS 

English cgs 
Fin ampere-turns X 1.256 = Fin gilberts 
Hin ampere-turns/in. X 0.495 = Hin oersteds 
Bin lines/sq in. X 0.1550 = Bin gauss 

14.1c. Permeability. The ease with which a material can be magnetized is indi­
cated by its permeability µ. 
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MAGNETIZING FORCE (Hl 

Fm. 14.3. Normal magnetization curve 
determined by the locus of the tips of a 
family of hysteresis loops. 
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Fm. 14.4. Displaced hysteresis loops due 
to superimposed direct and alternating 
magnetizing forces. 

The static permeability µ. of a material at any point on the magnetization curve is 
defined by Eq. (14.1). 

B µ,=Ii (14.1) 

The static permeability is therefore equal to the slope (gauss per oersted) of a line 
drawn from the origin through the point on the normal magnetization curve in Fig. 
14.2. 

The incremental permeability µac of a material is the average permeability for an 
alternating magnetizing force. A d-c magnetizing force may or may not be present. 
Incremental permeability is very nearly equal to the slope (gauss per oersted) of a 
line connecting the tips of the hysteresis loop which may or may not have its center 
offset from the base line because of a d-c magnetizing force. The incremental per­
meability of any of the hysteresis loops shown in Fig. 14.4 can very nearly be deter­
mined from Eq. (14.2). 
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LlB 
µac = tl.H (14.2) 

where LlB = incremeRtal variation in flux density due to incremental variation tl.H 
in magnetizing force 

14.1d. Flux Density. One line of flux is known as a maxwell. The unit of flux 
density B in cgs units is a gauss. One gauss is equal to one line or one maxwell per 
square centimeter, and in English units is equal to 6.45 lines per square inch. 

In a d-c magnetic circuit, the d-c flux density can be determined from either 
Eq. (14.3) or (14.4). 

(14.3) 

where B is in lines per square centimeter, His in oersteds, and /J.s is in cgs units. 

B = 3.192Hµ.. (14.4) 

where B is in lines per square inch, H is in ampere-turns per inch, and µ., is in cgs 
units. 

A change of flux in the core of a magnetic circuit will result in an induced voltage 
in the winding surrounding the core. Equation (14.5) gives the peak value of the 
sinusoidal a-c flux density in terms of the resulting rms value of the induced voltage, 
number of turns, cross-sectional area of the core, and the frequency of the a-c flux. 

B erms X 108 

max = 4.44f NA 

where Bma.x = maximum value of a-c flux density, lines/sq in. 
erms = rms value of induced voltage, volts 

f = frequency of flux, cps 
N = number of turns 
A = cross-sectional area of core, sq in. 

(14.5) 

14.1e. Inductance. A circuit has self-inductance if it generates a counter emf to 
any change in current through the circuit, i.e., a generated or induced voltage which is 
180° out of phase with the voltage change causing the current variation. A coil has 
an inductance of 1 henry if a counter emf of 1 volt is developed when the current 
through the coil is changed at the rate of 1 amp/sec. 

The relationship between inductance, lines of flux, and magnetizing current is 
given in Eq. (14.6). 

L = 0. 707 N cf,~ax X 10-s 
im 

where <l>max = maximum number of lines of flux during a cycle = ABmax 
L = inductance, henrys 

N = number of turns 
im = rms current in amperes producing flux 

(14.6) 

In practical applications, the value of iron-core inductances can be determined more 
readily from Eqs. ,14.7) and (14.8). 

where N = number of turns 

L = 3.192N2Aµ.. X 10-s 
le 

1 

A = cross-sectional area of core, sq in. 
µ., = effective a-c permeability of iron core and air gap, cgs units 

(14.7) 

(14.8) 
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/Lac = incremental permeability of iron core, cgs units 

l11 = total length of air gap, in. 
le = length of iron core, in. 
L = inductance, henrys 

Equations (14. 7) and (14.8) are applicable to iron-core inductances in which the flux 
path may be through a small air gap l0 in addition to passing through the length of 
the iron core le. If the iron core is not interrupted by an air gap, µe = µac• 

Two inductances are said to have mutual inductance if they are oriented so that 
some portion of the flux developed by a current in one inductance will link the other 
inductance. Equation (14.9) expresses the relationship between mutual inductance, 
flux linkages, and magnetizing current; Equation (14.10) indicates that mutual 
inductance can also be defined as the ratio of the voltage induced in the second 
inductance to the rate of current change in the first inductance. For example, two 
inductances have a mutual inductance M of 1 henry if a current change at the rate of 
1 amp/sec in the first inductance induces a voltage of 1 volt in the second inductance. 

M = 0.707N~21 X 10-s 
im 

eseo 

= 211-fim 

where esec = induced secondary rms voltage 
im = primary rms current in amperes producing flux 
M = mutual inductance, henrys 
N = secondary turns 

(14.9) 

(14.10) 

cJ,21 = maximum number of primary lines of flux linking secondary during a cycle 
14.tf. Core Losses. The heat losses which occur in the cores of magnetic circuits 

are due to (1) the dissipation of energy 
into heat in altering the orientation of 
the magnetic poles within the core ma­
terial and (2) the 12R losses within the 
core that occur as a result of the currents 
in the core which are induced by the 
varying flux. The first type of core loss 
is identified as hysteresis loss, and the 
second type is referred to as eddy-current 
loss. 

§ 
HYSTERESIS LOOP WITH 
.4 SUPERIMPOSED D-C 
MAGNETIZING FORCE 

V ~ H ,/ BMAX 

HYSTERESIS LOOP WITH· 
OUT SUPERIMPOSED D-C 
MAGNETIZING FORCE 

28MAX 

Boe 
Hysteresis loss in a transformer is the 

energy lost in alternately magnetizing 
the core of the transformer between two 
limits, such as B1 and B2 shown in Fig. 
14.1, and is the same per cycle regard­
less of the frequency. Therefore, the 
hysteresis loss for any given maximum 
value :of flux density is directly propor­
tional to frequency. The addition of a 
d-c magnetizing force will displace the 
hysteresis loop and frequently change its Fm. 14.5. Hysteresis loops with and without 

a superimposed d-c magnetizing force. 
shape as shown in Fig. 14.5. If the dis-
placement of the hysteresis loop changes the enclosed area within the loop, the 
hysteresis loss will also be changed since the hysteresis loss per cycle is proportional to 
the area within the loop. 

Eddy-current loss is the energy lost in heat because of 12R losses caused by the 
flow of eddy currents within the core. These currents are induced within the core 
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by the varying magnetic flux and flow at right angies to the flux. The flow of eddy 
currents is minimized by making the core material in thin laminations and coating 
the laminations with either an oxide scale or some other nonconductive material. 
Eddy-current losses are porportional to the square of the frequency, the square of the 
a-c flux density, and the lamination thickness and inversely proportional to the 
resistivity of the core material. The addition of a d-c magnetizing force will not 
affect the eddy-current losses. 

The sum of hysteresis and eddy-current losses can easily be measured. The usual 
procedure is to first excite the primary of the unloaded transformer at the rated 
input voltage and frequency. Under this condition, the losses within the transformer 
are the primary copper loss and the core loss, and their sum can be measured by a 
wattmeter. The primary l 2R losses can be computed if the primary current and 
resistance are measured. The difference between the losses read on the wattmeter 
and the calculated primary copper loss is the sum of the hysteresis and eddy-current 
losses. 

Eddy-current and hysteresis losses can be separated if a voltage source is available 
which is variable in both amplitude and frequency. The procedure is to first deter­
mine the sum of the core losses at the transformer's normal operating frequency and 
flux density. The second step is to determine the core loss at several lower frequencies 
but at the same flux density as the initial measurement. The requirement that the 
same flux density be maintained requires that the amplitude of the input voltage 
be changed in direct proportion to the change in the frequency of the input voltage 
[see Eq. (14.5)]. Step three consists of plotting the core loss per cycle versus fre­
quency and extending the curve to zero frequency. The core loss per cycle at zero 
frequency is the hysteresis loss per cycle for the specific value of flux density main­
tained during the measurements. The hysteresis loss under normal operating con­
ditions can, therefore, be determined by multiplying the operating frequency by the 
hysteresis loss per cycle. The eddy-current losses can be determined by subtract­
ing the calculated hysteresis loss from the total core loss obtained in the initial 
measurement. 

14.1g. Exciting Currents in Iron-core Inductances. In a simple series a-c circuit 
containing an inductance and a generator having an output voltage eu, the relation­
ship between the voltage eu at the terminals of the inductance and the induced voltage 
ei is expressed by Eq. (14.11). 

eu = Ri,p + e, 
N d,f, 

where e;. = 108 X dt 

d<J,/dt = rate of change of flux, lines/sec 
i,p = exciting current, amp 
R = resistance of winding, ohms, 
eu = generator voltage, volts 
ei = induced voltage, volts 

(14.11) 

In a well-designed iron-core choke or transformer, the product Ri,p is usually a very 
small quantity compared to the terminal voltage ea which means that the induced 
voltage ei is very nearly equal to e0 • Therefore, if eu is sinusoidal, e, will be very 
nearly sinusoidal. It follows that the core flux ,j, must also be sinusoidal if the induced 
voltage is sinusoidal since e;. is equal to N X 10-s X dq,/dt. The exciting current i,p, 
however, is not sinusoidal because of the shape of the hysteresis loop. The exciting 
current will have a shape similar to the waveform shown in Fig. 14.6. The exciting 
current is made up of a current component in phase with the induced voltage and a 
current component which lags the induced voltage by 90°. The tirst is known as the 
core loss current ic, and the latter is the magnetizing current im. 
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14.1h. Effect of Direct Current through an 1ron:-core· Inductance. Direct current 

through the winding of a choke or transformer displaces the hysteresis loop. In Fig. 
14.5 it can be seen that the d-c flux density Bdc has displaced the hysteresis loop 
sufficiently to cause saturation of the core material at the maximum a-c flux density. 
It is apparent that with Bdc present, P,ac is reduced to a much lower value. There­
fore, one effect of direct current in the winding is to reduce the inductance of the 
winding since P,ac has been reduced. 

The quantity t:,.H is a measure of the magnetomotive force per unit length of core 
material and is proportional to the exciting current in the winding. Consequently, 
an increase in the exciting current is re­
quired to obtain a given increase in the a-c 
flux density if a large value of B de exists as 
shown in Fig. 14.5. The exciting current 
i,t, is not sinusoidal even in the absence of 
B de• In a well-designed choke or trans­
former, however, the term Ri<t, is so small 
that the induced voltage ei is essentially 
identical to eu. If the exciting current 
should become very large for a portion of 
the hysteresis loop, i.e., when Bae causes the Frn. 14.6. Typical exciting current wave-

form. 
core to become saturated at the maximum 
a-c flux density, the nonsinusoidal voltage drop Ri<t, in the winding becomes large 
enough that the induced voltage ei also becomes appreciably distorted (see Eq. (14.11)]. 

The saturation effects of direct current on the core can be minimized by the insertion 
of an air gap in series with the iron core. This is explained in Sec. 14.4. 

14.li. Effect of an Air Gap on the Q of an Iron-core Inductor. 1 If the frequency of 
the voltage applied to an inductor remains constant and if the amplitude of the voltage 
is increased simultaneously with the insertion of an air gap in the core so as to main­
tain a constant a-c flux density in the core, the losses in the core of the inductor will 
remain constant. Insertion of an air gap in the core will cause the reluctance, i.e., the 
reciprocal of permeability, of the core to increase, and consequently the magnetizing 
current im must increase to maintain the same flux density. The core loss current ic 
will remain constant since the a-c flux density and core losses remain constant. The 
approximate Q of the inductor is given by Eq. (14.12). 

Q eaim 
~ il· R + im 2 R + core losses in watts 

(14.12) 

where e0 = rms value of applied voltage, volts 
im = rms magnetizing current, amp 
ic = rms core loss current, amp 
R = resistance of winding, ohms 

The solution of Eq. (14.12) for maximum Q is given by Eq. (14.13). 

(14.13) 

To obtain the highest Q's in iron-core inductors, it is usually necessary to insert an 
air gap in the core in order that im increase sufficiently to satisfy Eq. (14.13). Since 
the addition of an air gap reduces the inductance of a reactor, high Q's are usually 
obtained at the sacrifice of inductance. 

1 This discussion applies only in those instances where there is no direct current through 
the inductor. 
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1,4.1j. Magnetic and Electrostatic Shielding. A magnetic or electrostatic field 
can either be confined to or restricted from a given space by the use of a suitable 
shield. 

A high-permeability shield is most effective for d-c and low-frequency magnetic 
fields. A high-permeability shield diverts the flux from its normal path to a path 
through the shield; hence, the shield should present a complete magnetic path for 
the flux. The inductance of a winding will be increased if enclosed by this type of 
shield since the permeability of the flux path will be increased. With an iron-core 
inductor, the increase in inductance is imperceptible, but the increase in inductance 
of an air-core coil can be appreciable. 

At radio frequencies, shields are most effective when made of good electrical con­
ductors such as aluminum and copper. Magnetic flux entering the shield induces 
eddy currents in the shield which in turn generate magnetic flux that directly opposes 
the flux entering the shield. Since the eddy currents can be quite large, the shield 
should have low-resistance joints, which means that they should be well lapped and 
soldered. This type of shield will reduce the inductance of a shielded inductor since 
the magnetic flux generated in the shield opposes the core flux and effectively reduces 
the permeability of the flux path. To obtain satisfactory shielding in critical low­
level applications, it is sometimes necessary to employ alternate layers of high­
permeability and high-conductivity shields. In many noncritical applications, a 
sufficiently thick, low-permeability iron casting will serve as a satisfactory magnetic 
shield. 

Electrostatic shielding does not present as severe a problem as magnetic shielding 
since neither the thickness of the shield nor the degree of its conductivity is critical. 
An electrostatic shield can be fairly effective even though its surface is not continuous, 
as in the case of a wire mesh. 

Frequently there is a requirement that two windings on a transformer be electro­
statically shielded from each other. This can be accomplished without affecting the 
magnetic flux by placing one turn of metal foil which is grounded around the outside 
of the inner winding. Precautions must be taken to ensure that the ends of the foil 
are insulated from each other to prevent the foil from becoming a shorted turn. In 
addition, care should be taken to prevent more than one point on the foil from being 
grounded; e.g., the width of the foil should be equal to the width of the winding but 
not wide enough to touch the metal core. 

14.2. Fundamentals of Iron-core Transformers. A transformer is normally used 
to deliver power at a voltage different from the voltage applied at its input terminals 

PRIMARY 

Frn. 14.7. Core-type transformer. FIG. 14.8. Shell-type transformer. 

and/or to provide isolation between two electrical circuits. Iron-core transformers 
are employed in both power and communication circuits. 

14,2a. Types of Transformer Construction. The basic types of transformer con­
struction are the core and shell types and are shown in Figs. 14. 7 and 14.8, respectively. 

In a core-type transformer, the primary and secondary windings are usually placed 
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(1) on the same leg of the core, (2) on opposite core legs, or (3) the primary and sec­
ondary windings are each equally divided and placed on opposite core legs (Fig. 
14.7) to minimize the leakage inductance. ·The core is often made of long and short 
I's or of L laminations as shown in Fig. 14.9. 

(O) CORE MADE OF L TYPE LAMINATIONS 1/J) CORE MADE OF LONG AND SHORT I TYPE LAMINATIONS 

Frn. 14.9. Transformer cores. 

The majority of all small power and audio transformers are of the shell type. 
The core is usually made of E- and I-shaped laminations as shown in Fig. 14.10. 
These E's and I's can be stacked either interleaved or butt-jointed. Laminations 
ordinarily have a small burr on their edges because of the stamping process and 
are usually covered with a thin oxide scale. 
These characteristics prevent their being 
stacked without a small loss in space. 
The term stacking factor is used to indi­
cate the ratio of the effective core cross­
sectional area A, to the cross-sectional 
area Ac actually occupied by the lamina­
tions. The stacking factor is approxi­
mately the same for all small-gauge 
laminations, but varies, depending on 
the manner in which the core is assem­
bled. The type of assembly denotes the 
arrangement of E's and I's within the Frn. 14.10. Shell-type transformer core 

made of interleaved E- and I-type lami­
core. Alternate reversal of E's and I's is nations. 
denoted by 1: 1, and 4: 4 denotes the 
alternate reversal of groups of four. When there are no reversals of E's and I's, the 
core is said to be stacked with a butt joint. Sample stacking factors are as follows: 

Type of Assembly Stacking Factor A,/ Ac 
1:1 .................... 0.88 
4:4 .................... 0.92 
Butt joint. . . • . . . . . . . . . . 0. 94 

An important development in core materials is a Westinghouse product called 
Hipersil. Hipersil has approximately one-third higher permeability than the usuai 
silicon steels at comparable flux densities and usually is made in thin sheets and 
wound on a rectangular mandrel. It is then annealed and cut into two sections 
which can be inserted into a completed transformer winding and banded together. 
Because of the high permeability of Hipersil as compared to ordinary silicon steels, 
Hipersil offers an advantage where space is at a premium .. Hipersil cores can be used 
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in transformers of either the core or shell type as shown in Fig. 14.11. At present, 
several other manufacturers have entered this field and are manufacturing special 
high-grade cores in these same physical configurations. 

In addition to laminated cores, solid ferrite cores are frequently employed. Since 
ferrite is a very poor conductor, the eddy-current losses are very small. Consequently, 
solid ferrite cores can be used profitably in high-frequency applications. Caution 
must be exercised in their use, however, since they lack the mechanical strength 
possessed by the more conventional cores. 

14.2b. Fundamental Theory of Operation. The simplest iron-core transformer 
consists of a primary and a single secondary winding which share a common iron core 
as shown in Fig. 14.8. If a voltage is applied to the primary winding of the trans­
former, primary current will flow. If the secondary of the transformer is open, the 
current which flows in the primary is the exciting current i.,,. The exciting current is 
composed of a current in phase with the voltage induced in the primary winding and a 
current which is lagging the induced voltage by 90°. The first current is the core 

('7) CORE TYPE (.bl SHELL TYPE 

Fm. 14.11. Transformers with Hipersil C cores. 

loss current ic, and the second current is the magnetizing· current im, The primary 
induced voltage is equal to the applied voltage less the vector i.,,R, where R is the 
primary winding resistance. It is the magnetizing current which causes magnetic 
flux to exist in the core, and it is the magnetic flux which causes a voltage to be 
induced in the primary winding. The magnitude of the primary induced voltage is 
usually very nearly equal to the applied voltage and can be determined from Eq. 
(14.11). The secondary induced voltage is of the same phase as the voltage induced 
in the primary and is related in amplitude to the primary induced voltage by the ratio 
of the turns in the secondary winding to the turns in the primary winding. The 
application of a load on the transformer secondary causes secondary current to flow 
and is reflected to the primary as a decrease in the primary input impedance and, 
hence, causes an increase in the primary current. In an ideal transformer, loading 
the secondary winding will cause an increase in the primary ampere-turns which is 
equal and opposite to the secondary ampere-turns caused by the loading. The net 
result is that there is no change in the core flux because of load currents in the windings. 

An extremely high exciting current often flqws in the transient interval following 
the initial turn-on of power to a transformer. In steady-state operation, both the 
induced voltage and flux sinusoids are symmetrical about their zero axes. At the 
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~11itial "power turn-on," however, the flux sinusoid may be completely displaced 
above or below its steady-state axis. In these extreme cases, the result is a peak flux 
density during the first cycle of the applied voltage which is equal to twice the steady­
state value which in turn causes complete core saturation and a peak exciting current 
which may exceed the maximum steady-state exciting current by a factor of a hundred 
or more (this transient phenomenon often presents a circuit protection problem when 
certain types of fuses and circuit breakers are employed). With reference to the 
sinusoidal flux existing in steady-state operation, it is only the rate of change of flux 
(flux waveshape) which establishes the induced voltage. Therefore, the flux sinusoid 
need not be symmetrically positioned on the zero flux axis to induce a sinusoidal volt­
age in the winding. Without a d-c current through the winding, the flux sinusoid is 
symmetrically located about the zero flux axis in steady-state operation; however, this 
ordinarily occurs after a transient period following "power turn-on." At the instant 

Rp 
(LEAKAGE) 
Lp (l-k) 

(LEAKAGE) 
LpU-kJ 

(17) EQUIVALENT CIRCUIT FOR DETERMINING THE PRIMARY CURRENT Ip. THE SECONDARY 
WINDING RESISTANCE AND LOAD HAVE BEEN MODIFIED BY ( Np/Ns )2 SO THAT THE 
CIRCUIT MIGHT BE DRAWN AS A TRANSFORMER HAVING A TURNS RATIO OF ONE 
TO ONE 

(b) EQUIVALENT CIRCUIT FOR DETERMINING THE PRIMARY CURRENT ip IN AN IDEAL 
TRANSFORMER; I.E., A TRANSFORMER HAVING UNITY COUPLING, AN INFINITE 
INDUCTANCE PRIMARY, AND NO CORE LOSS, DISTRIBUTED CAPACITY OR WIND­
ING RESISTANCE 

Frn. 14.12. Equivalent transformer circuits; Re represents the apparent resistance in the 
primary circuit due to eddy-current and hysteresis losses in the core. 

of "power turn-on, the flux sinusoid is positioned in time (90° lagging the applied 
voltage) so that the instantaneous rate of change of flux causes the desired voltage 
to be induced (induced voltage is essentially equal to the applied voltage; see Sec. 
14.lg). In addition, the flux sinusoid is positioned in the positive and negative direc­
tions so that the magnitude of the instantaneous initial flux is zero. The flux sinusoid 
will, therefore, not ordinarily be symmetrically positioned about the zero flux axis at 
"power turn-on." The only cases which result in the symmetrical positioning of the 
magnetic flux sinusoid (no transient condition) at "power turn-on" occur when power 
is turned on at the positive and negative crests of the applied voltage. 

14.2c. Equivalent Circuit8. To facilitate the analysis of a transformer, it fre­
quently is desirable to make use of equivalent circuits. The circuits shown in Figs. 
14.12 and 14.13 are equivalent primary and secondary circuits, respectively. 1 

Examination of Fig. 14.12a indicates the manner in which the magnitudes of certain 
circuit parameters affect transformer performance. For example, the magnitude of 
the shunting inductance kLv establishes the lower-frequency limit of the transformer. 

1 Definitions of terms such as coupling coefficient k. mutual induetance M, leakage 
inductance, etc., are given in Sac. ia ,1 
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The coupling coefficient k determines the magnitude of the leakage inductance, and 
the leakage inductance and the secondary-circuit capacitance determine the trans­
former upper-frequency limit. 

The equivalent primary circuit of an ideal transformer is shown in Fig. 14.12b. 
In an ideal transformer, the core loss, resistance of windings, and distributed capaci­
tance are all equal to zero. In addition, the coupling coefficient is equal to unity, 

i.e., the transformer has zero leakage in­

Rs 

T 
ductance, and the value of the primary 
inductance is infinity. 

14.2d. Calculation of Leakage Induc­
tance. The magnitude of the leakage 
inductance1 referred to a given winding 
is proportional to the square of the num­

Frn. 14.13. Equivalent secondary circuit for her of turns in the winding, mean length 
a transformer. of winding turn, depth of windings, and 

separation of the winding from the other 
windings and is inversely proportional to the width of the winding layer. The 
value of the leakage inductance is almost independent of the core material and the 
degree of d-c saturation. Leakage inductance can be minimized by employing wide 
flat windings wound with a minimum of separation. Additional reduction of leakage 

if. 2 

w 

3.4tNp ( w,+w2 ) , ae;tNl(r1, ,., 11,+112 +113) _5 Lp:-
11

- d+-3 - XI0-5MH Lp"' 1+v2+--3-- XfO MH 

(b) (Cl 

, O.J5tN/ (,rf, ,., d ,., h,+h2+h3+h4+/15) _5 Lp=-w--,,+v2+ 3+v4+ 5 XIO MH 
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Lp: SUM OF PRIMARY ANO SECONDARY 
LEAKAGE INDUCTANCES REFERRED 
TO THE PRIMARY TERMINALS 

I =MEAN LENGTH OF TURN 

Np= NUMBER OF PRIMARY TURNS 

NOTE: All DIMENSIONS ARE IN INCHES 

Frn. 14.14. Typical winding configurations and equations for determining leakage induct­
ances. The value of L~ can be determined by substituting Na for NP· Figures illustrate 
geometry of windings in transformer window. 

inductance can be obtained by interleaving the primary and secondary windings. 
Figure 14.14 shows different winding configurations with the applicable equations 
for determining the total transformer leakage inductance as seen at the terminals of 
the primary winding. The values of the constants in the equations given in Fig. 
14.14 are based on empirical data and in some instances do not agree with the calcu­
lated values for the idealized case. 

1 For measuring technique see Sec. 13.lc. 
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14.2e. Calculation of Distributed Capacitances. The distributed capacitance of the 

windings and the capacitance between the windings and the core and/or shield are 
important factors in the determination of the transformer upper-frequency response. 
Fundamental relationships for determining the distributed capacitance between the 
start and finish of any two adjacent layers of a transformer winding or between a single­
layer winding and the core or shield can be determined by referring to the data given 
in Fig. 14.15. 

The point at which a winding is grounded must be considered in the determination 
of the effective distributed capacitance across the winding. With reference to multi­
layer windings, Figs. 14.16 to 14.18 are applicable to (1) windings having one end 
grounded, (2) center-tapped windings, and (3) floating windings. The equations 
included in Figs. 14.16 to 14.18 are approximations. The larger the number of 

START OF 
LAYER 

FINISH 
OF LAYER 

LAYER 
INSULATION 

CM is the measured capacitance between the core and winding with ends of the winding 
tied together. 

CM = 0.225lwK 
d 

CE is the effective capacitance between the core and winding if one end of the winding 
is connected to the core. 

NOTE: This equation is also valid for the effective capacitance between two layers of the 
same winding. 

C n is the distributed capacitance between the start and finish of a multilayer coil. 

C _ 0.30lwK(N L - l) 
D - dNL 2 

where K = dielectric constant of insulation 
l = mean length of turn in inches 

w = width of layer in inches 
d = thickness of wire insulation and paper insulation in inches 

NL = number of layers 
CM, CE, and Cn are in µµf 

Fm. 14.15. Fundamental equations for determining capacitance in a layer-wound coil. 

layers in a given winding, the smaller will be the error. The dielectric constants of 
most organic insulating materials used in transformer construction are between 3 and 4. 

14.2f. Physical Size of Transformers. For any specified load, the physical size 
of a transformer is dependent on such items as the allowable temperature rise, the 
type of cooling (forced air, etc.), type of core material, and the insulation require­
ments. The solid curve shown in Fig. 14.19 represents the average cased size versus 
the average of the primary and secondary volt-ampere ratings for several hundred 
transformers which were designed by several manufacturers for 60-cycle operation, 
a temperature rise of 40°0, and dependent only upon normal convection currents for 
cooling. 

Certain types of loads, i.e., those causing current distortion in the transformer, 
require that the volt-ampere ratings of the primary and secondary windings differ 
from each other. An example is a single-phase transformer with a center-tapped 
secondary which operates into a full-wave rectifier with a choke-input filter (see 
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Table 15.1). If the power delivered to the load is equal to unity volt-amperes, the 
primary and secondary volt-ampere ratings should be 1.11 and 1.57, respectively, in 
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FIG. 14.17. Effective distributed capacitance 
across a winding which has its center tap 
grounded and a load balanced with respect 
to ground. 

an ideal transformer. The average of these two values is 1.34, and it is this factor 
which affects the size of the transformer rather than the output power. 

14.2g. Efficiency of a Transformer. 

C
61

;~ _____ SHl£LO __ _ 

A transformer will operate at its maximum 
efficiency when the load is adjusted so 
that the copper losses are equal to the 
core losses. 

For a given maximum temperature 
rise, the power loss per unit of volume 
can be much higher in a small trans­
former than in a large transformer. 

CzCu+%6:r +LE/JO CAPACITANCE 
6I 6? IN ,aµF 

This suggests the possibility of operating 
the cores of small power transformers at 
much higher flux densities than larger Cp 0.3lwK(i\!_-t) 

WHERE Cp= 
2 ditz 

0.225twK(Az-0.5) 
CG~ d~ 

_ t =MEAN LENGTH OF TI./RN IN INCHES 
- w=WIOTH OF WINO/NG IN INCHES 

transformers, thereby permitting a re­
duction in the amount of core material 
required in small transformers. Usually 
this is not possible at typical power fre-
quencies, since very high flux densities 
would saturate the core and cause the 

]] 

C, Co JJNO CG ARE IN ppF 
Ni_=NUMBER OF LAYERS 

K=D!ELECTR!C CONSTANT exciting current to be extremely large. 
OF INSULATION A ' 1 l ·t· t 

d=TH!CKNESS OF WIRE INSULATION n excessive y arge exc1 mg curren 
ANO PAPER IIVSULJJTION !IV INCHES would cause the primary copper loss to be 

FIG. 14.18. Effective distributed capacitance excessive and the secondary voltage to be 
across a winding which has neither load nor appreciably distorted. Therefore, at fre­
winding grounded. quencies of approximately 100 cps and 
lower, small power transformers are usually designed so that the maximum loss per 
pound of core material is limited by the flux density at which the core material rapidly 
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starts to saturate. Since normal practice is to design for a given temperature rise, a 
typical design for a low-frequency· power transformer is one in which the core flux 
density is safely below saturation and the wire sizes are such that the sum of the 
core and the copper losses will cause the specified temperature rise. This usually 
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Frn. 14.19. Typical curves for 60-cycle transformers with 40°C rise. 

results in the copper losses being much greater: than the core losses in small power 
transformers having a rating of approximately 100 volt-amperes or less, operating 
at approximately 100 cps and lower frequencies, and having a temperature rise of 40°C. 

A curve of efficiency versus output power for transformers operating into resistive 
loads is shown in Fig. 14.20 and is typical of small 60-cycle transformers which are 
designed for a temperature rise of 40°C. Higher operating efficiencies are possible 
if special high-grade core materials are used. 

14.2h. Maximum Operating Temperatures. Insulating materials have been classi­
fied into five different groups by the 
American Institute of Electrical Engi­
neers. A tabulation of the five classes 
with the maximum allowable tempera­
tures is given in Table 14.2. 

High operating temperatures cause 
organic insulating materials to dry out 
and become charred, which in turn causes 
the materials to be brittle and to lose 
their mechanical strength. Insulating 
materials weakened in this manner fre­
quently break down if excessive stresses 
are developed in the windings by cir­
cuit overloads or by continued vibration. 
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Frn. 14.20. Curve is typical for commercial 
60-cycle transformers operating into a 
resistive load, with a temperature rise of 40°C 
and dependent only on normal convection 
currents for cooling. 

V. M. Montsinger1 has shown that the rate of mechanical deterioration approximately 
doubles for each 8°C increase in temperature. 

The class of insulation does not specify the allowable temperature rise of the trans­
former above the ambient temperature. A transformer with class A insulation 
(maximum of 105°C) operating in an ambient temperature of 31 °C could have a 
temperature rise of 105°C-31°C, or 74°C. A transformer with class B insulation 
(maximum of 125°C) and operating in an ambient of 70°C could have but 125°C-
700C, or 55°C rise. Hence, both the temperature rise of the transformer and the 
maximum ambient temperature determine the class of insulation required. 

The International Electrotechnical Commission refers to class 0 insulating mate­
rials as class Y. Also they have introduced classifications E and F for 120°C and 
155 °C, respectively. 

1 V. M. Montsinger, "Loading Transformers by Temperature," Trans. AIEE, vol. 49, 
pp. 776-790, Avril, 1930. 
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TABLE 14.2. CLASSIFICATION OF INSULATING MATERIALS 

Class Max. allowable temp. Description of material 

0 90°0 

A 105°c 

B 130°c 

H 180°C 

C >180°C 

Class 0 insulation consists of cotton, silk, paper, and 
similar organic materials when neither impregnated 
nor immersed in a liquid dielectric 

Class A insulation consists of: 
(1) Cotton, silk, paper, and similar organic mate­

rials when either impregnated or immersed in a 
liquid dielectric 

(2) Molded and laminated materials with cellulose 
filler, phenolic resins, and other resins of similar 
properties 

(3) Films and sheets of cellulose acetate and other 
cellulose derivatives of similar properties 

(4) Varnishes (enamel) as applied to conductors 
Class B insulation consists of mica, asbestos, Fiberglas, 
and similar inorganic materials in built-up form 
with organic binding substances. A small proportion 
of class A materials may be used for structural 
purposes only 

Class H insulating materials are the same as for class 
C with the exception that binding substances com­
posed of silicone compounds may be used 

Class C insulation consists entirely of mica, porcelain, 
glass, quartz, and similar inorganic materials 

In contrast with specifying the maximum allowable temperatures for insulating 
materials, the military classifies transformers in regard to performance, viz., maxi­
mum temperature and life expectancy. These classifications are as follows: 

Class 

R 
s 
T 
u 

X 
y 
z 

Maximum Temperature 
(Ambient + Transformer Rise) 

105°0 
130°0 
170°0 

>170°0 

Life Expectancy 
~ 10,000 hours 
~ 2, 500 hours 
< 500 hours 

As an example, a transformer with Sand Y classifications would have a life expectancy 
of 2,500 hours or more at a transformer temperature of 130°0. This method of 
classification permits the transformer manufacturer to disregard the maximum allow­
able temperature ratings of insulating materials as specified by Table 14.2, since it is 
only the over-all transformer performance he is obligated to satisfy. For the pre­
ceding example, the maximum allowable ambient temperature is equal to 130°C less 
the transformer temperature rise. 

Temperature rise in a transformer can be measured by noting the change in winding 
resistance. A 4 per cent increase in resistance very nearly represents a 10°0 increase 
in temperature. 
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tl1.2i. Core Materials. Transformer core materials are usually referred to as 

being magnetically soft because they have low values of retentivity. Ideally, the 
permeability of the core material should 20 
be high at the operating flux density to 
minimize the exciting current. Manu­
facturers of core materials publish curves 
which show the guaranteed maximum 
watts loss per pound of core material as 
a function of frequency and maximum 
flux density. A sample family of curves § 

10 

is shown in Fig. 14.21. In addition, core :? 
manufacturers supply curves showing the ~ '·0 

incremental permeability µac as a func- ~ 
tion of the maximum a-c flux density ; 
Bmax and the d-c magnetizing force HDc- ! 
A sample family of incremental perme- 3 
ability curves is shown in Fig. 14.22. ~ 

There are many grades of core ma- 8 0.1 

terials1 and for each application there are 
usually several different materials which 
will be satisfactory. The selection of a 
particular core material for a specific 
application might be on the basis of 
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minimizing the size of the transformer, 
improving ease of assembly, ease of 
mounting the completed transformer, 
cf>st1 or the fact that the desired elec­
trical performance can be obtained only 
with a particular core material. The 

FIG. 14.21. Family of curves showing core 
loss characteristics of a medium-grade 
transformer core material. 

cores in power transformers are usually made of annealed steel laminations which 
have about a 1 to 4 per cent silicon content. This type of core material has relatively 
high permeability at high flux densities and is a fairly good compromise between cost 
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Frn. 14.22. Family of curves showing incremental permeability characteristics of a medium­
grade transformer core material. 

and core losses. In audio transformere1 a core material having high permeability at 
low flux densities is often desired. Two sample core materials which have this prop­
erty are mumetal and permalloy. Mumetal contains nickel, iron, copper and manga­
nese, and permalloy contains nickel, iron, molybdenum and manganese. 
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TABLE 14.3. SOLID-COPPER WIRE TABLE A WG OR B&S GAGE 

Diameter, mils Cross section 
Ohms/1,000 Feet/ohm 

Gauge ft at 20°c 
Pounds/ 

Feet/pound at 20°0 
no. 

Bare 
Single Double Circular Square (68°F) 

1,000 ft 
(68°F) 

enamel enamel mils inches 
-- ----
0000 460.0 ...... ..... 211,600.0 0. 1662 0.04901 640.5 1.561 20,400.0 
000 409.6 ...... ..... 167,800.0 0.1318 o. 06180 507.9 1.968 16,180.0 

00 364.8 ······ ..... 133,100.0 0. 1045 0. 07793 402.8 2.482 12,830.0 
0 324.g ······ ..... 105,500.0 0.08289 0.09827 319.5 3.130 10,180.0 

1 289.3 ...... ..... 83,690.0 0.06573 0.1239 253.3 3.947 8,070.0 
2 257.6 ...... ..... 66,370.0 0.05213 0.1563 200.9 4.977 6,400.G 
3 229.4 ...... ..... 52,640.0 0.04134 0.1970 159.3 6.276 5,075.0 
4 204.3 ······ ..... 41,740.0 0.03278 0.2485 126.4 7.914 4,025.0 
5 181.9 ...... ..... 33,100.0 0.02600 0.3133 100.2 9.980 3,192.0 

6 162.0 ...... ..... 26,250.0 0.02062 0.3951 79.46 12.58 2,531.0 
7 144. 3 ······ ····· 20,820.0 0.01635 0.4982 63.02 15.87 2,007.0 
8 128. 5 130. 6 132.4 16,510.0 0.01297 0. 6282 49.98 20.01 1,592.0 
9 114.4 116.5 118.2 13,090.0 0.01028 0. 7921 39.63 25.23 1,262.0 

10 101.9 103.9 105.6 10,380.0 0.008155 0.9989 31.43 31.82 1,001.0 

11 90.74 92. 7 94.3 8,234.0 0.006467 1.260 24.92 40.12 794.0 
12 80.81 82. 7 84.2 6,530.0 0.005129 1.588 19.77 50.59 629.6 
13 71.96 73.8 75.3 5,178.0 0.004067 2.003 15.68 63.80 499.3 
14 64.08 65.9 67.3 4,107.0 0.003225 2.525 12.43 80.44 396.0 
15 57.07 58.8 60.2 3,257.0 0.002558 3.184 9.858 101.4 314.0 

16 50.82 52.4 53.9 2,583.0 0.002028 4.016 7.818 127.9 249.0 
17 45.26 46.9 48.3 2,048.0 0.001609 5.064 6.200 161.3 197.5 
18 40.30 41. 8 43.2 1,624.0 0.001276 6.385 4.917 203.4 156.6 
19 35.89 37.4 38. 7 1,288.0 0.001012 8.051 3.899 256.5 124.2 
20 31.96 33.4 34.6 1,022.0 0.0008023 10.15 3.092 323.4 98.50 

21 28.46 29.9 31.0 810.1 0.0006363 12.80 2.452 407.8 78.11 
22 25.35 26.6 27. 7 642.4 0.0005046 16.14 1.945 514.2 61. 95 
23 22.57 23.8 24.9 509.5 0.0004002 20.36 1.542 648.4 49.13 
24 20.10 21.3 22.4 404.0 0.0003173 25.67 1.223 817. 7 38.96 
25 17.90 19.0 20.1 320.4 0.0002517 32.37 0.9699 1,031.0 30.90 

26 15. 94 16.9 18.0 254.1 0.0001996 40.81 0. 7692 1,300.0 24.50 
27 14.20 15.2 16.0 201.5 0.0001583 51.47 0.6100 1,639.0 19.43 
28 12.64 13.5 14.4 159.8 0.0001255 64.90 0.4837 2,067.0 15.41 
29 11. 26 12.2 12.9 126. 7 0.00009953 81.83 0.3836 2,607.0 12. 22 
30 10.03 10.8 11.6 100.5 0.00007894 103.2 0.3042 3,287.0 9.691 

31 I 8.928 9.7 10.3 79.70 0.00006260 130.1 o. 2413 4,145.0 7 .685 
32 7.950 8.8 9.4 63.21 0.00004964 164.1 0.1913 5,227.0 6.095 
33 7.080 7.8 8.3 50.13 0.00003937 206.9 0.1517 6,591.0 4.833 
34 6.305 6.9 7.4 39.75 0.00003122 260.9 0.1203 8,310.0 3.833 
35 5.615 6.1 6.7 31.52 0.00002476 329.0 0.09542 10,480.0 3.040 

36 5.000 5.5 6.0 25.00 0.00001964 414.8 0.07568 13,210.0 2.411 
37 4.453 4.9 5.4 19.83 0.00001557 523.1 0.06001 16,660.0 1. 912 
38 3.965 4.4 4.8 15. 72 0.00001235 659.6 0.04759 21,010.0 1.516 
39 3.531 3.8 4.2 12.47 0. 000009793 831.8 0.03774 26,500.0 1.202 
40 3.145 3.4 3.8 9.888 0. 000007766 1049.0 0.02993 33,410.0 0.9534 

41 2.800 3.1 3.4 7.842 0.000006159 1323.0 0.02374 42,130.0 0. 7559 
42 ..... I 2.8 ..... 6. 219 0. 000004884 1668.0 0.01882 53,120.0 0.5995 
43 2.221 2.45 ..... 4.932 0. 000003873 2103.0 0.01493 66,990.0 0.4755 
44 1. 978 2.15 ..... 3.911 0. 000003072 2652.0 0.01184 84,470.0 0. 3771 
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TABLE 14.4. WINDING DATA 

14-19 

Minimum 
Turns per linear inch 

Layer winding 
insulation margins, in. 

Single 
SCE sec DCC 

enamel 
------

0. 012 in. kraft H 7 6 6 6 
0. 012 in. kraft 7\ 8 7 7 7 
0. 010 in. kraft 74 9 8 8 8 
0.010 in. kraft 74 10 9 9 9 
0. 010 in. kraft 74 11 10 10 10 
0. 010 in. kraft ¾6 12 11 12 11 
0. 010 in. kraft 1/i 6 14 13 13 12 
0.010 in. kraft 1/i 6 16 14 14 13 
0.010 in. kraft 1/i 6 17 16 16 15 
0. 007 in. kraft 1/i6 19 17 18 17 
0. 007 in. kraft % 21 19 20 18 
0. 007 in. kraft ½ 24 21 22 20 
0.005 in. kraft ½ 27 23 24 22 
0. 005 in. kraft ¼ 30 26 27 24 
0.005 in. kraft ¼ 33 29 30 27 
0. 005 in. kraft ¼ 37 32 34 29 
0. 0022 in. glassine ¼ 42 35 37 32 
0. 0022 in. glassine 78 46 38 41 34 
0. 0022 in. glassine ½ 52 42 45 37 
0. 0022 in. glassine ¼ 58 46 49 40 
0. 0015 in. glassine ¼ 65 51 54 43 
0. 0015 in. glassine ¼ 72 55 58 46 
0. 0015 in. glassine %2 81 60 63 49 
0. 0015 in. glassine %2 90 64 68 52 
0. 0013 in. glassine %2 99 69 73 55 
0. 0013 in. glassine %2 111 75 79 58 
0.0013 in. glassine %2 125 81 85 62 
0.001 in. glassine %2 142 86 92 65 
0. 001 in. glassine %2 155 92 98 68 
0. 001 in. glassine %2 170 
0. 001 in. glassine 716 193 
0. 0007 in. glassine 716 215 
0. 0007 in. glassine 716 239 
0. 0007 in. glassine 716 265 
0.0005 in.} · Ha 303 
0. 0005 in. condenser tissue 716 340 
0.0005 in. 716 369 

Transformer laminations are fabricated in many different thicknesses and grades. 
Probably the most common thickness used in small commercial transformers is 
26 gage (0.019 in.). In special applications requiring a minimum of eddy-current 
losses, laminations as thin as 0.001 in. are used. Usually the very thin laminatiop.s 
are cemented togethar to form a loop of the type shown in Fig. 14.11. Otherwise the 
process of stacking the transformer would be relatively slow. 

Solid ferrite cores (see Sec. 14.2a) are frequently used in the frequency range from a. 
few kilocycles to several hundred kilocycles. Solid cores are formed by either pressing 
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or extruding mixtures of special metal oxides into the desired shapes and sintering. 
After the cores are sintered, they are extremely hard. Where necessary, the cores 
can be cut with a diamond saw and the surfaces can be smoothed by grinding. These 
cores have a high-volume resistivity; therefore, they have small eddy-current losses 
without being laminated. 

14.2j. Winding Information. Tabulated characteristics of solid-copper wire are 
given in Table 14.3. Winding data given in Tables 14.4 and 14.5 show the recom­
mended number of turns per inch for layer-wound coils, the layer insulation, mini­
mum winding margins, etc. Normally, all wire smaller than No. 16 is wound on auto­
matic winding machines, and No. 16 and larger sizes are wound by hand. In general, 
the windings made by automatic winders are applied before hand-wound windings. 

TABLE 14.5. TYPICAL WORKING VOLTAGES FOR SEVERAL INSULATING MATERIALS 

RMS Working Voltage 
Insulating Materials (Sine Wave) 

0. 0007 in. glassine. . . . . . . . . . . . . . . . 50 
0. 001 in. glassine. . . . . . . . . . . . . . . . . 65 
0.0015 in. glassine ................ 100 
0. 0022 in. glassine.... . . . . . . . . . . . . 130 
0. 005 in. glassine. . . . . . . . . . . . . . . . . 250 
0. 002 in. kraft. . . . . . . . . . . . . . . . . . . 30 
0. 005 in. kraft. . . . . . . . . . . . . . . . . . . 60 
0.007 in. kraft................... 80 
0. 010 in. kraft. . . . . . . . . . . . . . . . . . . 100 
0. 002 in. varnish paper. . . . . . . . . . . . 370 
0.005 in. varnish paper ............ 750 

NOTII: The recommended maximum rms working voltage gradient across the margins is 1,250 volts 
per¼ in. 

In small power transformers, the number of wire circular mils per ampere will 
usually be between approximately 200 and 1,500. Typical values can be determined 
from the curve shown in Fig. 14.19. In very small transformers, the number of 
circular mils per ampere can be much smaller than in larger transformers. This 
is explained by the fact that for every unit of volume in a small transformer there is a 

100 ~-~--~-----.---.---
larger surface area for heat to be carried 
away by radiation, conduction, and con­
vection than in a larger transformer; 
hence, the amount of heat dissipated 
per unit of volume for a given tempera-

80 ......,._._ .................................................................... ~._._........... ture rise is higher in a small transformer 
o o.5 ,.o ,.5 2.0 2.5 than in a large transformer. 

DEPTH OF WINDOW IN INCHES In the physical design of a transformer, 
Frn. 14.23. Plot of suggested maximum the thickness of the wire, insulation, and 
window fill in per cent versus the depth of 
the window. winding form must be carefully deter-

mined to ensure that the completed coil 
will properly fit into the lamination window. Figure 14.23 is a plot of the suggested 
maximum window fill in percentage versus the actual depth of the window. 

Another consideration in the fabrication of the coil is the length, thickness, and 
internal dimensions of the form upon which the coil is wound and supported in the 
transformer. The length of the coil assembly is usually made between H2 and 
½~ in. less than the length of the window, and the inside dimension of the form is 
made approximately H 2 in. larger than the lamination tongue to facilitate stacking. 
If the core is solid, the internal dimensions of the form are made approximately 
H 2 in. larger in both directions. The thickness of the winding form varies from 
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about 0.025 in. for very small transformers to approximately 0.090 in. for transformers 
with a rating of 500 volt-amperes. 

To facilitate winding, the depth of the lamination stack is usually limited to a 
maximum of approximately twice and a minimum of approximately one-half the 
width of the lamination tongue. 

14.2k. Resistance of Windings. The resistance of any given transformer winding 
can be calculated from Eq. (14.14). 

R = NRw(B + C + 1rD) 
6,000 

where R = resistance of winding, ohms 
Rw = resistance of wire in ohms per 1,000 ft 
B = width of lamination tongue, in. 
C = depth of lamination stack, in. 
D =. distance from core to center of winding, in. 
N = number of turns 

(14.14) 

14.S. Power Transformers. The factor which usually establishes the maximum 
power output of a transformer is its temperature rise. The exact temperature rise 
is somewhat difficult to calculate, but it is a function of the impregnating compound, 
the ratios of the wire circular mils to the rms currents through the windings, core 
material, type of cooling, etc. Small power transformers, i.e., approximately 0 to 
500 volt-amperes, are usually designed with no special cooling provisions, and most 
manufacturers rely primarily on empirical data in their estimation of the expected 
temperature rise in any new design. The design data given in this section are for 
uncased transformers, 1 a medium-quality core material, and a temperature rise of 
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60-cycle power transformers. 

40°0. If 40°0 is considered an excessive temperature rise, the designer should 
decrease the watts loss per pound of core material to some value less than that recom­
mended in Fig. 14.25 and, in addition, should increase the ratio of wire circular mils 
to therms current to a value above that recommended in Fig. 14.19. 

Figures 14.24 and 14.25 indicate the recommended effective core cross-sectional 
area Ae and the watts loss per pound of core material for 60-cps transformers as a 
function of the volt-ampere rating. The total allowable loss versus the transformer 
surface area for a 40°0 rise is given in Fig. 14.26. The design information contained 
in these figures plus the wire tables and the core data obtained from the core manu­
facturers are all that are necessary for the design of 60-cps power transformers. The 
actual design steps are detailed in Examples 14.1 and 14.2. 

1 Uncased transformers usually have about 10 per cent less temperature rise than trans­
formers potted in tar. 
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In the early design steps of a transformer for operation at some frequency lower than 
60 cps, it is recommended that the procedure detailed in the examples be followed 
with the exception that the recommended effective core area Ae, which is obtained 
from Fig. 14.24, be multiplied by the ratio of 60 to the actual operating frequency. 
The number of circular mils per ampere, the core loss in watts per pound, allowable 
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transformer losses versus transformer 
surface area, etc., can be determined 
from Figs. 14.9, 14.25, and 14.26, as in 
the case of a 60-cps transformer. It may 
be necessary to increase the number of 
wire circular mils per ampere to obtain a 
satisfai;tory value of total watts loss 
versus the · transformer surface area as 
plotted in Fig. 14.26. Once tentative 

200 values of core area, wire size, number of 
turns, etc., have been established, it may 
be necessary to modify slightly the values 

Fm. 14.26. Watts loss versus surface area as determined from the figures to facili­
for a 40°C rise in an uncased transformer. 

tate the final design. For example, it, 

SURFACE AREA OF UNCASED 
TRANSFORMER IN SQ IN. 

might be desirable to increase or decrease the core area, dependent on how many pri­
mary turns could be wound on the particular lamination. This type of compensa­
tion or adjustment is usually done to obtain the desired value of flux density. 

Power-transformer design for frequencies higher than 60 cps can be accomplished 
by first designing the transformer for 60 cps and noting the core and copper losses. 
For operation at some higher frequency, the transformer would have essentially 
the same copper loss but less core loss. The core loss is reduced, since the maximum 
flux density is inversely proportional to frequency, assuming a constant input voltage. 
Therefore, it is possible at the higher frequency to reduce the size of the core until the 
core loss per pound is slightly larger than the initial loss per pound at 60 cps. If the 
core stack should become unusually thin in the process of reducing the core area, it will 
be necessary to use a smaller lamination size. In this process it will be necessary to 
increase the core area, however, since the smaller lamination will have a smaller 
window, and consequently the number of turns which can be put in the window will 
be less than in the case of the original lamination. The total losses and surface area 
of the completed design should be compared to the data given in Fig. 14.26 to deter­
mine if the sum of the copper and core losses needs to be either decreased or increased 
to obtain a 40°C rise. In high-frequency power transformers, very thin laminations 
or solid ferrite cores are often employed to minimize the eddy-current losses. 

It is of interest to note that in most 60-cps and lower-frequency transformers, the 
maximum operating flux density is limited by the danger of core saturation and the 
associated excessive exciting current rather than by an excessive core loss. At high 
frequencies this is not the limitation since the core loss becomes excessive at flux 
densities far below saturation. For this reason, it is possible to make the core loss 
equal to the copper loss in small high-frequency power transformers. 

If transformers designed from the included ~ata operate at higher or lower tem­
peratures than expected, it may be due to the use of different-grade core materials, 
unconventional geometries of fabrication, etc. The designer should then modify 
Figs. 14.24 to 14.26 to agree with the observed performance for the particular type 
of transformers being designed. 

Example 14.1 

Design a filament transformer which will operate from a 120-volt 60-cycle source and 
which will have an output rating of 6.3 volts at 6.5 amp and an allowable temperature rise 
of 40°C. Provide an electrostatic shield between the primary and secondary. Use the 
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29-gauge lamination shown in Fig. 14.27 and assume that its core-loss characteristics are 
those shown in Fig. 14.21. Assume that the magnetization curve for the core material 
indicates that the flux density should be kept below 
80,000 lines/sq in. to avoid an excessive exciting 
current. 

Transformers loaded with a resistive load will 
have a power factor less than unity because of the 
effect of the primary inductance across the source. 
In this example, assume the power factor to be 
equal to 0.9. 

Solution 

1. Determine the primary and secondary rms 
currents and the average of the primary and 
secondary volt-ampere ratings. 

CORE WEIGHT IN POUNDS 

I 
2 

I 
2 

Sec. VA ~ output power = 6.3 X 6.5 = 41 

NoTE: The secondary volt-ampere rating is 
actually equal to the product of the induced 
secondary voltage at full load and the secondary 
load current. =t.55X(INCHES OF STACK)X(STACKING FACTOR) 

From Fig. 14.20, the efficiency can be expected 
to be about 85 per cent. 

Fm. 14.27. Allegheny Ludlum type 
EI-12 lamination. 

Therefore, 

Pri. VA ~ output power X 100 = 41 X 100 = 53_6 
% efficiency X power factor 85 X 0.9 

p . pri. VA 53.6 
• ri. rms current = pri. voltage ~ 120 = 0.447 amp 

Average of the primary and secondary volt-ampere ratings = (41 + 53.6)/2 = 47.3. 
2. Determine the primary and secondary wire sizes. 
From Fig. 14.19, the ratio of wire circular mils to therms current in milliamperes should 

be approximately 0.50 for a 40°0 rise. 
Therefore, 

cir mils = 
0

_
50 

rms ma 
Sec. cir mils = 0.50 X 6,500 = 3,250 

therefore use No. 15 single enamel wire (from Table 14.3). 

Pri. cir mils = 0.50 X 447 = 224 

therefore use No. 27 single enamel wire since 224 is closer to 202 than 254 (from Table 14.3). 
3. Determine the tentative thickness of the lamination stack. 
From Fig. 14.24 the effective area of the core material A 6 should be approximately 0.90 

sq in. Assuming a stacking factor of 0.88, the area occupied by the core Ac will be approx­
imately 1.00 sq in. Therefore, 

k d h 
Ac 1 . 

Stac ept = . d h f 1 . . = -
1 

= 1 m. w1 t o ammat10n tongue 

NoTE: If the stack depth is greater than approximately 2 in., or less than approximately 
0.5 in., use a different-size lamination. 

4. Determine the core flux density. 
For this particult\r lamination, the exciting current starts to become very large at core 

flux densities of approximately 80,000 lines/sq in. (determined by examining the normal 
magnetizing curve and establishing the flux density at which very large increases in the 
magnetizing force are required to create small increases in the flux density). Therefore, to 
allow for a margin of safety, assume that the maximum flux density is to be 76,000 lines/sq 
in. The recommended operating core loss per pound, for a 40°0 rise can be determined 
from Fig. 14.25. From Fig. 14.25 the,permissible core loss would be approximately 1.5 
watts/lb; however, the core loss of tlliJ,:pa.rticular lamination at a maximum flux density 
of 76,000 lines/sq in. and a frequencyo(: 60 cps is only 0.8 watt/lb as determined from Fig. 
14.21. Therefore, the operating cor~,loss per pound is determined by the limitation 
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imposed by the danger of an excessive exciting current rather than by the danger of exces­
sive heating due to a high core loss. 

5. Determine the tentative number of primary turns required to operate the core at a 
maximum flux density of 76,000 lines/sq in. 

From Eq. (14.5) 

Bmax 

120 X 108 

ep X 108 

4.44/NpAe 
ep X 108 

4.44/ AeBmax 
= 659 

4.44 X 60 X 0.90 X 76,000 

e. 6.3 
N • c::::!. NP ;;, = 659 X 120 

c::::!.34.6 

Therefore, the tentative number of secondary turns is either 34 or 35. 
6. Establish whether or not the tentative number of primary and secondary turns will 

fit in the lamination window in accordance with the winding information given in Fig. 14.23 
and Tables 14.3 and 14.4. 

Primary Winding 
Coil length. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 ½ 6 
Margins...................................... %2 
Winding length. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . l ~i 
Turns per layer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66 
Number of layers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10 
Diameter of wire... . . . . . . . . . . . . . . . . . . . . . . . . . . . 0. 0152 
Layer-insulation thickness......... . . . . . . . . . . . . . 0. 0022 

Build-up of primary wire ............................ . 
Build-up of primary insulation ....................... . 

Total primary .................................... . 

Secondary Winding 
Coil length .................................. . 
Margins ..................................... . 
Winding length ............................... . 
Turns per layer ............................... . 
Number of layers* ............................ . 

Np c::::!. N. ~ 
e. 

120 
=34 x-

6.3 
c::::!. 648 turns 

Diameter of wire. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0. 059 
Layer-insulation thickness... . . . . . . . . . . . . . . . . . . . 0. 010 

Build-up of secondary wire . .......................... . 
Build-up of secondary insulation ...................... . 

0.152 
0.020 
0.172 

0.118 
0.010 

Total secondary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0. 128 

Total Fill in Window 
Winding form ................................ . 
Primary thickness (based on 648 turns) ......... . 
Insulation over primary ....................... . 
Electrostatic shield (0.002 copper sheet) ......... . 
Insulation over shield ......................... . 
Secondary thickness ......................... . 
Outside wrapper ............................. . 
Total thickness of coil ........................ . 
Width of window ............................. . 
Window fill (see Fig. 14.23) .................... . 

0.075 
0.172 
0.020 
0.002 
0.020 
0.128 
0.020 
0.437 
0.500 

87% 
* Since 34 turns require only two layers and 35 turns require three layers, use onl:v 34 

turns and make the neceseary adjustment in the tentative number of primary turns. 
NoTE: If the build-up were too great, it would be necessary to increase the depth of the 

lamination stack so that the number of turns could be decreased to maintain the same flux 
density. If the window were insufficiently filled, the depth of the stack could be decreased 
with an associated increaee in the number of turns. 
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7. Determine the resistance of primary and secondary windings based on the tentative 

number of turns established in step 6. 
From Eq. (14.14) 

51.47 
RP = 648 X 

6
,000 [(1) + (1) + (1r X 0.161)] 

= 13.9 ohms 
3.184 

Ra = 34 X 
6

,000 [(1) + (1) + (1r X 0.353)] 

= 0.056 

8. Determine the corrected number of primary and secondary turns based on the cal­
culated values of resistance. 

The maximum number of secondary turns allowable without going to three layers is 34; 
therefore let this be the number of secondary turns. 

Desired sec. induced voltage = i.R. + sec. terminal voltage 
= (6.5 X 0.056) + 6.30 
= 6.66 volts 

(
Pri. induced volt. based on a pri. resist-) 
ance of 13.9 ohms = line volt. - ipRp 

= 120 - (0.447 X 13.9) 
= 113.8 volts 

(
Corrected number of pri. turns based on) t pri. induced volt. 
calculated values of induced voltages = sec. urns X sec. induced volt. 

= 34 113.8 
X 6.66 

= 580 turns 

NOTE: Since the preceding solution for primary turns is based on the resistance of 
648 primary turns, it is necessary to redetermine the primary induced voltage and the cor­
rected number of primary turns based on the value of resistance corresponding to 580 turns, 
i.e., 13.9 X 5 8 %48, or 12.4 ohms. Repeating the solutions to the two preceding equations 
establishes a value of primary turns equal to 583 and a resistance of 12.5 ohms. 

9. Determine the corrected depth of the lamination stack based on the number of pri­
mary turns established in step 8 and a flux density of 76,000 lines/sq. in. Since the maxi­
mum allowable flux density has been established on the basis of limiting the exciting cur­
rent, the required core area should be calculated on the basis of no secondary loading. 
Under this condition, the primary induced voltage (and exciting current) is the greatest 
and is very nearly equal to the applied voltage. 

From Eq. (14.5) 

A, ep X 108 

4.44/ N pHmax 

= 1.02 sq in. 

120 X 108 

4.44 X 60 X 583 X 76,000 

Ac A, 1.02 = 1.16 sq in. 
stacking factor = 0.88 

Ac 1.16 . 
Stack depth = 'd h f = - = 1.16 m. w1 t o tongue 1 

NOTE: The increase in stack depth will cause an increase in winding resistances. If the 
increase is excessive, further adjust the number of primary turns determined in step 8. 

10. Determine the core loss (refer to Fig. 14.27 for core weight). 

Core loss = core weight X watts loss per lb 
= (1.55 X 1.16 X 0.88) X 0.8 
= 1.26 watts 

11. Determine the copper loss. 

Copper loss = ip2Rp + i.2R. 
= (0.447)2 X 12.5 + (6.5) 2 X 0.056 
= 4.87 watts 
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12. Determine the efficiency of the transformer. 

Efficiency = output power X 100 
output power + copper losses + core loss 

41 
41 + 4.87 + 1.26 X lOO 

= 87% 

13. Determine the secondary no-load voltage. 

S l d 
lt pri. terminal voltage 

ec. no- oa vo age = turns ratio 

120 
= 58%4 

= 7.0 volts 

14. Estimate the temperature rise in the transformer. 

Surface area of transformer = 30.5 sq in. 
Watts loss = 6.13 

From Fig. 14.26 the temperature rise can be estimated as being approximately equal to 
36°C. 

Example 14.2 

Design a single-phase 117-volt 60-cycle power transformer for a full-wave rectifier and 
choke-input filter. The d-c output voltage and current from the filter are to be 300 volts 
and 200 ma, respectively. The total series resistance of each rectifier tube and the filter 

4.!.. 
8 

fl 

16 

" 16 

CORE WEIGHT IN POUNOS 
= 4.f7X(/NCHES OF STACK)X(STIICKING FACTOR) 

Fm. 14.28. Allegheny Ludlum type EI-138 lamination. 

choke is specified as being 350 ohms. Design for a 40°C rise and use the lamination shown 
in Fig. 14.28. Assume the core-loss characteristics to be those of Fig. 14.21 and assume 
that the magnetization curve for the core material shows that the flux density should be 
kept below 80,000 lines/sq in. to avoid an excessive exciting current. 

Solution 

1. Determine the primary and secondary rms currents and the average of the primal'y 
and secondary volt-ampere ratings (refer to Fig. 14.29). 

Sec. rms current1 = 0.707 X .d-c load current 
= 0.707 X 200 ma = 141 ma 

1 See Table 15.1. 
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H' total sec. rms voltage (at terminals under load) = 1.11 X required d-c voltage 

= 1.11 X d-c output voltage + drop in 
choke and rectifier 

= 1.11 X [300 + (0.200 X 350)] 
= 411 volts 

p . t e, X peak sec. current X 100 
ri. rms curren ~ ep efficiency in % 

~ 411 X 200 X 100 
117 89 

~790 ma 

Assuming the efficiency to be 89 per cent for an output power of 370 X 0.2, or 74 watts 

pri. VA~ 117 X 0.790 = 92.4 
Total sec. VA ~ 2 X 411 X 0.141 = 116 

NoTE: The secondary volt-ampere rating is actually equal to the product of the total 
induced secondary voltage and the secondary rms current. 

Average of pri. and sec. VA ~ 104. 

0 PlJlJl m 
ep ~ !NP/JT VOLTAGE 

PRIMARY C/JRRENT (ASSUMING 
RECTANG/JLAR WAVESHAPE) 

M 
PEAK•R-Al-s~if:xSEC PEAK CURRENT 

'P 

J:l!iXSEC PEAK CURRENTXfOO 
Bp EFFICIENCY 

J:_ 
~ H 

To 
H= 0-C OVTPVTC/JRRENT 

FROM FILTER 

es: TERMINAL VOL TAG£ 
ACROSS ONE-HALF 
OF SECONOARr 

RfalfeLo 
SECONDARY CURRENT (ASSUMING 
RECTANG/JLAR WAVESHAPE) 

PEAK=H 

AVERAGE=! 

R-M-S=O.lO?H 

Frn. 14.29. Current waveforms in a single-phase power transformer for a full-wave rectifier 
and a choke-input filter. 

2. Determine the primary and secondary wire sizes. 
From Fig. 14.19, the ratio of wire circular mils to therms current in milliamperes should 

be approximately 0.85 for a 40°C rise. 
Therefore, 

cir mils = 
0

_
85 

ma 
Pri. cir mils = 0.85 X 790 = 672 

therefore use No. 21 plain enamel wire (from Table 14.3). 

Sec. cir mils = 0.85 X 141 = 120 

therefore use No. 29 plain enamel wire (from Table 14.3). 
3. Determine the tentative thickness of the lamination stack. 
From Fig. 14.24 it can be determined that the effective area of the core material A, will 

be approximately 1.9 sq in. 

A _ A, 1.9 . 
c - stacking factor = 0.88 = 2' 16 

sq m. 

Thickne&s of core stack Ac 2.16 = 1.57 in. 
lamination-tongue width = 1.375 
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4. Determine the core flux density. 
The maximum flux density should be below 80,000 lines/sq in. which would cause the 

exciting current to be excessive; therefore, assume that the maximum flux density is to be 
76,000 lines/sq in. The operating core loss per pound can be the value determined from 
Fig. 14.25 provided the established flux density maximum of 76,000 lines/sq in. is not 
exceeded. It can be seen from Fig. 14.25 that the permissible core loss is about 0.9 watts/ 
lb; however, the core loss of this particular lamination at a maximum flux density of 76,000 
lines/sq in. and a frequency of 60 cps is only 0.8 watt/lb as determined from Fig. 14.21. 
Therefore, the maximum operating core loss per pound is determined by the limitation 
imposed by the danger of an excessive exciting current instead of the heating due to the 
core loss. 

5. Determine the tentative number of primary turns required to operate the core at a 
maximum flux density of 76,000 lines/sq in. 

From Eq. (14.5) 
117 X 108 ep X 108 

4.44/AeBmt\X 4.44 X 60 X 1.9 X 76,000 
= 304 

N <t t 1) .N 2e. = 304 2 X 411 
• o a ~, P -;;; X ~ 

~ 2,136 

6. Establish whether or not the tentative number of primary and secondary turns will 
fit in the lamination window in accordance with the winding information given in Fig. 
14.23 and Tables 14.3 and 14.4. 

Primary Windino 
Coil length. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 
Margins. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9-3 2 
Winding length............................. 11 H6 
Turns per layer.. . . . . . . . . . . . . . . . . . . . . . . . . . . . 51 
N um her of layers. . . . . . . . . . . . . . . . . . . . . . . . . . . . 6 
Diameter of wire. . . . . . . . . . . . . . . . . . . . . . . . . . . . 0 . 030 
Layer insulation thickness. . . . . . . . . . . . . . . . . . . . 0. 005 

Build-up of primary wire .......................... . 
Build-up of primary insulation ..................... . 

Total primary ................................ . 

Secondary W indino 
Coil length. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 
Margins.................................... % 
Winding length... . . . . . . . . . . . . . . . . . . . . . . . . . . 1~-:i: 
Turns per layer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119 
Number of layers*........ . . . . . . . . . . . . . . . . . . . 18 
Diameter of wire.... . . . . . . . . . . . . . . . . . . . . . . . . 0. 0122 
Layer insulation thickness. . . . . . . . . . . . . . . . . . . . 0. 0015 

Build-up of secondary wire ........................ . 
Build-up of secondary wire ........................ . 

Total secondary . . . . . . ........................ . 

Total Fill in Window 
Winding form .............................. . 
Primary thickness .......................... . 
Insulation over primary ..................... . 
Electrostatic shield. . . . . . . . . . . . . . . . . . . . . . . . . . 
Insulation over shield ....................... . 
Secondary thickness ........................ . 
Outside wrapper ............................ . 
Total thickness of coil ....................... . 
Width of window ........................... . 
Window fill (see Fig. 14.23) .................. . 

0.075 
0.205 
0.020 
0.002 
0.025 
0.246 
0.025 
0.598 
0.688 

87% 

0.180 
0.025 
0.205 

0.220 
0.026 
0.246 

NOTE: If the build-up were too great, it would be necessary to increase the depth of the 
stack so that the number of turns could be decreased to maintain the same flux density. 
If the window were not sufficiently filled, the depth of the stack could be decreased with 
an associated increase in the number of turns. 

* Number of layers has been made even for ease of center tapping winding, and total 
turns have been increased to 2,142. 
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7. Determine the resistances of primary and secondary windings based on the tentative 

number of turns established in step 5. 
From Eq. (14.14) 

12.8 
Rp = 304 X 

6
,000 [(1.375) + (1.57) + (1r X 0.178)] 

= 2.27 ohms 
81.83 

2R, (total sec. resistance) = 2,142 X ti,OOO [(1.375) + (1.57) + (1r X 0.450)] 

= 128 ohms 
R. (H total sec. resistance) = 64 ohms 

8. Determine the corrected number of primary and secondary turns based on the calcu­
lated values of resistance. 

( Desired induced voltage in H sec. wind-) _ (peak sec. current X R. X 1.11 + desired) 
ing - rms terminal voltage for H sec. winding 

= (0.200 X 64 X 1.11) + 411 
= 425. 2 volts 

( Pri. induced voltage based on a pri.) = line voltage _ (ipRp) 1.11 
resistance of 2.27 ohms 

(
Corrected number of pri. turns based on) 
calculated values of induced voltages 

= 117 - (0.790 X 2.27)1.11 
= 117 - 1.99 = 115 volts 

total sec. turns pri. induced voltage 
2 X induced voltage in ½ sec. 

115 
= 1,071 X 425.2 

= 290 turns 

NOTE: Since the above solution for primary turns is based on the resistance of 304 pri­
mary turns, it is necessary to redetermine the primary induced voltage and the corrected 
number of primary turns based on the value of resistance corresponding to 290 turns, i.e., 
2.27 X 290/304, or 2.17 ohms. Repeating the solutions to the two preceding equations 
will again give a value of primary turns equal to 290. 

9. Determine the corrected depth of the lamination stack based on the number of primary 
turns established in step 8 and a flux density of 76,000 lines/sq in. Since the maximum 
allowable flux density has been established on the basis of limiting the exciting current, the 
required core area should be calculated on the basis of no secondary loading. Under this 
condition, the primary induced voltage (and exciting current) is the greatest and is very 
nearly equal to the applied voltage. 

From Eq. (14.5) 

A, ep X 108 

4.44/NpBmax 
= 1.99 sq in. 

117 X 108 

4.44 X 60 X 290 X 76,000 

A, 1.99 = 2.26 sq in. 
stacking factor = 0.88 

Ac 2.26 
Stack depth = 'd h fl . . = 1_375 = 1.64 in. w1 t o ammat10n tongue 

N oTE: The increase in stack depth will cause a small increase in winding resistances. If 
the increase is excessive, adjust further the number of turns as shown in step 8. 

10. Determine the core loss (refer to Fig. 14.28 for core weight). 

Core loss = core weight X watts loss per lb 
= (4.17 X 1.64 X 0.88) X 0.8 
= 4.82 watts 

11. Determine the copper loss. 

Copper loss = [(pri. rms current)2Rp] + [(sec. rms current) 2 X 2R.] 
= (0.790) 2 X 2.17 + (0.141) 2 X 128 
= 1.35 + 2.56 
= 3.91 watts 
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12. Determine the efficiency. 

Efficiency 
output power X 

100 
output power + copper loss + core loss 

(370 X 0.200) X 100 
(370 X 0.200) + 4.82 + 3.91 

= 89.5% 

13. Estimate the temperature rise in the transformer. 

Surface area = 59.0 sq in. 
Dissipation = 8. 73 watts 

From Fig. 14.26 the temperature rise is estimated as being 31 °0. 

14.4. Iron-core Chokes. The inductance of a given iron-core choke is dependent 
on whether or not the choke carries direct current and the magnitude and frequency 
of the a-c voltage across the choke. The direct current establishes the d-c flux density 
in the core and, hence, the value of flux density around which the a-c hysteresis loop 
is located. The a-c or incremental permeability of the core with the direct current 
present can be determined from curves supplied by the manufacturer. The total 
a-c reluctance of the core and air gap can then be established, and in turn the induct­
ance can be calculated. 

14.4a. Determination of the D-C Flux Density. The degree of d-c flux saturation 
is a function of the core length, length of the air gap in the core, d-c current in the 
winding, number of turns, and the magnetizing characteristics of the core material. 

The d-c flux density can be determined graphically. The magnetomotive force, 
i.e., number of ampere-turns or gilberts, is first .established, and the assumption is 
made that the total d-c magnetomotive force is applied across the air gap in the core. 
The flux density which would exist in the air gap for the assumed condition is located 
on the ordinate of the magnetizing curve for the core material. For this analysis, 
it is necessary that the magnetizing curve be plotted with linear coordinates. The 
next step is to assume that the total d-c magnetomotive force is applied only along the 
length of the iron oore, i.e., no air gap. The magnetomotive force per unit length of 
core material which would exist under this assumption, i.e., ampere-turns per inch 
or oersteds, is then located on the abscissa of the magnetizing curve. If a straight 
line is drawn between this point and the point previously located on the ordinate, 
the intersection of the line and the magnetizing curve will establish the core d-c flux 
density and the effective d-c magµetomotive force per unit length of core material 
which will exist when the air gap is in series with the core. 

14.4b. Determination of the A-C Flux Density. In the absence of core saturation, 
the a-c flux density can be considered as not being a function of the d-c flux density; 
hence, the a-c flux density can be determined from Eq. (14.5). The peak values 
of the hysteresis loop will be equal to the sum and difference of the d-c and a-c flux 
densities. The a-c or incremental permeability for the iron can be established from 
a family of curves of the type shown in Fig. 14.22. 

14.4c. Calculation of Inductance. The a-c or effective permeability µe of the com­
bined iron core and air gap can be determined from Eq. (14.8). The inductance of 
the choke can then be established by using Eq. (14.7). 

14.4d. Approximate Product of Turns and Effective Core Area. Empirical equations 
for determining the approximate product of turns and effective core area as a func­
tion of the minimum desired inductance are of considerable value in the early design 
stages of an iron-core choke. Equations (14.15) and (14.16) are applicable for 4 per 
cent silicon-and C-97 Hipersil cores, respectively. 

N Ae ~ 0.25Lfoc X 104 

NA.~ 0.18LlDc X 104 

(for 4 % silicon steel) 
(for C-97 Hipersil) 

(14.15) 
(14.16) 
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where N = number of turns 
A. = effective area of core, sq in. 

lDc = d-c current, amp 
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NOTE: These equations are based on an appreciable d-c magnetomotive force per 
unit length of core material and a low a-c flux density. Similar equations can be 
written for other core materials provided complete design data and measured 
inductance values are available. 

In most instances the required value of NA. will be lower than the values obtained 
from the equations since the equations are based on very low values of a-c flux density. 
These equations are of value in determining a tentative product for NA. and, con­
sequently, permit the designer to make an estimate as to the physical size of the choke. 
The actual inductance of the choke can then be determined for the particular NA. 
product in the manner outlined in Example 14.3. Depending on the calculated 
inductance, the product NA. can be decreased or increased as required. 

14.4e. Inductance versus Air Gap. In an inductance carrying direct current, it is 
usually necessary to insert an air gap in series with the core to reduce the d-c satura­
tion of the iron. 1 Insertion of the air gap increases the incremental permeability 
of the iron; however, the air gap presents an additional reluctance to the a--c flux. 
There is an optimum length of air gap which minimizes the sum of the air gap and 
iron-core a-c reluctances. Figure 14.30 is a typical plot of inductance versus the 
length of the air gap in the core. It should be pointed out that there is an effective 
air gap in series with the core even when the laminations are interleaved. The 
following table is typical for 29-gauge (0.014-in.) laminations provided the stacking 
has been carefully done. 

Type of Stacking Equiv. Gap, Total, In. 
1:1 ................. 0.0005 
4:4 ................. 0.001 
8:8 ................. 0.002 

16:16 ................ 0.004 
Butt joint ............. 0.005 

14.4J. Copper and Core Losses in a Choke. In a choke, the ratio of wire circular 
mils to the rms current through the winding cannot be specified as readily as in a 
power transformer. In most chokes, the core loss per pound due to the a-c flux 
density is much less than in a power transformer. For this reason it is usually possible 
to have a smaller ratio of wire circular mils to therms current in a choke than in a 
power transformer of the same physical size. If the losses are primarily copper 
losses, the ratio of wire circular mils to therms current in milliamperes can be reduced 
to about seven-tenths the value recommended for a power transformer of the same 
physical size. 

14.4g. Swinging Chokes. It has been stated that the inductance of any given 
choke is dependent on the degree of the d-c flux saturation and the magnitude and 
frequency of the applied a-c voltage. It follows, therefore, that the inductance of 
an iron-core choke will vary if the d-c current through the choke is changed. This 
phenomenon results in the terminology "swinging choke." All iron-core chokes will 
swing in inductance a certain amount, although those with relatively small air gaps 
in the core will usually exhibit the largest change in inductance as a function of a 
change in the d-c current. 

1 In the design of a high-Q audio choke which may or may not have direct current through 
the winding, it usually is necessary to insert an air gap in the core to maximize the Q (see 
Sec. 14.li). 
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Example 14.3 

Design a choke of at least 2.5 henrys when carrying 0.40 amp d-c and with an a-c voltage 
of 165 at 120 cps across it. Use 4 per cent silicon iron and assume that the magnetic proper­
ties of the core material are given in Figs. 14.2, 14.21, and 14.22. Plot the inductance as a 
function of the air gap. 

Solution 

1. Solve for the tentative value of N Ae. 
From Eq. (14.15) 

NA. > 0.25LI DC X 104 

> 0.25 X 2.5 X 0.40 X 104 

~ 2,500 

2. Determine a possible combination of N and A •. 
A. Assume an effective core area A •. 
Arbitrarily assume that the lamination to be used is Allegheny Ludlum type EI-112 

(tongue width = 1.125 in., window = 0.5625 by 1.6875 in., length of flux path through 
core = 6.75 in.) and that the effective core area Ae is 1.9 sq in. 

B. Determine the ratio of wire circular mils to rms milliampere of current for a power 
transformer with a core size equal to that assumed in step A. Refer to Figs. 14.24 and 
14.19. 

The ratio should be 0.85. 
C. With the tentative assumption that the heating will be entirely in the coil, reduce the 

ratio of wire circular mils to rms current to approximately seven-tenths the value deter­
mined in step B. 

Corrected ratio = 0.7 X 0.85 = 0.60 

D. Determine the wire size and establish the number of turns which will fit into the 
lamination window. 

Wire cir mils = 0.60 X rms current, ma 
= 0.60 X 400 
= 240 

therefore use No. 26 plain enamel wire. 
In the window it is possible to put 1,400 turns of No. 26 plain enamel wire. This is 

based on a coil length of 1.625 in., a winding length of 1.375 in. and 20 layers. The winding 
form has been assumed to be 0.090 in. thick, the insulation between layers to be 0.0022 in., 
and the winding to have a 0.030-in. wrapper. This configuration gives an 88 per cent 
window fill which is satisfactory, as can be seen from Fig. 14.23. 

E. Compare the product of N Ae as determined in steps A and D to the product estab­
lished in step 1. If the product is too large or small, it is necessary to repeat steps A to D. 

In this example, the product of NA. from steps A and Dis equal to 1,400 X 1.9 or 2,660. 
This is close enough to the value determined in step 1 so that a new estimate need not be 
made. 

3. Determine the total d-c magnetomotive force in gilberts. 
From Table 14.1 

mmf = 1.256N I DC 

= 1.256 X 1,400 X 0.40 
= 703 gilberts 

4. Assuming that the entire magnetomotive force is applied along the iron core, determine 
the number of oersteds. 

H = mmf 
length of flux path through core, cm 

703 
17 

_ 1
5 

= 41 oersteds 

5. Assuming that the entire magnetomotive force is applied across the air gap, determine 
the d-c flux density in the gap. 

NoTE: In an iron-core choke with an air gap, the laminations are stacked butt joint, i.e., 
all the E's are stacked together with the same orientation and, consequently, are not inter­
leaved with the I's. The gap spacer is the insulating material which determines the 
physical spacing between the E's and I's. Since there is an optimum size of gap spacer, 
steps 5 to 9 should be repeated for several diff~rent assumed thicknesses of the gap spacer 
to determine the optimum. This particular series of calculations has been completed for 
a 0.030-in. air gap. A 0.030-in. gap is equivalent to a 0.015-in. gap spacer since the flux 
must pass through the gap twice. 
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B 
mmf 

length of gap, cm 
703 =-------

0.030 in. X 2.54 
= 9,230 gausses 
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6. Determine the effective d-c magnetomotive force per unit length of core material. 
Draw a straight line on Fig. 14.2 which would connect 9.23 kilogauss on the ordinate to 

41 oersteds on the abscissa. The intersection of this line with the magnetizing curve is at a 
flux density of 8.7 kilogauss and a magnetomotive force per unit length of core Hnc equal 
to 2.2 oersteds. 

7. Determine the a-c flux density and incremental permeability. 
From Eq. (14.5) 

e X 108 

Bmax = 4.44/NAe 

165 X 108 

4.44 X 120 X 1,400 X 1.9 
= 11,600 lines/sq in., or 1,800 gauss 

From Fig. 14.22 the value of µac is approximately 900. 
8. Determine the effective a-c permeability of the combination of the core and air gap. 
From Eq. (14.8) 

_1_ + 0.030 
900 6.75 

1 
0.00111 + 0.00444 

1 
0.00555 

= 180 

3.5 

V, 
> 
0:: 

3.0 ~ 
:x: 
~ 
w 2.5 
u 

! 2.0 
~ 

9. Determine the inductance of the choke. 
From Eq. (14.7) 

1.5 :-:---~-~-~-_.._ ____ .___.....___; 
0 0.020 0.030 

L 
3.l9N2A.µ. 

le X 108 

3.19 X (1,400) 2 X 1.9 X 180 
6.75 X 108 

= 3.17 henrys 

GAP SPACER IN INCHES (½EFFECTIVE GAP) 

Frn. 14.30. Typical curve illustrating how 
the inductance of a choke carrying direct 
current varies as a function of the air gap. 

NoTE: The inductance of this choke for different air gaps has been plotted in Fig. 14.30. 
10. Determine the resistance of the winding. 

A. 1.9 . 
= stacking factor = 0 .. 94 = 2·02 sq in. 

Stack depth Ac = 2.02 = l 8 in 
tongue width 1.125 · · 

From Eq. (14.14) 

R = 1,40~.~t0.81 ((1.125) + (1.8) + (1r X 0.28)] 

= 36.2 ohms 

11. Determine the copper and core losses. 

J2R = (0.4) 2 X 36.2 = 5.8 watts 

The operating a-c flux density is only 11,600 lines/sq in. Therefore, the core loss will 
be approximately 0.08 watts/lb1 (from Fig. 14.21). The total core weight of a 1.8-in. 
stack of EI-112 laminations is 3.8 lb; therefore, the total core loss is approximately 0.3 watt. 

1 Core loss per pound with a d-c magnetization force present is not necessarily the same 
as the values obtained from the normal core loss curves. Manufacturers usually do not 
supply this information. 
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The total loss in the choke is 6.1 watts, and the surface area of the choke is 49 sq in. The 
temperature rise is, therefore, approximately 26°C based on Fig. 14.26. 

14.6. Audio Transformers. Audio transformers are distinguished from power 
transformers in that they are required to pass a range of frequencies. The problem 
of designing a broad-band transformer becomes increasingly difficult with both higher 
impedance levels and higher power ratings and if the transformer has direct current 

(0) LOW FREQUENCY EQUIVALENT CIRCUIT (bl MIDBAND EQUIVALENT CIRCUIT 

Rp Lp Rs(tt 
Lp = 2Lp( !-kl 

= LEAKAGE INOUCTANC£ 
REFERREO TO PRIMARY 
TERMINALS 

(Cl HIGH FREQUENCY EQUIVALENT CIRCUIT 

FIG. 14.31. Equivalent circuits for a transformer and driving source. The modified 
secondary circuit elements, e.g., Ra(Np/N,)2, are the equivalent secondary circuit values 
in a 1-to-1 turn ratio transformer having the same frequency response. 
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FIG. 14.32. Low-frequency response of a transformer. 

through one of the windings. For a given type of audio ~ransformer, the relative 
difficulty of design depends on the number of octaves encompassed rather than the 
actual range in cycles. 

14.5a. Input Transformers. Input transformers couple input signals to the grid 
of the first amplifier tube. They usually operate at very low power levels and, con­
sequently, should be enclosed in a magnetic shield. In most applications, the func­
tion of the input transformer is to provide the maximum possible voltage gain for the 
input signal without reducing the bandwidth below that required; 
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14.5b. Interstage Transformers. An interstage transformer is used to couple the 

plate circuit of one amplifier stage to the grid of another. It should provide the 
maximum possible gain for the bandwidth desired. Interstage transformers are 
frequently operated from a single-ended amplifier stage. Under these conditions 
the low-frequency response of the transformer will be impaired if direct current flows 
through the winding. This effect can be eliminated by supplying the plate voltage 
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to the tube through a resistor. The transformer primary should then be coupled 
to the plate of the tube through a capacitor. In certain applications, the capacitor 
is made to resonate with the primary inductance at some low frequency to accentuate 
low frequencies. For best results, the Q of the primary inductance should be high. 

14.5c. Output Transformers. Output transformers are used to change the imped­
ance level of the output signal to the impedance level of the load and/or to provide 
d-c isolation from the amplifier. 
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111.5d. Driver Transformers. A driver transformer is a transformer which couples 
the plate or plates of an amplifier stage to the grids of a class AB2 or a class B2 stage. 
In either a class AB2 or class B2 stage, the grids are driven into the positive region for a 
portion of each cycle; hence, the transformer must deliver power. The load resistance 
on the transformer is very high when the grids are in the negative region and rela­
tively very low when the grids are in the positive region. The changing load on the 
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FIG. 14.36. High-frequency response of a transformer where A = 0.1 and B = 1. 

transformer secondary is reflected to the driver tube or tubes and tends to cause 
distortion. To reduce the effect on the drfver tube, the transformer is made with a 
step-down ratio. Associated with too large a step-down ratio is a decrease in the 
power which can be delivered to the grids of the output tubes, viz., when the positive 
grid input resistance is greater than the transformer output impedance; hence, there 
must be a compromise between distortion and power. 
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The winding resistances and leakage inductance are effectively in series with the 

secondary load as shown in Fig. 14.31c. Therefore, to minimize the poor regulation 
(a source of distortion) in the transformer output voltage caused by the large grid 
currents which flow for only a portion of each cycle, the transformer winding resist­
ances and leakage reactance should be small. In addition, the current surges can 
cause transient ringing in the leakage inductance and distributed capacitances. 

CD 
0 

~ 
(.I') 
(.I') 

0 
...J 

>-u 
z 
u.J 
=> 
8 e: 
:r 
<.!) 

r 

0 

-I 

-2 

-3 -

-4 -

-5 -

-6 --

-7 --

-8 -

-9 

-10 
0.01 

r--. "~ r---.... '-
"i'\.. 

fr IS FREO AT WHICH Xp = j:r \ 
ANO O IS EOUAL TO ~ AT fr \ , Xp 

BR Lp 

c$:Fo+fR] 
HIGH FREO EOtJIV CIRCUIT 
OF A TRANSFORMER 
(Sff FIG. !4.Jfc A/VO EO. t4.f1) 

O.t 

t,/fr 

\ 
'- \ 

'r\ \~ 
I\~ r ,~ \ \t- \ 

' \ \ \ 
\ \ ' ~ 

' \ \ 
i\ \ \ 
' \ \ \ 

1.0 4.0 

Frn. 14.37. High-frequency response of a transformer where A = 0.1 and B = 2. 

CD 
0 

~ 
(.I') 
(.I') 

3 
>-
u 
~ 
=> 
8 
~ 
:r 
<.!) 

:i: 

0 

-1 

- .... 
I'-. --I'-,. I"-... 

-2 

-3 

""-, 
>---

fr IS FREO AT WHICH Xp = :;; ~-

-4 
IJNO O IS EOUAL TO Ji, AT f,. 

r-- , k'p 
BR Lp 

-5 

-6 

-7 

-ITBI 
=~~ 

-8 r--

-9 

-40 
0.01 

HIGH FREO EOUIV CIRCUIT 
OF A TRANSFORMER 

(Sff FIG. f4.3fc ANO EO. t4.t7) 

0.1 

I/fr 

\ 

~, :::::: t'r-. 
' ~ ~~ 

i\ 
'\. 

f--

I\ ~~ \o -
'cr> 

~ \\ ,0 ''-" \\ ~-,, ~ 
~ \ ,\ 

\ \\ 
\ ~ 
\ 

, 
\ l 

\ \ r 
1.0 4.0 

Frn. 14.38. High-frequency response of a transformer where A = 0.1 and B = 0.5. 

14.5e. Equivalent Circuits. The frequency response of an audio transformer is 
best analyzed by examining the equivalent circuits shown in Fig. 14.31. 

If a transformer should have two or more secondary windings, each winding is 
referred to the primary winding in the same manner as shown for a transformer having 
a single secondary winding. The circuit elements in any given secondary circuit 
are, therefore, referred to the primary, utilizing the turns ratio applicable to that 
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particular winding. The equivalent secondary circuits so drawn are connected in 
parallel in the over-all equivalent circuit. 

Low-frequency Response. The circuit elements affecting the low-frequency response 
are shown in Fig. 14.31a, and the normalized response in decibels is plotted in Fig. 
14.32. The inductance of the primary can be calculated in the manner described in 
Sec. 14.le if the winding carries no direct current. If the winding carries direct 
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current, refer to Sec. 14.4 and determine the primary inductance in the same manner 
used to calculate the inductance of a choke. 

Midband Response. The midband performance of the transformer is dependent 
only on the ratio of the reflected secondary winding and load resistances as compared 
to the source and primary resistances as shown in Fig. 14.31b. From this equivalent 
circuit, the power dissipated in the secondary load can be determined. The midband 
secondary terminal voltage can be determined by correcting the voltage across the 
secondary load of the equivalent circuit by the turns ratio, Na/Np. 
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Frn. 14.41. High-frequency response of a transformer where A = 10 and B = 2. 

High-frequency Response. The equivalent circuit to be used in determining the 
high-frequency response is shown in Fig. 14.31c. Equation (14.17) can be used to 
calculate the high-frequency response of the transformer; however, Figs. 14.33 to 
14.41 suffice for most applications. 

_e_o _ = Xa2(B + 1) 
emidband V (U + S)2 + (V - T)2 

where Xa == reactance of capacitance G 
G = sec. circuit shunt capacitance reflected to pri. circuit 

= G.(N./Np) 2 

X~.= reactance of leakage inductance L~ 
LP = total leakage inductance referred to pri. circuit 
A = G/Gp 
B = (Ra+ Rp)N.2/(R. + RL)Np2 

GP, G. = total pri. and sec. circuit shunt capacitances, respectively 
NP, N. = numbers of pri. and sec. turns, respectively 

R = (R. + RL)(Np/N.) 2 

Ra = resistance of source driving transformer 
RL = resistance of transformer load 

RP, R. = pri. and sec. winding resistances, respectively 
S = Xa(X: - Xa) 

x'x 2 

T=~ 
R 

U = BXc(f- Xe) 
(
x' - Xe ) 

V = BR p A - Xe 

(14.17) 

GP, G. and L; can be determined by utilizing the data given in Secs. 14.2d and 
14.2e. 

Impedance Ratio. For a given transformer, the impedance ratio is given by 
Eq. (14.18). 

(14.18) 
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14.5f. Balanced Windings. Balanced windings are windings in which the resist­
ances and distributed capacitances are identical for each half of the winding. To 
obtain a balanced winding, it is necessary to make two identical coils. One of the 
coils is reversed to the other as it is assembled on the core. Connecting the starts 
of the two coils together will put the two coils in series. Ordinarily the midpoint 
of a balanced winding is operated at zero signal potential, e.g., at ground potential. 

14.5g. Physical Size of Audio Transformers. The size of low-power audio trans­
formers is usually independent of the power requirements. If such is the case, the 
required low-frequency response determines the primary inductance, and the imped­
ance ratings of the windings determine the maximum allowable winding resistances. 
Common practice is to make the resistance of a given winding considerably less than 
one-tenth the impedance rating of the winding. 

The size of an audio transformer which delivers more than a few watts of power is 
usually determined by the number of turns and the core size required to prevent core 
heating or unacceptable values of distortion due to excessive flux densities at the 
lower operating frequencies. 

Example 14.4 

Neglecting the winding resistances, determine the frequency response of the output trans­
former whose circuit and winding details are given in Fig. 14.42 and whose incremental 
permeability curves are shown in Fig. 14.22. 

WINDING DETAILS 

EACH HALF OF PRIMARY WINO/NG= 600 TURNS 

Z¾rr: %,t~w?s IN EACH = 6 

DIAMETER OF NO. 34 WIRE = 0.0069 

LAYER INSULATION= 0.0013 

SECONDARY WINO/NG =- 300 TURNS 

NUMBER OF LAYERS"' 5 
DIAMETER OF NO. 30 WIRE = 0.0108 

LAYER INSULATION= 0.0015 

Np=l200 

Ns =300 

LENGTH OF FLUX 
PATH IN CORE =4.18 

CORE STACK 1:/ 

Ae =0.495 SO IN. 

7 3 2 

BR:RG: 10,000 

2 

L' p 

0.015 

0.82 

HIGH FREOUENCY EOUIVALENT CIRCUIT 

R=(::fs 
::/0,.000 

Fro. 14.42. Winding information and circuit for the output transformer analyzed in Exam­
ple 14.4. 
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Solutwn 

1. Determine the low-frequency response. 
A. Determine the maximum flux density and the incremental permeability of the core 

at some arbitrarily chosen low frequency, e.g., 100 cps. 
From Eq. (14.5) 

1 X 108 

Bmax = 4.44 X 100 X 1,200 X 0.495 

= 379 lines/sq in., or 58.8 gauss 

NOTE: The voltage appearing across the transformer primary has been assumed to be 
1 volt. This is based on the assumption that the reactance of the primary inductance at 
100 cycles is sufficiently high that the terminated transformer very nearly matches the 
10,000-ohm generator. 

From Fig. 14.22 
µac ~ 1,500 since Hnc = 0 

B. Determine the effective a-c permeability of the combination of the core and air gap. 
From Eq. (14.8) 

_1_ + 0.0005 
1,500 4.18 

= 1,270 

NOTE: For interleaving laminations 1: 1, l 0 ~ 0.0005 in. 
C. Determine the primary inductance. 
From Eq. (14.7) 

Lp 
3.19 X (1,200) 2 X 0.495 X 1,270 X 10-s 

4.18 
= 6.9 henrys 

D. Determine frequency at which the low-frequency response is down 3 db from the 
midband response (neglecting winding resistances). 

From Fig. 14.32 

and 
RA = 5,000 ohms = 21rf0Lp 

/o = 115 cps 

Therefore, -3 db occurs at approximately 115 cps. 
NoTE: Based on a -3-db frequency of 115 cps, the voltage across the primary at 115 cps 

would be 0. 707 volts. Repeating steps A through D utilizing a primary voltage of 0. 707 
volts at a frequency of 115 cps, the revised -3-db frequency is apl)roximately 120 cps. 

2. Determine the high-frequency response. 
A. Determine the leakage inductance as referred to the primary terminals. 
The configuration shown in Fig. 14.14c is similar to that in this example except that the 

primary and secondary windings are interchanged. The associated equation is applicable 
in determining the leakage inductance referred to either winding provided that the number 
of turns for that particular winding are those used in the equation. 

Lp' = 0.85 X 3;
8
~-(1,200) 2 

( 0_030 + 0_030 + 0.048 + 0.~60 + 0.048) X 10_ 6 mh 

= 6.52 mh 

B. Determine the capacitance Cp across the primary winding. 
The primary winding consists of two separate windings connected in series to the external 

circuit. The external circuit, as shown in Fig. 14.42, is not grounded; therefore, the effec­
tive capacitance across the primary winding can be determined in a manner similar to that 
shown in Fig. 14.18. The particular configuration differs from that shown in Fig. 14.18 
only in that the winding appears in two halves. The effect of the split primary winding is 
to reduce the layer-to-layer capacitance between the two layers which have necessarily 
been separated to insert the secondary winding. The reduced layer-to-layer capacitance 
between the two referenced layers has small effect on the net primary capacitance; there­
fore, it is recommended that the primary capacitance Cp be determined as shown in Fig. 
14.18. 

Refer to Fig. 14.18. 
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Cp = Cn + CaiCa2 + lead capacitance 
Cai+ Ca2 

= 135 + 32 + 20 = 187 µµf 
CD = winding capacitance 

0.30 X 3.9 X 0.82 X 3.5(12 - 1) = 
135 

µµf 

(0.0013 + 0.0006) (12) 2 

= capacitance across winding due to capacitances between inside and outside 
Cai + Ca2 of winding to core 

60 X 68 
= 60 + 68 = 32 µµ£ 

where Cai 0.225 X 3.9 X 0.82 X 3.5(12 - 0.5) = 60 µµf 
(0.0400 + 0.0003) 12 

C _ 0.225 X 3.9 X 0.82 X 3.5(12 - 0.5) = 68 µµf 
02 

- (0.0350 + 0.0003) 12 
Lead capacitance is estimated as being equal to 20 µµf. 

C. Determine the capacitance Ca across the secondary winding and refer this value to 
the primary winding (see Fig. 14.18). 

o. = Cn + CaiCa 2 + lead capacitance 
Cai+ Ca2 

= 237 + 7 4 + 20 = 331 µµf 
CD = winding capacitance 

0.30 X 3.9 X 0.82 X 3.5(5 - 1) ... 
237 

µµf 

(0.0015 + 0.00077) (5) 2 

CaiCa2 
• • d" d t ·t b t . .d d .d f 

C C 
= capacitance across win 1ng ue o capac1 ances e ween 1ns1 e an outs1 e o 

01 + 0 2 winding to shield , 

147 X 147 
147 + 147 = 74 µµf 

0.225 X 3.9 X 0.82 X 3.5(5 - 0.5) 
where Coi 

(0.015 + 0.00039)5 
= 147 µµf 

Ca2 = Cai 
Lead capacitance is estimated as being 20 µµf. 

The secondary capacitance Ca referred to primary is 

C.(N./Np) 2 = 331(30 3/i:200)2 
= 20.7 µµf 

Therefore C in Figs. 14.33 to 14.41 is equal to 20.7 µµf. 
D. Determine the value of A [see Eq. (14.17)]. 

A = !!._ = 20.7 = 0 11 
Cp 187 . 

E. Determine the frequency fr at which Xp' = AXc/(A + 1). 

. LI A 1 1 21rfr P = 21rf rC A+! 

fr = 2~ ✓ (A + ~)L,.'C 
1 ✓,-------0-.-11-------

= 6.28 (0.11 + 1) X 6.52 X 10-3 X 20.7 X 10-12 

= 136,000 cycles, or 136 kc 
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F. From Figs. 14.33 to 14.41, determine the value of D. 
Atfr, 

therefore, 

Xp' = 21rfrL/ 
= 6.28 X 136 X 103 X 6.52 X 10-a 
== 5,570 ohms 

D = 10,000 = 1 80 
5570 ' 

NoTE: Refer to equivalent circuit shown in Fig. 14.42 for value of R. 
G. Determine the frequency at which the output is attenuated 3 db. 

14-43 

The source resistance is equal to the terminating resistance in the equivalent transformer; 
therefore, the value of Bis 1. It is next necessary to examine Figs. 14.33 to 14.41 to deter­
mine which curve approximates this example. Since A = 0.11, B = 1, and D = 1.80, 
the curves most nearly approximating this example are given in Fig. 14.36. 

Interpolating, 
-3-db frequency ~ 1.1/r 

~ 1.1 X 136 == 150 kc 

14.6. Special Magnetic-circuit Components. Several magnetic circuits, most of 
which employ some form of a magnetic amplifier, are treated in the following para­
graphs. Their design requires an intimate knowledge of the design of iron-core 
chokes carrying direct current (see Sec. 14.4). 

i 
_t__- A-C 

+ - A-C LOAO 

r INPUT 
-r---.+ 

+ o-c 
A-C CONTROL 

INPUT INPUT 

L- A-C 
LOAD 

(0) 
lb) 

Fm. 14.43. Saturable reactors shown with instantaneous a-c currents in the windings in 
order to illustrate the directions of flux. 

14.6a. Saturable Reactors. In a saturable reactor the degree of core saturation is 
controlled by a d-c winding so as to change the inductance of the reactor. Typical 
winding configurations are shown in Fig. 14.43. The d-c control windings are 
polarized so that the voltages induced from the a-c windings will oppose and cancel 
one another to minimize the transfer of power into the control windings. In the 
circuits in Fig. 14.43 the a-c flux, at any instant, will be aiding the d-c flux due to one 
control winding and opposing the d-c flux due to the other control winding. Con­
sequently, at any given instant, the instantaneous impedances of the two halves of 
the reactor will actually differ from one another slightly, and as a result, the voltages 
induced in the d-c control windings will not have identical amplitudes and their 
cancellation will not be complete. The result is a small alternating current which 
flows in the d-c control windings. In most applications, however, this current is 
not considered objectionable. 

Saturable reactors have application wherever there is a need for an adjustable 
reactor. For example, the power supplied to a load may be varied by changing the 
inductance of a saturable reactor in series with an a-c power source and the load (see 
Fig. 14.43). Saturable reactors introduce considerable distortion into the signal 
applied to the load, sp their use must be limited to those cases where waveform dis­
tortion is not an objection. 
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The rate at which the control current can be varied is a function of the resistance 
and inductance in the control circuit. It is possible to increase the rate of control­
current variation if resistance is placed in series with the control windings since the 
circuit time constant is equal to L/R. The addition of resistance requires additional 
power from the control circuit; hence, there is a loss in "gain" associated with the 
reduction of the time constant. The response time of a saturable reactor to an 
instantaneous control-current change is limited to approximately one cycle of the 
carrier frequency. However, the maximum frequency at which the control voltage 
can be varied and still maintain a fairly uniform response of the control current is 

+ 
0-C 

CONTROL I Ioc 
INPUT f 

-Boe 

(0) 

+ 
0-C 

CONTROL 
INPUT 

-ooc 

---01 

-o; 

(bl 
Fm. 14.44. Regenerative magnetic amplifiers which have a-c loads. 

(al (bl 

Fm. 14.45. Regenerative magnetic amplifiers which have d-c loads. 

usually limited to approximately 10 or 20 per cent of the carrier frequency because of 
the time constant of the control circuit. 

14.6b. Self-saturating Saturable Reactors. A self-saturating reactor has an addi­
tional control winding through which either a positive or negative d-c feedback current 
is applied. The d-c feedback current is obtained by rectification of the load current. 
Typical circuits which employ regeneration are shown in Figs. 14.44 and 14.45. 
With regeneration, the rectified load current flows through the feedback winding so 
as to aid the d-c control current, thereby providing more gain than is possible in the 
simpler form of the saturable reactor. Associated with the increase in gain is an 
increase in response time and a decrease in linearity. Power gains of one thousand to 
several hundred thousand can be obtained in regenerative magnetic amplifiers of 
this type. In a degenerative magnetic amplifier, there is an increase in linearity 
and a decrease in both gain and response time. 

14.6c. Frequency Doublers. A typical magnetic circuit employed primarily for 
frequency doubling or d-c amplification is shown in Fig. 14.46. With no d-c contn>l 
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current through the secondary windings, the instantaneous voltages induced in the 
individual secondary windings are equal and opposing. Thus, there is no net output 
voltage. With the presence of a d-c control current through the secondary windings, 
the two transformer cores reach a certain degree of saturation. Since the d-c control 
current flows in opposite directions through the two transformer secondary windings, 

T 
A-C 

INPUT AT 
FREOUENCY f 

_L 

+ 
0-C CONTROL 

CURRENT 

FIG. 14.46. Two transformers used to produce an a-c output proportional to a d-c control 
current. 

it produced flux saturation on the negative voltage crest in one transformer and on the 
positive voltage crest in the other transformer. The instantaneous voltages induced 
in the two secondaries under this condition are not exactly equal and the output has 
a signal component at twice the input signal frequency which can be isolated by a 
bandpass filter. Over a fairly large 
range, the amplitude of the a-c output 
signal can be made very nearly propor­
tional to the magnitude of the d-c con­
trol current. If the a-c output signal 
from the bandpass filter is rectified to 
produce a direct current, the over-all cir­
cuit is functioning as a d-c amplifier 
since the input can be considered as the 
d-c control current. 

Another circuit for frequency doubling 
is shown in Fig. 14.47. In this particu­
lar circuit, the bridge is unbalanced 
whenever a d-c control current is applied. 
An unbalance in the bridge causes an 

T 
A-C 

INPUT AT 
FREOUENCY f 

1 
l_ 

A-C OUTPUT AT 
FREOUENCY 2f 

( PHASE REVERSIBLE) 

D-TT 
CONTROL 
WINO/NG 

FIG. 14.47. Frequency doubler using a bal­
anced bridge. Output is proportional to 
magnitude of d-c control voltage. Polarity 
of control voltage determines phase of 
output. 

output voltage to exist at twice the excitation frequency. The phase and amplitude 
of the output voltage are dependent on the polarity and magnitude of the control 
current. 

11,.Bd. Current Discriminator. With the circuit of Fig. 14.47, the phase of the 
output voltage will be reversed if the direct current through the control winding is 
reversed. It follows, therefore, that in Fig. 14.48 the phase of the output voltage is 
dependent on whether or not I nc1 is larger than I nc2 since the two currents fl.ow in 
opposite directions through the same number of turns. If the output is peak-phase­
detected using the input voltage as a reference, the polarity of the detector output 
will indicate which d-c current is the greater, and the amplitude of the detector output 
will be proportional to the difference in amplitude between Inc1 and Ino2. If better 
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accuracy is desired, the output of the phase detector can be amplified in a high-gain 
d-c amplifier and applied to an additional control winding so as to oppose the d-c 
core saturation resulting from the difference in the amplitudes of I nc1 and I nc2. 

The feedback current will very nearly be equal to the difference between I nc1 and 
Inc2 if the feedback winding has the same number of turns as the other d-c windings. 

A-C INPUT 
SIGNAL AT 
FR£0U£NCY f 

OUTPUT 
SIGNAL AT 
FREOUENCY 

2f 

- + + -
foe, __A ~- Ioc2 

Fm. 14.48. Current discriminator. 

If the nominal values of I nc1 and I nc2 are not identical, the number of turns on the 
two control windings should be adjusted so that the nominal values produce equal 
and opposite magnetizing effects. 

14.6e. Saturable Transformers. Transformers connected as shown in Fig. 14.49 
provide a convenient means of controlling the speed and direction of rotation of a 

Fm. 14.49. Saturable transformers used for 
motor control. 

T-7 ISOLATING 

- . _jffilSTORS 

'%%; r~11 · 
1 ~i~{; . 

11 

A-c oTrPUT 
_j_ (PHASE REVERSIBLE) 

o-)j_ 
CONTROL 
WINDING 

Fm. 14.50. Saturable transformers used for 
control of a low-power two-phase motor. 

two-phase motor. When the control potentiometer is at its mid-point, Vl and V2 
will conduct equally and the output will consist of only a small 2nd harmonic com­
ponent which will not drive the motor. If the potentiometer is turned to the limit 
labeled A, VI will conduct more heavily and V2 will be driven beyond cutoff. Under 
this condition, the voltage induced in Tl is much greater than that induced in T2, and 
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consequently the transformer outputs will no longer cancel. The result is an excita­
tion voltage applied to the motor. If the control potentiometer is turned to the other 
limit, the output applied to the motor will be of the opposite phase since the output 
of T2 will be larger than the output of Tl. 

Another circuit frequently used for controlling a two-phase motor is shown in 
Fig. 14.50. Here the d-c bias source magnetizes the cores of both transformers by 
equal amounts. A current in the control windings, however, aids the magnetization 
due to the bias current in one transformer and opposes the magnetization due to the 
bias current in the other transformer. It follows that a control current will unbalance 
the magnetization in the two transformers, causing the a-c output voltages to be 
unequal, which results in an a-c output vo~tage. The polarity and magnitude of 
the control current determine the phase and amplitude of the a-c output voltage. 

14.7. Pulse Transformers. A rectangular pulse can be considered to oonsist of an 
infinite number of frequency components (see Sec. 22) having unique amplitude and 
phase relationships. Hence, to reproduce faithfully a pulse through a transformer, 
the transformer must introduce very nearly the same time delay and provide the 
same attenuation or gain to the principal frequency components in the pulse. On 
the assumption that the source and load resistances are constant during and after 
the pulse, the frequency response required to reproduce a rectangular pulse can be 
approximated by Eqs. (14.19) and (14.20). 

A 
/1 ~ 600t (14.19) 

f 
0.7 

2
,...__,_ 

- tr 

where A = allowable percentage decay of pulse from a flat top 
/1 = lower -3-db frequency, cps 
/2 = upper -3-db frequency, cps 

t = pulse width, sec 

(14.20) 

tr = desired rise time in seconds of pulse leading edge between 10 and 90 per 
cent amplitude points 

In many applications, the impedance of either the pulse source or the load is low 
during the pulse and approaches an open circuit at the end of the pulse. For this 
reason, satisfying Eqs. (14.19) and (14.20) does not ensure a satisfactory trailing 
edge unless the source and load impedance are the same during and after the pulse. 
If the source or load impedance approaches an open circuit following the pulse, the 
trailing edge of the pulse will have a larger overshoot. 

In addition to the frequency-response considerations, the leading edge of the output 
pulse waveform will have an overshoot of approximately 5 per cent if Eqs. (14.21) 
and (14.22) are satisfied (see Fig. 14.31c for high-frequency equivalent circuit). An 
overshoot of approximately this amount is usually desirable since it provides a 
significantly shorter rise time than would be obtained with critical damping. 

fL: 
Ra= '\Jc (14.21) 

(14.22) 

where C = Ci, + C.N.2 /Ni,1 

If the value of Ra is less than the value specified by Eq. (14.21) or if the value of RL 
is larger than that specified by Eq. (14.22), the leading edge of the waveform will 
have a larger overshoot. In the extreme case where Ra is equal to zero and RL is 
given by Eq. (14.22), the output waveform will have an overshoot of approximately 
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17 per cent. For this condition, the value of RL required to obtain a 5 per cent over­
shoot can be determined from Eq. (14.23). 

R = 0.707Na2 {iZ (l4.2a) 
L Np2 '\JC: 

The maximum flux density in the core caused by the application of a rectangular 
pulse is 

where Bmax = maximum flux density, lines/sq in. 
A. = effective core cross-sectional area, sq in. 

e = peak value of applied pulse, volts 
NP = number of primary turns 

t = time duration of pulse, sec 

(14.24) 

Instead of analyzing a pulse transformer on an equivalent frequency response basis, 
the performance can be established by determining the transformer transient response 1 

for the front and trailing edges of the pulse. Also, the response of the transformer 
during the flat top of the pulse can be determined by analyzing the amount of voltage 
decay across the primary shunting inductance in the low-frequency equivalent circuit. 
In addition, this method permits the determination of the pulse trailing edge wave­
form in those applications where the source or load impedance becomes very large 
immediately following the pulse. 

In general, considerable attention must be given to maximizing the primary induct­
ance and minimizing the leakage inductance and distributed capacitance. Such 
stringent requirements dictate that the windings be interleaved and the core material 
have high permeability. At very high frequencies the magnetic flux will not pene­
trate the core laminations to any appreciable depth and, consequently, flows on the 
surface of the laminations. Therefore, the core laminations should be as thin as is 
practicable to present the maximum surface area to the flux. The effect of the thinner 
laminations is to increase the effective core permeability. 

Ordinarily, the power loss in a pulse transformer is due primarily to the core loss 
since there are very few primary and secondary turns. Core-loss figures for pulse 
transformer applications are not normally supplied by the manufacturers of core 
materials. However, for 2-mil grain oriented steel, Reuben Lee has given a core-loss 
figure of 0.012 watt/lb of core material based on a single 2-µsec pulse/sec which 
causes a maximum core flux density of 6,000 gausses (38,700 lines/sq in.). 

Since the physical size of a pulse transformer is usually minimized to reduce the 
leakage inductance and distributed capacitance, a typical pulse transformer will 
have a higher temperature rise than a conventional power transformer having the 
same power dissipation. Consequently, it is frequently necessary to use high-tem­
perature insulating materials in high-power pulse transformers. 

1 For an excellent treatment of this type of analyf!is, see Moskowitz and Racker, "Pulse 
Techniques," Sec. 3.5, Prentice Hall, Inc., Englewood Cliffs, N. J., 1951. A more thorough 
treatment of pulse transformers is given in "Pulse Generators," vol. 5, Chaps. 12-15, 
Radiation Laboratory Series, McGraw-Hill Book Company, Inc., New York, 1948. 
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16.1. Characteristics of Ideal Rectifiers with Infinite Inductance Choke-input 
Filters. It is possible to tabulate the transformer winding currents and the amplitudes 
and frequencies of the output ripple components for rectifiers which are followed by 
infinite inductance choke-input filters provided the transformer leakage inductance 
and the resistances of the transformer windings and rectifier tubes are assumed to be 
equal to zero. This has been done in Table 15.1. In an actual rectifier with a 
choke-input filter, these conditions are not satisfied, but the error in usiµg Table 15.1 
is usually negligible. To provide a means of comparing the magnitudes of the various 
rectifier voltages and currents in the tabulated data, the filtered d-c output voltage 
and current have each been assumed to have a value of unity. 

16.2. Critical Inductance of the Input Choke to a Filter. Considering the input 
choke of a choke-input filter, critical inductance is that value above which the pulsating 
current from the rectifier becomes continuous and, consequently, ensures that the 

le =CRITICAL LOAD CURRENT 

le 
LOAD CURRENT 

FIG. 15.1. D-c output voltage versus load 
current for a constant inductance filter input 
choke. 

Le =CRITICAL INOl/CTANCE 

Le 

11JDUCTI\NCE OF FILTER INPU.T CHOKE 

FIG. 15.2. D-c output voltage versus induct­
ance of filter input choke for a constant 
load current. 

current into the filter does not go to zero for any portion of the cycle. A close approxi­
mation to this value can be made by assuming that the pulsating component of the 
current from the rectifier is due entirely to the lowest harmonic present. The errors 
due to this approximation are small and are amply allowed for by the use of the 
optimum inductance. Optimum inductance is generally defined as twice the critical 
inductance. For conservative design, general practice is to make the inductance 
of the input choke equal to the optimum inductance. 

For a given power supply there exists a value of critical inductance for every value 
of load current. 1 Figure 15.1 illustrates the variation in output voltage versus load 
current for a choke-input power supply. As the load current is reduced, the asso­
ciated critical inductance becomes equal to the inductance of the input choke at a 
critical load current I c• As the current is further decreased the critical inductance 
becomes higher than that of the input choke. The result is that the input choke no 
longer filters properly. Frequently a bleeder resistor is added to the power-supply 

1 With a half-wave rectifier the value of critical inductance is infinite since there is no 
value of choke inductance which will ensure that the rectifier current does not go to zero. 
For this reason and the fact that the volt-ampere rating of the transformer would be much 
higher than the rating of a transformer operating into a full-wave rectifier and delivering 
the same d-c output power, choke-input filters are seldom used with half-wave rectifiers. 
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TABLE 15.1. CHARACTERISTICS OF IDEAL RECTIFIERS WITH INFINITE INDUCTANCE CHOKE-INPUT FILTERS 

Tabulated data based on zero tube and 
transformer resistance and zero transformer 

leakage inductance 

D-C load voltage ............................... 
Secondary rms voltage per leg .................... 
Freq. of lowest harmonic in terms of line freq. (f) .. 
Rms voltage of 1st harmonic ..................... 
Rms voltage of 2nd harmonic .................... 
Rms voltage of 3rd harmonic .................... 
Ripple peaks with reference to d-c axis: 

Positive peak ................................ 
Negative peak ............................... 

Peak inverse tube voltage ....................... 
D-c load current ................................ 
Secondary rms current per leg .................... 
Peak current per anode 

D-C load current 
.......................... 

D-C output, watts .............................. 
Secondary volt-amperes ......................... 
Primary volt-amperes ........................... 
Average of primary and secondary volt-amperes .... 
Line power factor ............................... 

Single- I Single­
phase half phase full 

wave wave 

Single­
phase full­

wave bridge 

2-phase 
full wave 

3-phase 
star 

half wave 

3-phase 
star 

full wave 

6-phase 
star 

half wave 

Ud:!~ffil&J~~ 
n Fl Fl E ~ CE=I-~ 

* 1.000 1.000 1.000 1.000 1.000 1.000 
* 1.111 1.111 0.785 0.855 0.428 0.740 
f 2/ 2/ 4/ 3/ 6/ 6/ 
* 0.471 0.471 0.0944 0.177 0.0405 0.0405 
* 0.0944 0.0944 0.0224 0.041 0.0099 0.0099 
* 0.0405 0.0405 0.0099 0.018 0.0043 0.0043 

* 0.363 0.363 0.111 0.209 0.0472 0.0472 
* 0.637 0.637 0.215 0.395 0.0930 0.0930 
* 3.14 1.57 2.22 2.09 1.05 2.09 
* 1.000 1.000 1.000 1.000 1.000 1.000 
* 0.707 1.000 0.500 0.577 0.816 0.408 

* 1.000 1.000 1.000 1.000 1.000 1.000 

* 1.000 1.000 1.000 1.000 1.000 1.000 
* 1.57 1.11 1.57 1.48 1.05 1.81 
* 1.11 1.11 1.11 1.21 1.05 1.28 
* 1.34 1.11 1.34 1.35 1.05 1.55 
* 0.90 0.90 0.90 0.826 0.955 0.781 

* Values vary with the ratio of load resistance to series inductance. For details see M. B. Stout, Behavior of Half-wave Rectifiers, Electronic8, September, 1939. 
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output to increase the minimum load current and reduce the value of the critical 
inductance, which in turn reduces the required inductance of the input filter choke. 

For a given load current, Fig. 15.2 shows how the output voltage increases when 
the inductance of the input choke is reduced below that of the critical inductance. 

Neglecting the transformer and rectifier resistances, the critical inductance can be 
calculated from Eq. (15.1). 

(15.1) 

where Le = critical inductance, henrys 
R = load resistance (resistance of choke plus bleeder resistance in paralleJ 

with external load) 
A = a constant determined from Fig. 15.3 
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Fm. 15.3. Plot of A versus line frequency for several types of rectifiers. 

An input choke whose inductance varies over wide limits as an inverse function 
of the d-c load current is defined as a swinging choke (see Sec. 14.4g). In a choke­
input-filter type of power supply, where the load current varies, a properly designed 
swinging choke is often used since its inductance will remain greater than the critical 
inductance at small values of load current. 

Example 15.1 

Determine the optimum inductance for a single-phase full-wave choke-input power sup­
ply operating from a 60-cycle line if the d-c output voltage is 300 volts, the minimum load 
current is 100 ma, the bleeder is 20,000 ohms, and the choke resistance is 100 ohms. 

Solution 

1. The external load resistance at the minimum load current is 

Output voltage 300 
Minimum load current = 0.100 = 3,000 ohms 
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2. The external load resistance in parallel with the bleeder resistance is equal to 

3,000 X 20,000 
3,000 + 20,000 = 2'610 ohms 

3. The total load resistance is equal to the choke resistance plus the bleeder in parallel 
with the external load resistance 

R = 100 + 2,610 = 2,710 ohms 

4. Determine A from Fig. 15.3. 
Since the line frequency is 60 cps and the rectifier is single-phase full wave, A = I, 130. 
5. Determine the critical inductance Le, 

Le = ~ 2,710 
A = l,laO = 2.4 henrys 

6. Determine the optimum inductance Lo, 

Lo = 2Lc = 2 X 2.4 = 4.8 henrys 

16.3. Power Supplies Having Choke-input Filters. This section contains design 
information for determining both the d-c output voltage and the per cent ripple voltage 
in the output of power supplies having single-section choke-input filters. 1 The induct­
ance of the input filter choke L is assumed to be equal to or greater than the critical 
inductance, and the reactance of the filter capacitor C at the lowest ripple frequency 
is assumed to be appreciably less than the load resistance. 

15.3a. Determination of D-C Output Voltage. Data given in Table 15.1 simplify 
this determination. The data are based on there being no resistance in the trans­
formers, rectifiers, or choke. In a physical system these components have resistances 
which must be considered. The product of the d-c output current and the sum of the 
component resistances is equal to the d-c voltage drop within the power supply. 
In a practical system the sum of this d-c voltage drop and the d-c output voltage is 
equal to the d-c load voltage as determined from Table 15.l. For example, in the 
case of a single-phase full-wave rectifier operating into a choke-input filter, Table 15.1 
indicates that the value of one-half the secondary rms voltage is equal to l.111 times 
the d-c load voltage. This is based on zero resistance in the transformer, rectifiers, 
and choke. Therefore, if the terminal voltage of one-half the transformer secondary 
under load were arbitrarily assumed to be equal to 700 volts, the d-c load voltage 
from Table 15.1 would be equal to 700/1.111, or 630 volts. The actual d-c output 
voltage would be equal to 630 volts less the sum of the IR drops in the rectifier tube 
and filter choke. The transformer IR drop need not be determined since the trans­
former terminal voltage under load has been specified.2 Table 15.1 gives the rectifier 
and transformer operating currents. 

1 If additional filter sections of either the LC or RC type are to be added, refer to Sec. 
15.5. 

2 The problem becomes more complicated if only the transformer no-load voltage is 
known. The transformer terminal voltage at full load can be calculated from the following 
relationship: 

E _ [< . It _ 1111 R) (H sec. no-load voltage)] 11 R 1 , - pri. rms vo age . P P pri. voltage - . 1 • de 

where E, = terminal voltage of H secondary 
R, = resistance of H secondary 
lp = peak primary current 

I de = d-c load current 
Rp = resistance of primary 
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15.3b. Determination of the Per Cent Ripple. A low-pass filter section for the 
output of a power-supply rectifier is shown in Fig. 15.4. The per cent ripple voltage1 

in the filter d-c output voltage can be determined 

TO RECTIFIER 
OUTPUT C 

from the curves shown in Fig. 15.5 provided the LC 
product, the line frequency, and the type of rectifier 
are known. It is also possible to solve for the LC 
product necessary to obtain a specified per cent 

R ripple voltage for a given line frequency and type of 
rectifier. 

The curves shown in Fig. 15.5 are based on the 
FIG. 15.4. Single-section choke- assumption that the only a-c component in the 
input filter with load resistance. rectifier output voltage is the lowest-frequency 

harmonic. This introduces a very small error since 
the filter has a much higher transmission loss for the higher-order harmonics, and, 
secondly, these higher order harmonics have much smaller amplitudes than the 
lowest-frequency harmonic. 

15.3c. M inirnum Size Limitations of the Filter Choke. The value of L must be equal 
to or greater than the critical inductance. It is considered good practice, however, 

10 Ft-~~~f~!~[!!!~!~~~!~~~J~~~f~~~~~;;;;~~~;;;;~~;;.-;;;;~;-;;~~~-7 J: ,... NOTE: THESE CURVES ARE BASE/J ON THE REACTANCE 
, OF CAT THE RIPPLE FREOUENCY BEING MUCH 
'- " SMALLER THAN THE VALUE OF THE LOA/J RE-
'\ SISTANCE. IF THIS IS NOT THE CASE, THE ACTUAL 

~ i\. 'i\. PERCENT RIPPLE VOLTAGE WILL BE LESS 
t---t----+-t--+++t'ltl---+l-'11 'i\.--+-H-t+++-~"-,-1--- THAN THE VALUE REA/J FROM THE CURVES 

"'" '~ "K✓J 111 ll f=LINEFREOUENCY IN CY.CLES 
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FIG. 15.5. A plot of the per cent ripple voltage versus f 2LC for power supplies having single­
section choke-input filters. 

to make L equal to or greater than the optimum inductance. The optimum induct­
ance is twice the critical inductance as defined in Sec. 15.2. 

Iri. unregulated power supplies where very low values of ripple are required, i.e., 
50 mv or less, it is suggested that the filter choke or chokes be placed in either the 

1 Per cent ripple voltage can be expressed as: 

% ripple = Eae X 100 
Eac 

where Eac = rms value of ripple voltage 
Ede = d-c value of output voltage 
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positive 1.)r negative lead depending on whether the supply is a positive or negative 
voltage power supply, respectively. 1 If this practice is not observed, the transformer 
secondary capacitance to ground will shunt the input choke. 

15.3d. Minimum Size Limitations of C. There are two limiting conditions for the 
minimum size of C. They are: · 

1. The curves shown in Fig. 15.5 are based on the value of C being sufficiently 
large that its reactance at the lowest ripple frequency ft will be much less than the 
resistance of the load R. Equation (15.2) is based on the reactance of Cat ft being 
no greater than one-fifth the value of the minimum load resistance. 

C > 796,000 
- ftRmin 

where Rmin = minimum d-c load resistance, ohms 

(15.2) 

Ji = frequency in cps of lowest harmonic from the rectifier (see Table 15.1 
to determine the frequency of the lowest harmonic) 

C = filter capacitor, µ,f 
2. The requirements of the load frequently dictate that the power supply shall 

have an a-c output impedance less than some prescribed value at a specified frequency. 
The actual value of the power-supply a-c output impedance is sometimes difficult to 
determine. The output capacitor, as viewed by the load, is in parallel with the 
filter choke and rectifier components, and at some frequency they will form a resonant 
circuit. Therefore, when this type of filter is employed it is possible that the power­
supply output impedance will be higher than the reactance of the output capacitor 
at and near the filter resonant frequency. At frequencies much higher than the 
resonant frequency, the output impedance will be essentially equal to the reactance 
of the output capacitor. At frequencies much lower than the resonant frequency, 
the a-c output impedance will approach the d-c output resistance determined by the 
choke, rectifier, and transformer resistances. For conservative design the choke and 
capacitor values should be large enough that their resonant frequency will be far 
below the lowest frequency of load-current variations. Such a precaution will 
ensure that the power-supply a-c output impedance will be equal to or less than the 
reactance of the output capacitor. Therefore, to satisfy a requirement for not 
exceeding a specified maximum output impedance at some frequency far removed 
from the filter resonant frequency, the value of the output capacitor C must satisfy 
Eq. (15.3). 

C > 159,000 (l5_3) 
- f2Zo 

where Z 0 = specified maximum a-c output impedance 
f2 = frequency at which Zo is specified (usually lowest frequency of load 

current variations) 
C = output capacitor, µ,f 

Example 15.2 

Determine the d-c output voltage for a power supply with the following characteristics: 
Single-phase full-wave bridge rectifier: 

Voltage drop across each rectifier .............................. 15 volts 
Voltage drop across filter choke... . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12 volts 
Terminal voltage of transformer secondary under full load ........ 1,450 volts (rms) 

Solution 
1. Determine the d-c output voltage on the basis that there is no voltage drop across the 

rectifier tubes and filter choke. 

1 See Proc. IRE, vol. 22, p. 1040, 1934. 
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Sec. rms voltage = 1.111 (d-c output voltage) 
D-C output voltage = 0.9 (sec. rms voltage) 

= 0.9 X 1,450 = 1,305 volts 

2. Determine the power-supply d-c output voltage. 

(
Power-supply d-c) = 1 305 _ (JR dr?P in) _ (JR drop in) 
output voltage ' 2 rectifiers choke 

= 1,305 - (2 X 15) - (12) 
= 1,263 volts 

NoTE: In a single-phase full-wave bridge rectifier the d-c load current flows through two 
rectifiers simultaneously. 

Example 15.3 

Determine the values of L and C which will permit no more than 0.4 per cent ripple volt­
age in the d-c output voltage of a three-phase half-wave 60-cycle rectifier, having an output 
voltage of 3,000 and a load current which varies between 1 and 2 amp. Assume that the 
characteristics of the load are such that the power-supply output impedance is unimportant. 

Solution 

1. Determine the maximum and minimum load resistances. 

Rmax = d-c output voltage = 3,000 = 3 00O ohms 
min load current 1 ' 

R . _ d-c output voltage = 3,000 = 1 500 ohms 
m,n - max load current 2 ' 

2. Determine the minimum possible value of L [refer to Eq. (15.1) and Fig. 15.3}. 

L _ Rmax 3,000 
c - A = 

41500 
= 0.667 henry 

It is recommended that the inductance be made equal to or greater than the optimum 
inductance, i.e., 2Lc, Therefore, 

Lo = 2 X 0.667 = 1.33 henrys 

3. Determine the minimum possible value of C. 
From Eq. (15.2) 

C > 796,000 = 796,000 = 2 95 f 
- /iRmin 180 X 1,500 • µ 

where /i = 3 X line freq. (see Table 15.1) 
4. Determine the product of L and C which will allow no more than 0.4 per cent ripple 

voltage in the d-c output voltage. 
From Fig. 15.5 it can be seen that f2LC must be equal to or greater than 125,000. Since 

f = 60, /2 is equal to 3,600. The product of L and C must therefore be equal to or greater 
than 35. 

5. Determine the values of L and C. 
If L were arbitrarily made equal to 1.33 henrys, then C must be equal to or greater than 

35/1.33, or 26.3 µf. Considerations of space, weight, and cost can dictate a different ratio 
of Land C. Possibly a more economical choice might be to let C be equal to 6 µf, and then 
L would have to be equal to or greater than 3 %, or 5.83 henrys. It should be noted that 
both choices of L and C satisfy the limiting values determined in steps 2 and 3. 

16.4. Power Supplies Having Capacitor-input Filters. Half-wave, full-wave, and 
voltage doubler types of single-phase1 rectifiers utilizing single-section capacitor-

1 Multiphase rectifiers are ordinarily used when the power requirements are heavy, and 
in such instances choke-input filters and gas-filled rectifier tubes usually are employed. 
The use of gas-filled rectifiers normally prohibits the use of capacitor-input filters since the 
peak capacitor charging currents may be very high and, consequently, require the use of 
excessively large rectifiers. For these reasons multiphase rectifiers are not discussed in 
this section. 
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input filters 1 are discussed in this section. It is possible to determine accurately the 
per cent ripple in the d-c output voltage and the relationship between the following: 
transformer secondary rms voltage and the filter d-c output voltage, average and 
peak rectifier currents, and the average and rms 
rectifier currents. 

A single-section capacitor-input filter for the out- ro RECTIFIER 

put of a power-supply rectifier is shown in Fig. 15.6. OUTPUT 

The information in Figs. 15.7 to 15.12 permits a very 

C R 

thorough analysis of half-wave, full-wave, and volt-
age doubler types of rectifiers utilizing capacitor- Fm. l5,6, Single-section capaci-

tor-input filter with load 
input filters. Figures 15.8 to 15.12 were derived by resistance. 
0. H. Schade. 2 The curves are self-explanatory; 
however, a few terms should be reviewed. The source resistance Rs in a power supply 
having a capacitor-input filter is the sum of the resistances through which the 
capacito_r charging current must flow, i.e., the rectifier resistance, any current-limiting 
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FIG. 15.7. Average characteristics of several different rectifiers. 

CURVE 
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H 
H 
G 
K 
K 
K 
K 
M 
N 
N 
J 
N 
K 
C 
B 
K 
H 
M 
L 
H 
R 

resistances, the transformer secondary resistance, and the transformer primary resist­
ance referred to the secondary. The curves show that changes in the source resist­
ance materially affect the over-all circuit performance. Since this is the case, it is 
necessary to take into consideration the changing value of the rectifier resistance 

1 See Sec. 15.5 if additional filter sections of either the LC or RC type are to be added. 
2 0. H. Schade. Analysis of Rectifier Operation, Proc. IRE, vol. 31, pp. 341-361, July, 

1943. 
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Fm. 15.10. Relation of applied alternating peak voltage to direct output voltage in capaci­
tor-input voltage-doubling circuits. (From 0. H. Schade, Proc. IRE, July, 1943, p. 345.) 

during the conduction period. The rectifier resistances whch must be known are the 
peak, rms, and average values. Since the source resistance is made up in part by 
the rectifier resistance, there are peak, rms, and average values of the source resistance. 
The different rectifier resistances are defined as follows: 

f = rectifier peak resistance, the resistance at the peak rectifier current 1 P 

lrl = rectifier rms resistance, the resistance which when multiplied by the square 
of the rectifier rms current llPI will equal the plate power dissipated within 
the rectifier 

r = rectifier average resistance, the resistance which when multiplied by the average 
rectifier current IP during conduction will equal the average drop across the 
rectifier during conduction 

Schade has shown that the relationships 

1.14f = r 
1.os,; = lrl 

(15.4) 
(15.5) 

are representative within ± 5 per cent for capacitor-input circuits containing high­
vacuum rectifiers. The peak rectifier resistance f is determined from Fig. 15.7, and 
from this value the rms and average values are calculated. 
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The per cent ripple voltage is defined as the output rms ripple voltage expressed 

as a percentage of the d-c output voltage. 
In a given power supply it is important to note that, to obtain the best possible 

regulation, the value of wCRL should be to the right of the knee of the appropriate 
curve in Figs. 15.8 to 15.10. 

Example 15.4 

In tht, power supply shown in Fig. 15.13, determine the average, peak, and rms currents 
per rectifier plate; the d-c output voltage; 
and the per cent ripple in the d-c output 
voltage. The circuit constants are as 
follows: 

1. The transformer primary resistance is 
4 ohms. 

2. The total transformer secondary resist­
ance is 500 ohms. 

1= 
3000 
OHMS 

3. The transformer total secondary no­
load voltage rating is 1,500 volts rms with 
120 volts rms on the primary. 

4. The filter capacitor C is 4 µ.f. 
Fm. 15-13. Single-phase full-wave rectifier 
with a capacitor-input filter. 

5. The supply frequency is 50 cps. 
6. The d-c load resistance RL is 3,000 ohms. 

Solution 

It is necessary to know the peak resistance of each rectifier plate. The value of the 
rectifier peak resistance is obtained from Fig. 15.7 through the knowledge of the rectifier 
peak current. Since the rectifier peak current is not yet known, it is necessary to make an 
assumption as to the value of the rectifier peak resistance. On the basis of the assumed 
peak resistance, the associated rectifier rms and average resistances can be calculated from· 
Eqs. (15.4) and (15.5). Using these tentative values of resistance, the circuit analysis can 
be completed. The resulting analysis includes the determination of a value for the recti­
fier peak current, and from Fig. 15.7 the associated rectifier peak resistance can be deter. 
mined. If the value of the rectifier peak resistance taken from Fig. 15.7 is reasonably 
close to the assumed value, the analysis can be considered valid. If the value from Fig. 
15.7 differs greatly from the assumed value, it is necessary to use the value established from 
Fig. 15.7 and repeat the circuit analysis, thereby redetermining the rectifier peak resistance., 
It is relatively certain that this new value of rectifier peak resistance will be reasonably 
close to the value of rectifier peak resistance obtained in the first circuit analysis. 

1. Assume a value for the rectifier peak resistance. 
Assume that the 5R4GY peak resistance f is equal to 200 ohms per plate (see Fig. 15.7). 
2. Determine the rectifier rms resistance Ir! and the rectifier average resistance f from 

Eqs. (15.4) and (15.5). 

Ir! = 1.08f = 1.08 X 200 = 216 ohms 
r = 1.14f = 1.14 X 200 = 228 ohms 

3. Determine the peak R,, rms IR,I, and average R, source resistances. 

. . total sec. resistance 
ft, = pr1. resistance referred to }f sec.* + 

2 
+ resistance of one plate of rectifier 

[ . . (H sec. volt.) 2
] 500 . f 1 'fl = pri. resistance X pri. volt. + 2 + resistance o one pate of recti er 

= [(4) X ( 7 5 9-i 2 o)21 + 250 + resistance of one plate of rectifier 
= 406 + resistance of one plate of rectifier 

Therefore 
R, = 406 + f = 406 + 200 = 606 ohms 

IR,I = 406 + lrl = 406 + 216 = 622 ohms 
R, = 406 + f = 406 + 228 = 634 ohms 

* The resistance of the prime voltage source, if appreciable, should be added to the pri­
mary resistance. 
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4. Determine the values of Ra/nRL, IRal /nRL, IR.J / RL and R./ RL where n = 2 for single­
phase full-wave rectifiers. See Fig. 15.11 for values of n when other types of rectifier cir­
cuits are used. 

R« 
nRL 

606 
2 X 3,000 = O.lOl 

~ 622 
nRL 2 X 3,000 = O.l04 

IRal 622 
RL = 3,000 = 0.207 

Ra 634 
RL = 3,000 = 0·211 

5. Determine wCRL and nwCRL (where w = 21rf, f = line frequency, C is in farads, and 
RL is in ohms). 

wCRL = 21rfCRL 
= 3.77 

nwCRL = 2 X 3.77 = 7.54 

6. Determine from Fig. 15.9 the value of Eac/Eacp where Eacp is the peak value of one­
half of the secondary rms voltage Eac. 

Since wCRL = 3.77 and Ra/RL = 0.211, interpolation from Fig. 15.9 lihows that Eac/ Eacp 
is approximately equal to 0.615. 

7. Determine Eac. 
From step 6, Eac was found to be 0.615 X Eacp. 

Therefore, 
Eac = 0.615 X Eacp 

= 0.615 X 1.414' X Eac 
= 0.615 .X 1.414 X 750 
= 652 volts 

8, Determine the load current IL and the average current per rectifier plate IP. 

h 
d-c output voltage 652 

load resistance = 3,000 = 0·217 amp 

h 0.217 
number of rectifier plates = -2- = O.l09 amp 

9. Determine the value of llvl/ip and JlvJ, where !Iv! is the rectifier rms plate current (see 
Fig. 15.11). 

IRal = 0.104 
nRL 

and nwCRL = 7.54 

as determined in steps 4 and 5, respectively. From Fig, 15.11 

It = 2.0 and llvl = 2ip = 0.218 amp 

10. Determine the value of iv/iv and ip, where iv is the r~ctifier peak plate current (see 
Fig. 15.11). 

a. = 0.101 
nRL 

and nwCRL = 7.54 

as determiued in steps 4 and 5. From Fig. 15.11, 

and !P = 5.liv = 0.556 amp 

11. Determine the per cent ripple voltage in the d-c output voltage (see Fig. 15.12). 
Since wCRL = 3.77, JR.J/RL = 0.207, and the rectifier circuit is full-wave, it can be 

determined from Fig. 15.12 that the ripple voltage is approximately 13.5 per cent. 
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Summary 

In step 10 the rectifier peak plate current was found to be 556 ma. Figure 15.7 shows 
that the rectifier peak resistance is approximately 200 ohms. This value agrees with the 
original assumed value and hence validates the complete analysis. If the two values were 
appreciably different, it would be necessary to repeat the analysis using the rectifier peak 
resisliance value obtained from Fig. 15.7 based on the rectifier peak current obtained in 
step 10. 

Example 15.5 

Design a 60-cycle power supply utilizing a half-wave rectifier and a capacitor-input filter 
which will have a d-c output voltage of 500 volts at 75 ma and an output ripple voltage 
which is equal to or less than 2 per cent of 
the d-c output voltage (Fig. 15.14). 

Solution 

As in Example 15.4, the rectifier peak 
resistance must be known. This value is ~ 

J=0.015A -
ordinarily obtained from Fig. 15.7 through ~ c Ri_ 500V 
knowledge of the rectifier peak current. · I 
In this particular example the rectifier 

11
,... __________ __. -=--1_ 

peak current is not known, but the rectifier 
average current is given in the statement Fm. 15.14. Power supply with a half-wave 
of the problem. 0. H. Schadel has sug- rectifier and capacitor-input filter. 
gested that in such instances the rectifier 
peak current be assumed to be four times the rectifier average current. On the basis 
of the rectifier peak resistance value obtained from the assumed peak current, the 
associated rectifier rms and average resistances can be calculated from Eqs. (15.4) and 
(15.5). Assuming that these calculated values are correct, the analysis can be completed. 
This includes the determination of a value for the rectifier peak current, and from Fig. 15.7 
the associated rectifier peak resistance can be determined. The rectifier peak resistance 
obtained should be compared to the assumed value. If the two values differ greatly, it is 
necessary to use the value from Fig. 15.7 and repeat the analysis. It is reasonably certain 
that this new value of the rectifier peak resistance will closely agree with the value obtained 
in the initial analysis. 

1. Estimate the rectifier peak current JP and determine the associated value of peak 
resistance r from Fig. 15.7. 

Let JP = 4 X IP = 4 X 0.075 = 0.300 amp, or 0.150 amp per plate. From Fig. 15.7, 
the peak resistance per plate is established as being approximately 300 ohms, and, for two 
plates in parallel, approximately 150 ohms. 

2. Determine the rms resistance \r\ and the average resistance r from Eqs. (15.4) and 
(15.5). 

r = 1.14r = 1.14 x 150 
\r\ = 1.08:r = 1.08 X 150 

3. Determine the load resistance RL. 

171 ohms 
162 ohms 

RL = d-c output voltage 
d-c output current o~i~5 = 6,670 ohms 

4. Determine the values of the source resistance R •. 
There are an infinite number of combinations of Eacp and R. which will give the specified 

d-c output voltage and current. The actual value of R. is somewhat difficult to determine 
since the resistances oi the transformer windings are not known. 

The effective transformer resistance which is in series with the capacitor charging cur­
rent through the rectifier is termed Ri. The sum of Rt and the rectifier resistance rd is 
the source resistance R.. In the case of a half-wave rectifier, the effective transformer 
resistance is equal to the total secondary resistance plus the primary resistance referred to 
the secondary, i.e., secondary resistance + RpN3

2 /Np 2• It follows that the rms source 
resistance IR.I is equal to the rectifier rms resistance lrl plus Rt, 

For every value of Rt, it is possible to calculate the associated values of therms rectifier 
current \lp\, the transformer no-load peak voltage Eacp, and the copper loss in the trans­
former \lp\ 2Rt. In a practical design problem, values of Rt are usually assumed and the 
other associated values are then determined. Figure 15.15 can be useful in indicating 

1 Loe. cit. 
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when practical values of Rt have been assumed since the calculated values of IIvl2Rt, 
i.e., total transformer copper loss, 1 can be compared to the total copper loss of a 
typical transformer for a power supply having a capacitor-input filter. The final 
step is to choose a transformer whose ratings for Eacp, Rt, and secondary rms current are 

28 
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OUTPUT RATING OF POWER SUPPLY IN O·C WATTS 

Fw. 15.15. Plot of power-supply d-c output 
wattage versus power transformer copper 
losses for a typical power supply with a 
capacitor-input filter. 

compatible with the ratings associated with 
one of the assumed values of Rt. It is 
possible to utilize a transformer having an 
excessive value of Eacp for the associated 
value of Rt provided resistance is added in 
the lead between the filter capacitor and the 
transformer secondary to increase the resist­
ance in the charging path for the capacitor . 

If, in this example, Rt is assumed equal to 
130 ohms, the value of IRsl will be 130 + 162, 
or 292 ohms. For best regulation, nwCRL 
should be made sufficiently large to ensure 
operation above the knee of the curve in 
Fig. 15.11. In this example IR.I/RL will be 
equal to 0.044, therefore the value of llpl/i'p 
as determined from Fig. 15.11 is approxi­
mately equal to 2.5, whieh makes IIPI ap­
proximately equal to 0.188 amp. The total 
transformer copper loss is equal to llpl 2Rt, or 

0.188 2 X 130, or 4.6 watts. With reference to Fig. 15.15, it can be seen that the assumed 
value of Rt is probably typical since the calculated copper loss is typical of transformers 
used in power supplies with capacitor-input filters and having a d-c output rating of 37.5 
watts, i.e., 500 X 0.075. 

From the preceding discussion, the following values are used in the remaining steps: 

Rt = 130 
IR.I = 292 

1
;;

1 = 0.044 

5. Determine the average and peak values of the source resistance. 

R. = Rt + r = 130 + 171 = 301 ohms 
R. = Rt + f = 130 + 150 = 280 ohms 

6. Determine the value of R./ RL. 

R. - 301 - o 045 
RL - 6,670 - . 

7. Determine the value of Edc/Eacp from Fig. 15.8 on the basis that wCRL is large enough 
to ensure operation on the flat part of the curve for best regulation. 

Ede = 0.78 
Eacp 

8. Determine the secondary rms voltage Eac• 

Ede = 0.78 Eacp 
500 = 0.78 X V2 X Eac 
Ea, = 453 volts 

9. Determine R./nRL, JR.J/nRL, and IR.I/RL. 
n = 1 (from Fig. 15.11) 

A. 280 - o 042 
nRL 1 X 6,670 - · 

~ 292 = 0.044 
nRL 1 X 6,670 

IR.I = o.044 (f t 4) RL rom s ep 

1 In the case of either the voltage doubler or full-wave rectifier, the total transformer cop­
per losses are equal to 2IIPI 2Rt. 
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10. Determine the value of C necessary to obtain 2 per cent or less ripple. 
From step 4, the value of JR.I/RL was found to be 0.044. From Fig. 15.12 note that 

wCRL must be equal to or greater than 74 for the ripple to be equal to or less than 2 per 
cent. Therefore, 

wCRL = 74 

C = -2!_ 
wRL 

(where w = 21rf and/ = line frequency) 

= 29.5 X 10-e farads, or 29.5 µf 

NoTE: In steps 4 and 7 it was assumed that wCRL was to be large enough to permit oper­
ation on the flat portions of the curves shown in Figs. 15.8 and 15.11. Since wCRL = 74, 
the assumption is satisfied. If wCRL had not been large enough to permit operation on the 
flat portions of the curves, the value of C could be increased so that wCRL would be suffi­
ciently large. This would result in a further decrease in the ripple voltage. 

11. Determine the values of Jp/fp and JP. 

and 

Therefore from Fig. 15.11 

R. = 0.042 
nRL 

nwCRL = 74 

t = 6.8 
fp 

(from step 9) 

(from step 10) 

and JP = 6.8 X 0.075 = 0.51 amp 

NoTE: JP should be checked with the rectifier tube peak current rating. 

Summary 

In step 11, JP was found to be 510 ma, or 255 ma per rectifier plate. Referring to Fig. 
15.7 it can be seen that the rectifier peak resistance r for the two plates in parallel is approxi­
mately 125 ohms. This value is reasonably close to the original estimate, hence validates 
this portion of the analysis. 

The results of steps 4 and 8 specify that the transformer should have the following rating: 

Sec. rms voltage = 453 volts 
Sec. rms current = 188 ma 
Sum of sec. resistance and pri. resistance referred to sec. = 130 ohms 

If the transformer contributes appreciably less than 130 ohms to the source resistance and 
the result is too high a d-c output voltage, a satisfactory solution is to insert the necessary 
resistance in series with the transformer secondary winding. If the transformer contrib­
utes appreciably more than 130 ohms to the source resistance and the result is too low a 
d-c output, it is necessary to increase the transformer ,secondary voltage. 

15.5. Power-supply LC and RC Low-pass Filters. Sections 15.3 and 15.4 permit 
the calculation of the d-c output voltage and the per cent ripple voltage for power 

R 

T~T ,, Tc ,, 
j_Q OJ_ 

FIG. 15.16. LC low-pass filter section. FIG. 15.17. RC low-pass filter section. 

supplies having single-section choke-input or capacitor-input filters. The material 
contained herein is applicable to the addition of one or more LC or RC filter sections 
of the types shown in Figs. 15.16 and 15.17 and enables the determination of the 
increased ripple attenuation. 

Ordinarily one or more filter sections are employed to reduce the ripple in the output 
voltage of a power supply. If the total values of Land C in cascaded LC filter sections 
are held constant or if the total values of R and C in cascaded RC filter sections are 
held constant, maximum attenuation is achieved when all sections have identical 
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component values. In addition there is an optimum number of these identical filter 
sections for maximum attenuation based on the product of L, C, and f2 in LC filters 
and the product of R, C, and fin RC filters. The values of C, L, and R represent the 
sums of the values in the cascaded sections, and f is the frequency of the ripple voltage. 
The optimum number of filter sections can be established from Figs. 15.18 and 15.19. 

RC filters are frequently used when the power requirements are low and the regula­
tion requirements are not stringent. LC filters are usually employed when the power 
requirements are high and when lower voltage drops and better regulation are desired.. 
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The output impedance of unregulated power supplies having LC or RC filter sec­

tions varies as a function of frequency; hence, precautions should be taken to ensure 
that the output impedance is not excessive at the load current frequency. 

The output capacitor in cascaded LC filter sections, as viewed from the load, is in 
parallel with other filter-section elements and at one or more frequencies will resonate 
with those elements. Therefore, the power-supply output impedance can be expected 
to be considerably higher than the reactance of the output capacitor at certain fre­
quencies because of resonance within the filter. This may be of prime importance 
when the load is an amplifier since such applications often require that the power­
supply output impedance be very low over a wide band of frequencies. The actual 
determination of the output impedance of LC filters can be quite complicated. Stand­
ard practice is to employ the proper values of Land C for ripple reduction and an out­
put capacitor whose reactance at the lowest load-current frequency is below the 
maximum output impedance allowable for the power supply. In those few instances 
where the output impedance is excessive because of resonance within the filter, it is 
necessary to further increase the value of the output capacitor. 

If RC filters are ~sed, the power-supply output impedance will be equal to or lower 
than the reactance of the output capacitor since filter resonance is nonexistent. 

Figures 15.18 and 15.19 contain the data necessary to determine the ripple attenua­
tion in LC and RC filters and in addition indicate the optimum number of sections 
as a function of total attenuation. These curves are based on the shunt capacitor C 
having a value larger than any one of the three critical values established in Eqs. 
(15.6), (15.7), and (15.8). 

First and Intermediate Filter Sections. Figui:es 15.18 and 15.19 are based on the 
assumption that the reactance of Cat the ripple frequency is less than one-fifth the 
value of the resistor in the following RC filter section or one-fifth the reactance of the 
inductance in the following LC filter section. The relationships are expressed by 
the equations 

and 

where R 1 = resistance in ohms of resistor in following RC filter section 
L1 = inductance in henrys of choke in following LC filter section 
C = filter capacitor, µ,f 

Ji = frequency of lowest harmonic from rectifier (see Table 15.1) 

(15.6) 

(15.7) 

End Filter Sections. The curves shown in Figs. 15.18 and 15.19 are also based on 
the assumption that the reactance of the output capacitor at the ripple frequency is 
less than one-fifth the d-c load resistance across the power-supply output. This 
relationship is expressed by Eq. (15.8). 

where Rmin = minimum d-c resistance of load, ohms 
C0 = output filter capacitor, µ,f 

(15.8) 

When multisection filters are composed of dissimilar sections, the over-all attenua­
tion in decibels can be determined by adding the individual attenuations in decibels 
as read from Figs. 15.18 and 15.19. The over-all ripple-reduction factor for a multi­
section filter composed of dissimilar sections is equal to the product of the individual 
reduction factors as read from Figs. 15.18 and 15.19. 
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Example 15.6 

Design a filter for addition to an existent 60-cycle power supply having a full-wave 
rectifier and a choke-input filter in which the input choke has a value of 10 henrys and the 
shunting capacitor has a value of 8 µf. The power supply has a d-c output voltage of 
450 volts at 0.4 to 0.5 amp with 4.5 volts rms ripple. The additional filter is to be com­
posed of the optimum number of sections and should reduce the ripple voltage by a factor 
of 100 with a minimum reduction in the d-c output voltage. 

Solution 

1. Determine the advisability of using LC or RC filter sections. 
Since the current through the filter is comparatively high, an LC filter is recommended. 
2. Determine the minimum load resistance Rmin• 
Since the load on the power supply varies between 0.4 and 0.5 amp, the minimum resist­

ance of the load is determined at maximum current as follows: 

Rmin = d-c output voltage = 450 = 900 ohms 
max d-c output current 0.5 

3. Determine the minimum allowable size of C in the end filter section. 
From Eq. (15.8) 

Co > 796,000 = 796,000 = 7_37 f 
- /iRmin 120 X 900 µ 

Therefore let Co = 8 µf. 
4. Determine from Fig. 15.18 the optimum number of filter sections and the required 

value of LC/2. 
For an attenuation of 100 it can be seen from Fig. 15.18 that a two-section filter is opti­

mum and LC!/2 = 1,125,000. 
5. Determine LC. 
The ripple frequency f is 120 cycles (see Table 15.1). Therefore 

LC = 1,125,000 = 78 1 1202 • 

6. Determine the values of L and C in each filter section. 
In step 3 it was determined that the output capacitor must be equal to 8 µf. If the filter 

sections are to have equal capacitance, the total value of C will be 16 µf. The total value 
of Lis therefore equal to 78.1/16, or 4.9 henrys. Equal division of the total L between the 
two sections will make the inductance in each section equal to 2.45 henrys. 

7. Determine by Eq. (15.7) the value of C necessary in the first and intermediate filter 
sections so that the reactance of C at the ripple frequency will be less than one-fifth the 
reactance of the inductance in the following filter section. If the proper relationship does 
not exist, it will be necessary to increase either L or C, whichever is the more economical. 

C > 127,000 = 127,000 _ f 
- (Ii) 2L1 1202 X 2.45 - 3'6 

µ 

Since C is equal to 8 µfin both the first and intermediate filter sections, it is not necessary 
to increase either L or C. 

16.6. Cancellation and Resonant Filters. Can-
cellation and resonant filters are most effective in 
filtering a specific ripple frequency. 

15.6a. Cancellation Filters. Cancellation filters 
have the disadvantages of requiring careful adjust­
ment of circuit values and have the characteristic of 
being rather ineffective at frequencies somewhat 

Fw. 15.20. LC cancellation filter. removed from the frequency at which maximum 
cancellation occurs. 

In Fig. 15.20 the ripple-frequency current passing through the L1C1 filter section 
and R 2 is shifted nearly 180° and, hence, tends to cancel the ripple-frequency current 
passing through R 3 • If the currents are of the same amplitude and 180° out of phase, 
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the cancellation will be complete. The requirement that the two signal amplitudes 
be identical is satisfied for the circuit shown in Fig. 15.20 provided 

!: = reduction factor for the undesired ripple frequency through L1C1 

To approximate the desired 180° phase shift through L1C1, the Q of L1 must be fairly 
high. Most power-supply filter chokes will have a Q less than 6 to 10; consequently 
it may be necessary to use the configuration shown in Fig. 15.21. (For a single LC 
filter section, see the attenuation curve shown in Fig. 15.18 for the value of the reduc­
tion factor.) 

R4 

, I 14" = 
Tc, f' L, Fi],, 

R, 

C, 

Fm. 15.21. RC cancellation filter. Fm. 15.22. Tapped choke cancellation. 

In Fig. 15.21 the phase shift of the ripple frequency is acquired in two RC sections 
instead of a single LC section. The reactances of C1 and C2 at the ripple frequency 
should be very small compared to the values of R1 and R2, respectively, in order to 
approach 180° phase shift in the two sections. 1 In addition, the reactance of C1 

should be small compared to the value of R2. To obtain amplitude cancellation, the 
foUowing relationship must hold for Fig. 15.21: 

~: = CYVer-all reduction factor for undesired ripple frequency through R1C1 and R2C2 

(See Fig. 15.19 to determine reduction factor.) 
A tapped choke cancellation filter section is shown in Fig. 15.22. The necessary 

relationships for ripple cancellation are 1,?;iven by Eq. (15.9). 

Xc2 = (n + l)Xsr (15.9) 

1 It should be noted that 180° phase shift cannot actually be obtained in a single LC sec­
tion unless L and C have infinite Q's. In two RC sections, 180° phase shift cannot be 
obtained except with infinite capacitance or at infinite frequency. The amount of cancel­
lation obtained with a few degrees less than 180° phase shift is usually sufficient and hence 
obviates the need of filter sections which are critical in both amplitude and phase shift; 
however, it is possible to modify both Figs. 15.20 and 15.21 to provide complete cancella­
tion. With reference to Fig. 15.20, assume that a capacitor Ca is added in series with Ra. 
Ordinarily, values for L1, C1 and Ra are assumed, and the required values of R2 and C3 
for complete cancellation are obtained from the following equations: 

where w = 21rf 
f = ripple frequency 

With reference to Fig. 15.21, assume that a capacitor C4 is added in series with R4. If 
values are assumed for Rand C, the required values of R4 and C4 for complete cancellation 
can be obtained from the following equations: 

where R = R1 = R2 = Ra 
C = C1 = C2 

R• = w 1R 3C2 - 3R 
1 

C, = 4w 2R 2C 
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where Xc2 = reactance of C2 at undesired ripple frequency 
Xsr = reactance between terminals Sand Tat undesired ripple frequency 

n = ratio of turns in section TU to turns in section ST 
If cancellation is complete, there is no ripple current through TU since the induced 

c, 

voltage in section TU due to the flow of 
ripple current through section ST will be 
equal and opposite to the applied ripple volt­
age. C1, Cs, L2, and C 4 provide additional 

Ii}_ filtering at frequencies other than the fre­
quency at which cancellation occurs. 

15.6b. Resonant Filters. In a filter con-
taining resonant series and shunt sections 

Fm. 15.23. Filter containing resonant 
series and shunt branches. such as L2C2 and LaCa shown in Fig. 15.23, 

it is necessary that L and C in each branch 
resonate at the undesired ripple frequency. The necessary relationship is as follows: 

where f = ripple frequency, cps 
C = capacitance, µf 
L = inductance, henrys 

LC= ~5,300 
f2 

(15.10) 

Commercial tolerances on inductors and capacitors usually make improbable the 
satisfaction of Eq. (15.10) with production values. Another consideration is the 
fact that the inductance of an iron-core reactor is a function of both the direct current 
through the winding and the ripple voltage across the winding; hence it is advisable 
to be able to adjust the value of C for each inductor under operating conditions. 

Example 15. 7 
Design a 120-cycle cancellation filter of the type shown in Fig. 15.21 for a load current of 

20 ma and a d-c voltage drop across the filter of 150 volts. 

Solution 

1. Determine the sum of R1, R2, and Rs. 

specified voltage drop 
load current 

= 
15

0
°l = 7,500 ohms 

0. 2 

2. Determine the values of R1, R2, and Ra. 
Arbitrarily let both R1 and R2 equal 3,500 ohillli. This choice is based on the desire to 

make R1 and R2 large to achieve maximum ripple attenuation in R1C1 and R2C2. The 
value of R 3 directly affects the size of R4; consequently the sum of R1 and R2 should not 
be excessively large, otherwise the value of Ra must be very small. Whether the size 
of Ra is satisfactory will not be known until R4 has been determined in step 5. R4 should 
be much larger than the sum of R1, R2, and Ra in order not to upset the voltage-drop 
calculations which were dependent on the load current flowing through R1, R2, and Rs. 

3. Determine the values of C1, C2 and Ca. 
The reactances of C1 and C2 at the ripple frequency should be much less than the values 

of the resistors R1 and R2 to achieve the maximum phase shift in R1C1 and R2C2. R1 and 
R2 are each equal to 3,500 ohms, hence the reactances of C1 and C2 might arbitrarily be 
required to be equal to or less than one-fiftieth of 3,500 ohms. This will cause a total 
phase shift of approximately 178°. Therefore, 

3,500 > _1_ 
50 - 2nrfC 

7 > 1 
O - 2 X 3.14 X 120 X C 
C ~ 18.9 µ£ 



POWER: ·SiUPPLIES 15-23 
The minimum value for both C1 and 02 is 18.9 µ,f.. In Sec. 15.5 it was pointed out that the 
maximum ripple reduction is realized if the two filter sectioI).S are identical. For this rea­
son, let both C1 and C2 equal 20 µf .. Ca lowers the power-supply output impedance and 
attenuates any uncanceled ripple or 'additional frequency components which might be 
present. Since there is no requirement on Ca in 'this example, it could arbitrarily be made 
equal to C1 and· C2. 

4. Determine the ripple attenuation thrqugh R1C1 and R2C2 from Fig. 15.19. 

R1Cif = S.5 X 20 X 120 = 8,400 

where R1 is in thousands of ohms, C is the µf, J is ripple frequency. From the one section 
curve, the ripple-reduction factor is found to be 53. For the two cascaded sections the 
ripple reduction factor is equal to (53) 2, or 2,810. 

5. Determine the value of R4. 

R4 
Ra = over-all reduction factor in ripple through R1C1 and R2C2 where Ra = 600 ohms 

~ = 2 810 
500 ' 

R4 = 1,405,000 ohms 

To allow for variations in resistor and capacitor values, R4 can be made variable with a 
maximum value somewhat larger than the calculated value. Since the calculated value 
of R4 is equal to 1.405 megohms, a variable resistor with a maximum value of 2 megohms 
would be satisfactory. R4 should be adjusted for maximum cancellation. 

16.7. Gas-tube Voltage Regulators 
15.7a. Fundam;ental Voltage-regulator Circuit. The basic gas'."tube voltage-regulator 

circuit is shown in Fig. 15.24. The regulator tube in parallel with a varying load 
will tend to maintain an essentially constant load voltage provided the operating 

t 
£,-= MIN SUPPLY VOLTAGE 
Ez-= MAX SUPPLY VOLTAGE 

t 
fi?= VOLTAGE AT WHICH 

TUB£ REGULATES 
EF=VOLTAGE AT WHICH • 

TUB£ IONIZES 

11,=M!N TUB£ CURRENT ,.(,= MIN WAO CURRENT 
t ~=MAX TUBE CURRENT t ¼=MAX LOA/) CURRENT 

VARIABLE 
LOA[} 

FIG. 15.24. Gas-tube voltage regulator. 

limits of the tube are not exceeded. Since the voltage acro~s the load and regulator 
tube is essentially constant, even in the presence of a varying load current, the voltage 
drop across the source resistance R will also remain: essentially constant for a given 
source voltage. A constant voltage drop across R stipulates that the current through 
R is constant, hence it is apparent that any increase in load current must be accom­
panied by an equal decrease in tube current and a decrease in load current must be 
accompanied by an equal increase in tube current. · 

To realize the voltage-regulating capabilities of a gas tube, it is necessary to ionize 
the gas by increasing the voltage gradient in the deionized tube until the gas molecules 
become ionized. Ionization is maintained in the tube by the flow of electrons from 
the cathode to the plate. The positive ions neutralize most of the negative space 
charge within the tube, and the voltage drop across the tube decreases because of 
the reduced tub~ resistance. The voltage at which the tube ionizes is called the 
firing voltage EF, and the voltage during ionization is termed the regulating voltage ER. 
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A gas tube is not an absolutely stable voltage reference. If certain tubes are 
alternately ionized and deionized, the tube voltage during any ionization period may 
differ as much as 1 per cent from that of the preceding ionization period. Also, the 
voltage drop across certain gas tubes over long periods of continued ionization can 
show the same degree of instability for no apparent reason. In addition, gas tubes 
are light-sensitive, consequently their ionizing characteristics are dependent to some 
extent on the ambient lighting. Variations in the current through a gas tube will 
also cause small variations in its terminal voltage. 

The minimum current through a voltage-regulator tube must be greater than that 
current required to sustain ionization. The maximum current must be less than that 
which causes either excessive heat dissipation within the tube or damage to the 
cathode because of positive ion bombardment. 

15.7b. Surge Currents Due to Shunting Capacitance. Frequently there is a require­
ment for a capacitor across the regulator tube to provide additional filtering of the 
source voltage, to suppress noise generated within the gas tube, or to lower the output­
voltage source impedance as seen by the load. The presence of the capacitor across 
the regulator tube has the disadvantage of causing a surge current, which is many 
times great(;)r than the rated tube current, to flow through the tube at the instant of 
ionization. At the moment the gas tube ionizes, the capacitor is charged to the 
ionizing potential. After the· tube ionizes, the tube voltage drops to the regulating 
voltage, and at the same time the capacitor partially discharges through the tube. 
The larger the capacitor, the larger the discharge current through the tube and hence 
the increased possibility of damage. The manufacturer usually specifies the maxi­
mum allowable value for this capacitor. 

15.7c. Resistance of Voltage-regulator Tubes. Figure 15.25 shows the voltage­
current relationship in a typical gas tube. The slope of the curve at any given point, 
is equal to the dynamic resistance of the tube at that point. In the regulator circuit 
shown in Fig. 15.24, a change in the load current will cause a change in the tube 
current and the voltage across the tube. The change in voltage will be equal to the 
product of the change in tube current and the dynamic resistance of the tube. The 
dynamic resistance of most gas tubes remains essentially the same at very low fre­
quencies and conventional power-supply ripple frequencies but increases appreciably 
at higher frequencies. 

f52 
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FIG. 15.25. Measured character­
istics of a sample OA2. 
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<bl 
FIG. 15.26. Methods of obtaining regu­
lated voltages which are the sum and 
difference of the regulator tubes' voltages. 

15.7d. Special Circuit Configurations. Often there is a requirement for a regulated 
voltage which is greater or less than that which can be obtained by any single voltage­
regulator tube available. In such cases it is frequently possible to obtain the desired 
voltage by one of the methods shown in Fig. 15.26. 
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15.7e. Oscillation in Voltage-regulat01' Bircuits. If the regulator tube is shunted 

by capacitance and the source resistance R is so large that the current is too small to 
maintain ionization in the tube, the circuit will oscillate. The oscillation cycle con­
sists of the capacitor charging through R to the tube. firing voltage, ionization of the 
tube and partial discharging of the capacitor, deionization due to the current through R 
being too small to sustain ionization, recharging of the capacitor to the tube firing 
voltage, etc. The frequency of oscillation is .a function of the values of the dropping 
resistor, the shunting capacitance, the difference between the deionizing and ionizing 
voltages, and the source voltage. 

If the value of the shunting capacitance is too large, oscillation sometimes exists 
in a voltage regulator circuit even though R is small enough to maintain ionization 
in the tube in the absence of the shunting capacitance. This type of oscillation is 
only possible if some portion of the curve for the regulating voltage versus tube 
current has a slope which is negative. In this case the oscillation cycle is initiated 
by an excessive discharge current, at the instant of tube ionization, from the large 
capacitor. This current passes through the tube and causes the terminal voltage 
of the tube to drop until the tube extinction potential is reached. The tube then 
deionizes since the capacitor C is sufficiently large that it .cannot rapidly be charged 
back to the proper tube voltage for steady-state regulation. After the tube deionizes, 
the capacitor again charges to the gas-tube firing voltage, and the cycle repeats itself. 

15.7f. Calculation of Circuit Values. The first step in the design of a voltage­
regulator circuit of the type shown in Fig. 15.24 is to assume a value for the minimum 
regulator tube current 11. The assumed current 11 must satisfy only Eq. (15.11) 
if the minimum supply voltage E1 has not been specified and is to be established.­
The minimum possible value for E1 which will permit satisfactory regulation for the 
assumed value of l 1 can then be determined from Eq. (15.13). If E1 has been specified, 
the assumed value of 11 must satisfy Eq. (15.12). 

Method A for establishing 11 when E1 is to be established: 
The assumed value of 11 must satisfy the following two equations: 

and 

l 1 ~ tube's minimum current rating 

11 > (EF ~REa)l._ 

Refer to Fig. 15.24 for definition of terms. 
Method B for establishing 11 when E1 is specified: 
The assumed value of 11 must satisfy the following two equations: 

and 

l 1 ~ tube's minimum current rating 

l 
> 1 . _ EiJ4(EF - Ea) 

1 
- mm - Ea(E1 - EF) 

where lmin = minimum allowable tube current for specified value of E1 
Refer to Fig. 15.24 for definition of other terms. 

(15.11) 

(15.12) 

Equation (15.12) states that the actual minimum tube current 11 must be equal to 
or greater than the minimum allowable tube current lmin• If Method A is used in 
the establishment of 11, it is necessary to employ Eq. (15.13) in the determination of 
E1. It can be seen that the minimum allowable value of E1 is a function of the 
assumed value of l 1. 

where Emin = minimum allowable supply voltage for specified value of I 1 

Refer to Fig. 15.24 for definition of other terms. 

(15.13) 
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Equation (15.13) states that the actual minimum supply voltage E1 must be equal 
to or greater than the minimum allowable supply voltage Emin for the assumed 
value of 11, 

The remaining calculations using Eqs. (15.14), (15.15), and (15.16) are the same 
for either the A or B method. 

The minimum possible value for l 2 can be determined from 

Refer to Fig. 15.24 for definition of terms. 

(15.14) 

(15.15) 

(15.16) 

(15.17) 

The value of the ma:ximum tube current I 2, determined by Eq. (15.16), should be 
equal to or less than the maximum current rating of the tube. If the value of l 2 

is excessive, it sometimes can be reduced sufficiently by increasing both the minimum 
supply voltage E1 and the maximum supply voltage E2. The absolute-minimum 
possible value for 12 is given by Eq. (15.17). This minimum occurs, however, when 
the value of the supply voltage is infinite. Equation (15.17) therefore permits the 

· recognition of the impossible regulation requirement where the calculated minimum 
possible value of l 2 is larger than the tube maximum current rating. 

Example 15.8 

If the unregulated voltage supply for a gas-tube voltage regulator is expected to vary 
20 per cent, i.e., E2 = 1.20 E·1, determine satisfactory values for E1, E2, and R for a regu­
lator which has the following load requirements: 

a. Output voltage to be 150 volts (use an OA2-type tube) 
b. Load current to vary between 20 and 30 ma 

Solution 

1. Determine the ·minimum possible value for the minimum tube current I 1 (use Method 
A). 

From Eq. {15.11) 

I > 
(180 - 150) X 0.030 O 

006 6 1 
150 

= . amp, or ma 

where EF = 180 volts (firing voltage of an 0A2) 
ER = 150 volts 
I 4 = 0.030 amp 

therefore It might arbitrarily be made equal to 8 ma. 
2. Determine the minimum supply voltage E1 based on the value of /1 determined in 

step 1. 
From Eq. (15.13) 

150 X 180 X 0.008 
150(0.008 + 0.030) - (180 X 0.030) 

E1 ~ Emin = 720 volts 

therefore let E1 = 725 volts. 
3. Determine E2. 

E2 = l.20E1 = 1.20 X 725 
= 870 volts 



4. Determine R. 
From Eq. (15.14) 
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R 
725 - 150 

0.008 + 0.030 
= 15,130 ohms 

5. Determine the maximum tube current 12. 
From Eq. (15.16) 

870 - 150 
15,130 - 0·

020 

= 0.028 amp, or 28 ma 

(which is within the maximum current rating of 30 ma). 

15-27 

NOTE: E1 and E2 could both be reduced if a larger value of 11 had been assumed in step 1. 
However, an incremental increase in 11 means an even larger incremental increase in 12• 

Example 15.9 

Determine the circuit values for a regulator which will deliver approximately 150 volts 
to a load in which the current varies between 25 and 30 ma. The regulator circuit is to 
operate from a supply voltage which varies between 450 and 525 volts. The regulator tube 
is to be an OA2. 

Solution 

1. Determine the minimum allowable value for the minimum tube current Ii (use 
Method B). 

Since E1 has been specified, the minimum allowable value of 11 iis determined from 
Eq. (15.12). 

From Eq. (15.12) 

450 X 0.030(180 - 150) = O.OlO amp, or 10 ma 
150(450 - 180) 

therefore 11 might arbitrarily be made equal to 12 ma. 
2. Determine R. 
From Eq. (15.14) 

R 
450 - 150 

0.012 + 0.030 
= 7,140 ohms 

3. Determine the maximum tube current 12. 
From Eq. (15.16) 

525 - 150 
12 = 7,140 - 0.025 

= 0.028 amp, or 28 ma 

16.8. Vacuum-tube Voltage Regulators. The three general types of electronic 
voltage regulators for power supplies are as follows: 

1. Voltage regulators for fixed .loads. A voltage regulator for a fixed load will main­
tain a constant voltage across the load even though the input voltage may vary. 

2. Degenerative voltage regulators. Degenerative regulators have the characteristic 
of attempting to maintain a constant output voltage even though both the load current 
and input voltage vary. Because of the principle by which"they operate, degenerative 
regulators are never able to maintain an absolutely constant output voltage. How­
ever, the majority of all regulation requirements are more than satisfied by this type 
of regulator. 

3. Compensated degenerative voltage regulators. Compensated degenerative regula­
tors offset some of the inabilities of degenerative regulators to give ideal performance. 
Compensated degenerative regulators can be designed which will have zero a-c 
output impedance (within certain frequency limits) and zero d-c output impedance 
as well as other desirable characteristics. This type of regulator has the undesirable 
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characteristic of requiring careful adjustment of the compem;ation, and, in addition, 
a drift in component parts may cause a more severe loss in regulation than in a 
degenerative regulator. 

15.Ba. Voltage Regulators for Fixed Loads. Each of the circuits shown in Figs. 
15.27 and 15.28 will maintain a constant output voltage for a fixed load even though 
the input voltage varies. Since these circuits are not intended to regulate the output 
voltage for load current changes, it is recommended that they be used only if the load 
is constant. If the sources which supply the unregulated voltages to the regulators 
are not grounded in any way, both types of regulators can serve as either a positive 
or a negative supply. Detailed descriptions of the circuits are given in the following 
paragraphs. 

Shunt Regulator for a Fixed Load. The shunt regulator shown in Fig. 15.27 will 
supply a constant voltage to a fixed load with a varying input voltage. For proper 
operation, a .fraction of the input volt.age 
changes is applied to the grid of 
Vl, thereby causing current variations 
through Vl and Rs, creating a change in 
the voltage drop across Rs equal to the 
input voltage change. The net result is 
that the plate voltage of Vl does not 
change. Since the fraction of the input 
voltage variations applied to the grid of 
Vl causes only the plate current to 
change, it is apparent that tubes with 
large values of gm require smaller frac-

FIG. 15.27. Shunt regulator. 

(0) SERIES REGULATOR FOR A FIXED LOAD 

(bl IMPROVED SERIES REGULATOR FOR A FIXED LOAD 

FIG. 15.28. Series regulators for fixed loads. 

tions of the input voltage variations to be applied to their grids to achieve regulation. 
Example 15.10 illustrates a typical design procedure. 

Series Regulators for Fixed Loads. The series regulators shown in Fig. 15.28a 
and b will supply a constant voltage to a fixed load from a varying input voltage. In 
each circuit the voltage changes across R2, caused by changes in the input voltage, 
are amplified by Vl. The polarity of the amplified signals at the plate of the tube 
is the same as the polarity of the input-voltage changes. Therefore, if the amplified 
signals are of the same amplitude as the changes in the input voltage, the voltage 
across RL will remain constant. Since the fraction of the input-voltage variations 
applied to the grid of Vl causes only the plate voltage to change, it is apparent that 
tubes with large values ofµ, require smaller fractions of the input voltage to be applied 
to their grids to achieve regulation. 

The circuit shown in Fig. 15.28a has limited application. In many instances the 
circuit cannot be utilized since there is a conflict in the operational requirements. 
First there is the requirement for a certain ratio of R2 to R1 + R2 for proper regula­
tion of the input-voltage changes, and secondly there is the requirement that the 
d-c voltage drop across R2, because of the voltage divider action of R 1 and R 2 across 
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the input voltage, be considerably less1 than the bias required on Vl to establish the 
desired d-c output voltage across the load. If the d-c voltage drop across R2, due 
only to the divider action, approaches or is greater than the allowable bias on Vl, 
the circuit in Fig. 15.28a cannot be used. Figure 15.28b obviates this limitation. 

Example 15.11 illustrates the details to be considered in the design of the two types 
of series regulators. 

Example 15.10 

Design a regulator of the type shown in Fig. 15.27 which will provide a regulated output 
of 260 volts at 10 ma from a voltage source which varies from 365 to 435 volts. 

NOTE: In the detailed analysis which follows, the voltages and currents associated with 
the mid-value of the source voltage are referred to as the nominal values. 

Solution 

1. Determine the output voltage Eo and the load current IL, 
From statement of problem 

E o = 260 volts 
h = 0.010 amp 

2. Determine the value of I 2. 

The value of R4 is not critical, but its value cannot be so great that it is impossible to 
realize the desired value for R2 to be determined in step 8. Satisfactory operation can be 
assured if R4 has a value which is smaller than the desired value of R2. Since step 8 is 
dependent on this step, it is necel!!sary to tentatively assign a value of resistance to R4. To 
minimize the current requirements, a tentative value for R4 might be 50,000 ohms. 

Therefore, 
Eo 260 

I 2 = R
4 

= 
501000 

= 0.0052 amp 

3. Determine the type of tubes to be used. 
The lower the operating voltage of the gas tube, the greater will be the voltag& drop 

across Vl. The choice of a 5644 for the gas tube (nominally regulates at 95 volts) appar­
ently is satisfactory since the fixed voltage drop across Vl would be 260 - 95, or 165 volts, 
which is within the ratings of most small tubes which might be used for Vl. Arbitrarily 
assume that Vl is a 5902 (triode-connected). 

4. Determine the nominal current through Vl and V2. 
The minimum current through Vl and V2 should be no less than 5 ma because of the 

minimum rating of V2. The maximum allowable current through Vl is 24 ma since at 
165 volts and 24 ma the tube maximum plate dissipation rating of 4 watts is equaled. 
Since the maximum current rating of V2 is 25 ma, the maximum current is limited by Vl 
rather than V2. The nominal or mid-value of current through Vl and V2 which permits 
the maximum dynamic range of regulation is therefore (24 + 5) /2, or 14.5 ma. This 
current should flow through Vl and V2 when the input voltage is equal to the nominal value 
of 400 volts. 

5. Determine the nominal value of the current I 1 through R5. 

Ii = 12 +Ia+ h 
= 12 + nominal value of current through Vl and V2 + IL 
= 0.0052 + 0.0145 + 0.010 
= 0.030 amp 

6. Determine the value of R5. 
The value of R5 is that value required to drop the nominal source voltage of 400 volts 

down to the output voltage of 260 volts when the nominal current of 30 ma is flowing 
through R5, 

nominal source voltage - output voltage 
nominal current through R5 

400 - 260 = 4 670 h 
0.030 ' 0 ms 

1 The reason that this value must be considerably less than the bias required on Vl is 
that the load current flows through R2, and therefore the d-c voltage drop across R2 will be 
greater than that determined only by the divider action of R1 and R2 across the sourre 
voltage. 
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7. Determine the input-voltage limits over which the circuit will regulate. 
The current through Vl and V2 can increase or decrease 9.5 ma from the nominal value 

of 14.5 ma as determined in step 4. The possible source-voltage deviation from the nominal 
value is therefore equal to R5 X 9.5 ma, or approximately 44 volts. This circuit will 
therefore regulate from a source voltage of 400 plus or minus 44 volts, or 356 to 444 volts. 

8. Determine the value of R1 and R2. 
The required relationship between R1 and R2 is given by the equation 

= µR5 _ 1 
Tp 

15 X 4,670 _ l = 16_5 
4,000 

where Om = transconductance ot Vl 
rp = dynamic plate resistance of Vl 
µ = amplification factor of Vl 

As mentioned in step 2, the value of R2 cannot safely be made significantly smaller than R 4• 

In this case R4 has been set equal to 50,000 ohms (assumed in step 2), therefore R2 can also 
be given a value of 50,000 ohms. Since R1/ R2 is equal to 16.5, R1 is equal to 16.5 X 50,000, 
or 825,000 ohms. It is suggested that Ra be a 100,000-ohm potentiometer in the event 
resistor and tube tolerances require a wider range of adjustment. 

Summary 

The adjustments of Ra and R4 are as follows: With the input voltage set at its nominal, 
value, adjust R4 to obtain the desired output voltage across the load. Vary the input volt­
age slowly between its operating limits and note whether or not the output voltage increased 
or decreased when the input voltage was increased. If the output voltage increased, it is 
necessary to increase the value of Ra. Conversely, Ra should be decreased if the output 
voltage decreased when the input voltage was increased. Associated with each adjust­
ment of Ra is a readjustment of R4; R4 should be readjusted with the same procedure as 
that used in the initial adjustment. 

Note that the current through Vl and V2 increases if the load on the power supply is 
removed, but the increase will not be more than the value of the load current. If Vl and 
V2 cannot safely carry this increase in current, special precautions should be taken to 
prevent the removal of the load. 

Example 15.11 

Design a series-type regulator using one-half of a 12AU7 tube which will operate from a 
voltage source that varies between 275 and 325 volts and which will provide a regulated 
output of -100 volts at 10 ma to a fixed load. Use the circuit shown in Fig. 15.28a if 
possible; otherwise use the circuit shown in Fig. 15.28b. 

NOTE: The design is independent of the polarity of the output voltage; however, there is 
a requirement that the power supply be grounded only at the positive terminal of RL in 
order to achieve the negative polarity required in this example. In the detailed analysis 
which follows, the voltages and currents associated with the center value of the input volt­
age are referred to as the nominal values. 

Solution 

1. Determine Eo and IL, 
From statement of problem 

Eo = 100 volts 
IL = 0.010 amps 

2. Determine the required value of R2/(R1 + R2) for proper regulation. 
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3. Determine the minimum possible value 0f the voltage drop across R2 based on the 

required ratio R2/ (R1 + R2) and the minimum supply voltage. 

Minimum possible value of the d-c voltage drop across R2 = 3,~ 1 X 275 
= 13.1 volts 

4. Assuming the use of the circuit shown in Fig. 15.28a, determine the sum of the voltage 
drops across the tube and across R2 at the minimum value of the source voltage. 

Voltage drop across tube + voltage drop across R2 ... minimum input voltage - Eo 
= 275 - 100 
= 175 volts 

5. For the circuit shown in Fig. 15.28a, determine the required values of tube voltage 
drop and bias (voltage drop across R2) necessary to obtain the desired output voltage when 
the input voltage is at its minimum value. 

During proper regulation, the current through Vl has a constant value of 10 ma; there­
fore on the plate characteristics of one triode section of a 12AU7, draw a horizontal line 
through the ordinate at 10 ma. The operation of the tube will be along this constant cur­
rent line. To determine the operating point at the minimum value of the input voltage, 
find a point along the constant current line at which the sum of the plate voltage and the 
associated value of bias is equal to 175 volts. At a point on the constant current line, a 
bias of slightly more than 4 volts coincides with a drop across the tube of approximately 
171 volts and thus fulfills the required conditions. Therefore the required bias and the 
tube voltage drop must be equal to 4 and 171 volts, respectively, if the circuit shown in 
Fig. 15.28a is to be used. In the event the tube characteristics should show that the bias 
must be positive, it would be necessary to change to another tube type. 

6. Compare the minimum possible value of the voltage drop across R2 as determined in 
step 3 with the value of the required bia.s as determined in step 5 to determine whether or 
not it is possible to use the circuit shown in Fig. 15.28a. 

The minimum possible value of the voltage drop across R2 is equal to 13.1 volts as deter­
mined in step 3. 

The required value of the bias (voltage drop across R2) for Vl is equal to 4 volts as deter­
mined in step 5. 

Note that the results of steps 3 and 5 are in conflict; hence it is impossible to use the 
circuit shown in Fig. 15.28a with this particular tube type and it is necessary to use the 
circuit shown in Fig. 15.28b. 

NoTE: If the circuit shown in Fig. 15.28a could have been used, the values of R1 and R2 
could have been determined from the following equations. 

I Ee(µ + 1) I - I minimum input voltage! R2 = __ _;;__ __ .;_.;__--'--____ ___.;::_ ____ __c 

d µIL 

where Ee = required value of bias as determined in step 5 
µ = amplification factor of Vl 

Ri = µR2 
If the calculated values of R1 and R2 should be abnormally small, causing an unusually 
high current drain through R1, it may be more economical to use higher values and employ 
the circuit shown in Fig. 15.28b. In general, R1 and R2 should be variable with maximum 
values greater than the calculated values to allow for circuit tolerances. 

7. Assume a value for the sum of R1 and R2 in the circuit shown in Fig. 15.28b. 
The sum of R 1 and R2 is not critical, but since the load current passes through R2, it is 

desirable that R2 be made as small as possible without excessively increasing the current 
through R1• In this example arbitrarily assume that the sum of R1 and R2 is equal to 
50,000 ohms. 

8. Determine the values of R1 and R2 based on the assumption made in step 7. 

and 

R2 1 
Ri + R2 = µ + 1 

R2 1 
50,000 = 20 + 1 

R2 = 2,380 ohms 
Ri = 50,000 - 2,380 

= 47,620 ohms 
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9. Determine the nominal value of the voltage Ex at the cathode of Vl in the circuit of 
Fig. 15.28b from the following equation. 

nominal input voltage + (Rd Lµ) 

µ + 1 

= 300 + (2,380 X 0.010 X 20) = 37 volts 
21 

10. Determine the necessary bias Ee on Vl and the grid voltage Eu, 

Voltage drop across Vl = nominal input voltage -IEol - IExl 
= 300 - 100 - 37 
= 163 volts 

From the 12AU7 tube characteristics it can be determined that the necessary bias for a 
163-volt tube drop at 10 ma is approximately -4 volts. The grid must therefore be con­
nected to a voltage source equal to EK + Ee, or 33 volts. The voltage source is the 
potentiometer across the gas tube V2. 

11. Determine whether or not the circuit will regulate between the specified limits. 
The lower and upper input voltage limits are 275 and 325 volts, respectively, and the 

change in bias on Vl is given by the following equation: 

Ch · b" R 2 h . . 1 . l 1 ange m ias = Ri + R
2 

X c ange m input vo tage fr01<1 nomma va ue 

2,380 
= 50,000 X ( ±25) 

= ± 1.19 volts 

Since the nominal bias is -4 volts, the bias limits are 

-4 + 1.19 -2.81 volts 
-4 - 1.19 -5.19 volts 

The bias does not go positive; therefore, the circuit will properly regulate over the required 
limits. Note that the value of the sum of R1 and R2 assumed in step 7 will affect the bias 
range. 

15.8b. Degenerative Voltage Regulators. A characteristic of degenerative-type 
regulators is that they contain a closed control or feedback loop. Changes in the 
output voltage caused by changes in either the input voltage or output current are 
opposed by the action of this loop. It is important to recognize that in the strictly 
degenerative type of regulator the input impedance to the regulator is always less 
than infinity and the output impedance of the regulator is always greater than zero; 
i.e., the input-voltage and load-current changes will always cause a change in the 
output voltage. In very good regulators the change in output voltage may be very 
small, but it does exist. 

Since a power supply will regulate better for load-current changes if the output 
impedance is low, there are applications in which minimizing the power-supply output 
impedance is very important. The output impedance of a degenerative voltage 
regulator will vary with frequency. This is due to the fact that the reactance values 
of the circuit shunting capacitances vary with frequency. At high frequencies the 
small values of reactance reduce the gain of the feedback loop within the regulator 
and consequently tend to increase the power-supply output impedance. This can, 
in part, be offset by shunting a capacitor across the power-supply output. The 
presence of the capacitor tends to lower the output impedance with increasing fre­
quency. If the regulator feedback circuit has only the required gain and bandwidth 
to maintain a sufficiently low output impedance over a limited frequency range, the 
value of the output shunting capacitor should be made large enough to ensure that 
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its impedance is equal to or less than the maximum allowable value for the power 
supply in the frequency range at and above that at which the regulator feedback 
circuit gain is appreciably reduced. This will ensure a low power-supply output 
impedance for those high frequencies at which the regulator is incapable of regulating. 

Simple Series Types of Degenerative 
, Regulators. The regulators shown in Fig. 

15.29 are of the series type and have 
configurations similar to those of cathode 
followers. The three circuits are similar 
except for the manner in which the grids 
are biased, which in turn affects both 
their a-c and d-c regulating character­
istics. The preceding discussion in re­
gard to the frequency characteristics of 
degenerative regulators is not applicable 
since this type of regulator does not have 
a separate amplifier tube. 

The circuit shown in Fig. 15.29a is one 
of the simplest types of degenerative 
regulators. The fraction Rd(R1 + R2) 
of any output-voltage change AEo ap­
pears as a bias change on Vl. This 
change in bias effectively puts a generator 
of voltage µAEaRd(R1 + R2) in opposi­
tion to the change. Optimum regula­
tion occurs when Rd (R1 + R2) is equal 
to unity; therefore, performance becomes 
somewhat less than optimum if the de­
sired operating bias for Vl is low with 
respect to the output voltage since the 
fraction Rd (R1 + R2) would be much 
less than unity. The output-voltage 
control is the cathode potentiometer of 
Vl. The a-c and d-c voltage-reduction 
factors k,. and Kr, respectively, i.e., the 
ratio of input-voltage changes to the 

VJ 

ca) DEGENERATIVE REGULATOR 

VI 

(bl DEGENERATIVE REGULATOR WITH 
OPTIMUM A-C CHARACTERISTICS 

+ 

{Cl DEGENERATIVE REGULATOR WITH OPTIMUM 
A-C AND D-C CHARACTERISTICS 

Frn. 15.29. Simple series regulators. 

resulting output-voltage changes, are given by Eq. (15.18). The regulator output 
impedance Zo and output resistance Ro are given by Eq. (15.19). 

RL(R1 + R2) 
where Rk = Ri + R

2 
+ RL 

t:..e, = a-c input voltage (ripple) 
Aeo = a-c output voltage (ripple) 

t:..E, = d-c input-voltage change 
AEo = d-c output-voltage change 

kr = ratio of an a-c input voltage to associated a-c output voltage 

(15.18) 

Kr = ratio of a d-c input-voltage change to associated d-c output-voltage 
change 

(15.19) 
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The circuit in Fig. 15.29b is the same as that of Fig. 15.29a with the exception of 
R4 and C. The purpose of R4 and C is to stabilize the grid with respect to ground for 
a-c input voltage or a-c load current changes. For an a-c output voltage change 
.leo, there appears a bias change of .leo on Vl. This change in bias effectively puts a 
generator of voltage µ .leo in opposition to the change. R 4 should be several times 
greater than the reactance of C at the lowest frequency of input-voltage and load­
current variations. Arbitrarily some minimum ratio such as 10: 1 could be assumed. 
The d-c characteristics of the circuit are the same as for the circuit shown in Fig. 
15.29a, but the a-c characteristics have been improved and are given by Eqs. (15.20) 
and (15.21). 

where R1c 
RL(R1 + R2) 

R1 + R2 + RL 

.lei = rp + Rs + µ + 1 kr = Aeo R1c (15.20) 

(15.21) 

For both alternating and direct current, the circuit shown in Fig. 15.29c has the 
maximum reduction factors and the minimum output impedances possible for a 
cathode-follower type of regulator. The output-voltage control is the grid poten­
tiometer R 5• The applicable equations are: 

kr = Kr [use Eq. (15.20)] 
Ro = Zo [use Eq. (15.21)] 

If Ra is small compared to rp and if R1 + R2 is large compared to the tube output 
impedance, the a-c output impedance of the circuit in Fig. 15.29b and the a-c and 
d-c output impedances of the circuit in Fig. 15.29c will be approximately equal to 
rp/(µ + 1), or very nearly equal to 1/gm, 

Example 15.12 

Assume that one triode section of a 12AU7 tube is to be used in a circuit of the type 
shown in Fig. 15.29a to supply an output of 150 volts to a load of 25,000 ohms. 

a. Determine the circuit values if the source resistance Ra is equal to O ohms and the 
input voltage is equal to 250 volts. 

b. Determine the increase in the output voltage if the input voltage were to be increased 
to 300 volts. 

c. Determine the increase in the output voltage if the load current were to be decreased 
by 2 ma. 

Solution 

1. Determine the value of Rx. 

RL =- 25,000 ohms 

Let R1 + R2 = 250,000 ohms (for low-current drain). Therefore 

(R1 + R2)RL 

R1 + R2 + RL 
= 22,700 ohms 

2. Determine the required bias voltage. 

250,000 X 25,000 
250,000 + 25,000 

The required voltage drop across the tube is equal to the supply voltage minus the output 
voltage, i.e., 250 - 150, or 100 volts. The current through the tube is equal to the output 
voltage divided by R1c, i.e., 150/22,700, or 6.6 ma. The bias required for the 12AU7 tube 
is approximately -2 'volts. · 
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3. Determine the values of R1 and R2. 
The required bias is -2 volts, and the cathode voltage is 150 volts. Therefore, 

R1 lbiasl X (R1 + R2) 
output voltage 

= 71 so X 250,000 
= 3,330 ohms 

R2 = 250,000 - R1 
= 246,700 ohms 

4. Determine the reduction factors kr and Kr. 

rp ~ 10,000 ohms andµ.,..._, 20 for one triode section of a 12AU7 tube at a plate voltage of 
100 volts and a plate current of 6.6 ma 

From Eq. (15.18) 

k _ K _ 10,000 + 20 X 3,330 
r - r - 22,700 250,000 + l 

= 1.71 

5. Determine the output-voltage increase t:.E0 when the input voltage is iBcreased from 
250 volts to 300 volts. 

therefore 

6. Determine the output resistance R 0 and the output impedance Z 0 

From Eq. (15.19) 

R _ z _ 250,000 X 10,000 
0 

-
0 

- (3330 X 21) + 246,700 + 10,000 
= 7,650 ohms 

7. Determine the increase in the output voltage if the load current is decreased 2 ma. 

Output-voltage change = - load-current change X R 0 

= -(-0.002) X 7,650 
= 15.3 volts 

NoTE: If the circuit shown in Fig. 15.29c had been used, both Kr and kr would have been 
equal to 21.4 and both Ro and Zo would have been equal to 475 ohms. Therefore, a 50-volt 
increase in the input voltage would have caused only a 2.34-volt increase in the output volt­
age. A 2-ma decrease in the load current would have caused the output voltage to increase 
0.95 volt. 

Series Types of Degenerative Regulators H at•ing One Control Tube. A very common 
type of series regulator is shown in Fig. 15.30a. Vl is usually referred to as the 
series tube, V2 as the control tube, and V3 as the reference tube. For a given load 
the bias of V2 is adjusted, by R11, to a value such that its plate voltage places the 
bias on Vl necessary to obtain the desired output voltage. Variations in the output 
voltage due to input-voltage or load-current changes are amplified by V2 and applied 
to the grid of Vl. The polarities of the signals applied to the grid of Vl are such 
that they oppose the changes in output voltage; hence, the circuit acts as a regulator. 
The circuit has different a-c and d-c characteristics due to C1, C2, and C3. C2 reduces 
the gas-tube noise voltage across V3. The maximum value of C2 is usually specified 
by the manufacturer of V3. A typical value is 0.1 µ.f. The values of C1 and R 1 are 
those necessary to decouple V2 from the ripple voltage appearing at the plate of Vl. 
Arbitrarily the required resistance of R1 might be at least 50 times the reactance of 
C1 at the ripple frequency. To minimize phase shift and maximize a-c circuit gain, 
C3 should be chosen so that its reactance is much less than the resistance of R6 at 
both the ripple frequency and the lowest frequency at which the load current varies. 
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R6 usually has a value of several hundred thousand ohms. The value of the sum of 
R 16, R 11, and R1s should be high enough to avoid excessive current drain. The choice 
of values for R16, Rn, and R1s must permit the setting of the proper bias on V2. An 
increase in line voltage increases the gm of V2 due to the increase in the cathode tem­
perature of V2. The result is a decrease in the voltage drop across V2, which increases 
the bias on Vl and in turn causes a decrease in the regulator output voltage. How­
ever, the same increase in line voltage causes an increase in the d-c voltage at the 
plate of Vl which tends to increase the d-c output voltage. The d-c output-voltage 
change in volts due to the first effect, i.e., the effect of a Ym change in V2 causing the 
quiescent operating voltages across V2 and Vl to change, is approximately equal to 

(al SIMPLE .SERIES REGULATOR 

(bl IMPROVED SERIES REGULATOR 

FIG. 15.30. Series types of degenerative regulators with one control tube. 

the quantity -0.0lB(Rs + R 9)/R9 where Bis equal to the per cent change in line 
voltage. The d-c output-voltage change due to the second effect is of the opposite 
polarity and is equal to the d-c voltage change at the plate of the series tube Vl (caused 
by the line voltage change) divided by the d-c reduction factor Kr [see Eq. (15.24)]. 
If the amplifier gain is very high, K,. is very large and the second effect becomes very 
small. If this is the case, the first effect predominates and the d-c output voltage 
will decrease or increase as the line voltage is increased or decreased, respectively. 
If the amplifier gain is sufficiently low, the second effect predominates. For a regu­
lator of the type shown in Fig. 15.30a, either effect may predominate. 

The more complicated regulator shown in Fig. 15.30b provides two improvements 
over the regulator in Fig. 15.30a. First, because of the addition of VS and V9, a 
larger percentage of the d-c output-voltage variations are coupled into the control 
tube V2. The number and type of voltage-regulating tubes used in this fashion are 
dependent on the required d-c voltage drop between the output and the grid of V2. 
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It is desirable that the largest portion of this voltage drop be acquired with gas tubes. 
The second improvement is the circuit containing V6 and V7 which permits the selec­
tion of any desired reference voltage for the cathode of V2. The circuit1 involving 
V6 and V7 should be designed so that the cathodes of V2 and V6 are stabilized to a 
value of voltage at least 40 volts more negative than the minimum required voltage 
to ground at the grid of Vl (maximum bias on Vl which occurs at no-load and high­
line voltage). This is based on a minimum voltage drop across V2 of 40 volts when 
at zero bias. An additional improvement is realized because of the fact that essen­
tially a constant current flows through V7, VS, and V9, so that their dynamic resist­
ance is of little importance. This permits the selection of V7, VS, and V9 solely on the 
basis of their ability to regulate at the same voltage each time the power supply is 
turned on and the degree to which they are able to regulate at a constant voltage as 
long as the supply is operating. Tubes such as the 5651 and 6308 are well suited for 
this particular use. For maximum stability, Ra, R4, R23, R24, R2u, and R2s should be 
tern pera ture-compensa ted resistors. 

If a capacitor is placed across ~he output terminals of either the power supply 
shown in Fig. 15.30a or b, the value of kr will be larger than that determined from 
Eq. (15.22) and the value of Zo will be less than that determined by Eq. (15.23). 

In the following equations the subscripts of the tube symbols µ,, rp, and gm refer 
to the tubes with the same numbers. 

For the circuits shown in Fig. 15.30a and b 

where 

k ~ei rp1 A 
r = -;.- = R- + 1 + µ,1 + µ,1 2 

ueo k 

Zo = Tpl + Za 
1 + µ1 + µ1A2 

Tpt KA 
= ~E, Rk + 1 + µ1 + µ1 2 6 

Kr ~Eo 1 + µ1K1 

R _ rp1 + R.(1 + µ1K1) 
0 

- 1 + µ1 + µ1K2As 
A2 = a-c gain of V2 

_ µ2R2 

- Tp2 + R2 + Z1(µ2 + 1) 

,..,_, Ym 2R 2 provided rp2 » (R2 + Z1) 
-1 + Ym2Z1 

A& = d-c gain of V2 
_ µ2(R1 + R2) 
- R1 + R2 + Tp2 + R10(µ2 + 1) 

~ g,;_2~1 + RR2
) provided rp2 » (R1 + R2 + Rio) 

Ym2 10 
K - Tp2 + R10(µ2 + 1) 

1 - R1 + R2 + Tp2 + R10(µ2 + 1) 
1 + Ym2R10 ,..,_, ---,,.......,..-~----=- provided µ2 » 1 

- (R1 + R2) /rp2 + 1 + Ym2R10 
R9 

K 2 =Rs+ Ru 

(15.22) 

(15.23) 

(15.24) 

(15.25) 

(15.26) 

(15.27) 

(15.28) 

(15.29) 

NoTE: In the case of pentodes operating at low potentials it is frequently difficult 
to determine rp2 and Ym2 from the published tube characteristics. This makes it 
necessary to estimate their values. 

1 This configuration in which V2 and V6 share a common cathode resistor makes the 
value of the voltage to ground at the plate of V2, and the grid of Vl, less sensitive to changes 
in the Om of V2 caused by filament-temperature changes resulting from line-voltage changes. 
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R10 = in Fig. 15.30a, dynamic resistance of V3 (usually between 80 and 200 ohms); 
in Fig. 15.30b, rps/(µ5 + 1) in parallel with R21. 

d-c output voltage 
total d-c current through Vl · 

R. = effective internal resistance of power transformer, rectifier, and filter which 
supplies voltage to regulator. 

Z1 = impedance in the cathode circuit of V2. In Fig. 15.30a, Z 1 = impedance of V3 
in parallel with reactance of C2. In Fig. 15.30b, Z1 = rpG/(µ5 + 1) in parallel 
with R21. 

Za = effective internal impedance of power transformer, rectifier, and filter which 
supplies voltage to regulator. 

Example 15.13 
Design a regulated power supply of the type shown in Fig. 15.30a which will deliver 

0 to 100 ma at a regulated d-c output of 300 volts for operation from a 105- to 130-volt 
60-cycle source. Assume the rectifier tube to be a 5R4GY. 

Solution 
1. Establish the upper and lower line-voltage limits between which the power supply 

must regulate. 
The maximum line voltage is 130 volts, and the minimum is 105 volts. 
2. Determine the maximum current through the series tubes. 
If the sum of the reference tube and bleeder currents is tentatively assumed to be 25 ma, 

the maximum current through the series tubes is equal to 100 + 25, or 125 ma. 
3. Tentatively determine the number and type of series tubes to be used and the maxi­

mum current through each tube. 
The series tubes are usually triodes or triode-connected tetrodes or pentodes. The rea­

son for triode-connecting tetrodes and pentodes is the usual lack of a stable screen-voltage 
supply. The series tubes ideally should have a highµ for good regulation and low output 
impedance, and a low static plate resistance to minimize wattage dissipation. If it should 
be necessary to make a choice between tubes having a low static plate resistance or a highµ, 
it is usually more economical to choose the tubes with the low static plate resistance since 
the series tubes are ordinarily fairly large and their size, for a given current rating, is a 
function of their static plate resistance. A series tube with a low µ can usually be com­
pensated by the use of one or more high-gain control tubes. A few of the most commonly 
used series tubes of the receiver type are the 6AS7, 6B4, 6L6, 6V6, 6Y6, 6080, 6336, 6337, 
and 5902. High-power applications make it desirable to consider tubes of the transmitter 
type such as the 304 TL, 4D32, 807, etc. 

There are many possible types and combinations of series tubes which will satisfy the 
requirement. One choice which tentatively appears satisfactory is the use of the two sec­
tions of a 6080 operated in parallel. Each section, therefore. will have to carry a maximum 
of 1 2 %, or 6:3 ma. 

4. From the tube characteristics, determine the minimum voltage drop required across 
the series tube when operated at or near zero bias and maximum load current. 

From the 6080 tube characteristics, the required voltage drop across each section at zero 
bias and a current of 63 ma is approximately 20 volts. To allow for variations in tubes, 
assume that the required tube voltage drop is 30 volts. 

NOTE: With certain types of loads it is possible for there to be a superimposed a-c load 
current component on the d-c component. As an example, assume that the load current 
through the series tube should vary between 100 and 150 ma, the average would be 62.5 ma 
per section. The minimum permissible voltage drop across the series tube, however, would 
have to be based on the peak current value of 75 ma per section. 

5. With the power supply at full load, determine the minimum instantaneous voltage 
required at the plates of the series tube. 

Minimum instantaneous 
voltage required at the = d-c output volt. + tube drop deter-
plates of the series tube mined in step 4 

= 300 + 30 = 330 volts 

6. With the power supply at full load, determine the minimum d-c voltage required at 
the plates of the series tube, taking into account the effect of the ripple voltage super­
imposed on the d-c voltage Ei. 
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In this example arbitrarily assume that the power supply employs a single-phase full­

wave rectifier and a single-section choke-input filter with a swinging choke having a resist­
ance of 200 ohms and an inductance which varies between 5 and 25 henrys when the load 
current varies between 125 and 25 ma. If the filter capacitor has a value of 8 µf, the per 
cent ripple voltage at full load will be approximately 2 per cent as determined from Fig. 
15.5. In step 14, where the a-cripple-reduction factor kr is determined, the output ripple 
can be determined and it can be established then whether or not the assumed choke-input 
filter is adequate. At full load, the d-c voltage supplied to the plates of the series tube less 
the peak value of the superimposed ripple voltage must be equal to or greater than the 
minimum instantaneous voltage requirement of 330 volts established in step 5. This d-c 
voltage can be determined from the following equation, 

D 
B = 1 - (E 

where B = minimum d-c voltage required at plates of series tube at full load 
D = minimum instantaneous voltage required at plates of series tube as determined 

in step 5 
E = per cent ripple voltage at plates of series tube at full load 

Therefore, 

B 
330 

- (2/70.7) 
= 340 volts 

7. With the power supply at full load, determine the minimum transformer secondary 
terminal rms voltage required to provide the minimum d-c voltage established in step 6. 

For a single-phase full-wave rectifier and a choke-input filter (see Table 15.1), the mini­
mum required rms voltage of one-half the transformer secondary ·can be determined from 
the following equation. 

(

Minimum required rms) (sum of voltage drops across the rec-) 
terminal voltage of one- = 1.11 tifier and choke at full load + volt-
half the transformer sec. age from step 6 

= 1.11(45 + 25 + 340) = 455 volts 

where the d-c voltage drop across the rectifier tube at full load is 45 volts (from 5R4GY 
tube curves) and the drop across the choke is 200 X 0.125, or 25 volts. 

If a capacitor-input filter is employed, the calculations will be rather lengthy, and it is 
suggested that reference be made to Sec. 15.4. 

8. Determine the d-c voltage at the plates of the series tube at full load when the line 
voltage is at the upper specified limit. 

To minimize wattage dissipation in the series tube, the minimum secondary voltage 
calculated in step 7 should be obtained with the minimum specified line voltage; there­
fore, the d-c voltage at the plates of the fully loaded series tube at the maximum line volt­
age is given by the following equation. 

F ~ KG - H 
1.11 

where F = d-c voltage at plates of series tube at high line voltage and full load 
K = ratio of maximum line voltage to minimum line voltage 
G = voltage from step 7 
H = sum of rectifier and choke d-c voltage drops at full load 

Therefore, 

F""' - X - - 70 = 438 volts (
130 455) 

- 105 1.11 

9. Determine the maximum wattage dissipated in each section of the series tube. 

( Maximum dissipa-) = (voltage from step 8 - output voltage) X maximum tube current 
tion in each section 

= (438 - 300) X (0.063) 
= 8.7 watts (each section of a 6080 tube is rated at 13 watts max.) 



15-40 ELECTRONIC DESIGNERS' HANDBOOK 

If the maximum wattage dissipation were more than the tube rating, it would be neces­
sary either to change the type of series tube or to parallel additional tubes. If the wattage 
dissipation were far below the tube rating, the possibility of changing tube type should be 
investigated. 

10. Determine the d-c voltage at the plates of the series tube at maximum line voltage 
and no load. 

At no load the current through the series tube is the sum of the bleeder and reference­
tube currents which in this example has arbitrarily been established as being equal to 25 ma. 
Determine whether the 25-henry inductance of the swinging choke is equal to or greater 
than the critical inductance. 

maximum rms voltage of :!,f transformer sec. 1 
Le = minimum current through series tube X 1.11A 

where A is determined from Fig. 15.3. 

13~105 X 455 1 
0.025 X 1.11 X 1133 

= 17.9 henrys 

If the value of critical inductance had been larger than the choke selected, the value of 
critical inductance could have been reduced by increasing the fixed load current through 
either the bleeder or reference tube. 

In this case the inductance of the input choke is actually larger than the critical induct­
ance, therefore the maximum d-c voltage at the plates of the series tubes can be determined 
from the following equation. 

of series tube at no _ maximum rms terminal voltage of:!,~ sec. 
(

D-C voltage at plates) 

load and maximum - 1. 11 
line voltage 

= 13
%05 X 455 _ (lO + 6) 

1.11 
= 492 volts 

voltage drop across 
- rectifier and choke 

at no load 

NoTE: The d-c voltage drop across the rectifier tube at 25 ma is 10 volts (from 5R4GY 
tube curves), and the drop across the choke is 200 X 0.025, or 5 volts. 

If the inductance of the input choke were smaller than the value of critical inductance, 
the preceding equation would not apply. It would be necessary to determine the maximum 
d-c voltage at the plates of the series tubes experimentally or else assume the voltage to 
be equal to the maximum possible value, which is 1.414 times the maximum rms voltage of 
one-half the transformer secondary. 

If the filt&r is the capacitor-input type, it is necessary to determine the d-c voltage at the 
plates of the series tubes with a 25-ma load in accordance with the data in Sec. 15.4. 

11. Determine the maximum d-c voltage across the series tube. 

(Maximum d-c voltage across series tubes) = voltage from step 10 - d-c output voltage 
= 492 - 300 
= 192 volts 

This is below the maximum plate-voltage rating of a 6080 tube. 
12. Determine if the control tube can provide the necessary bias on the series tube at 

maximum line voltage and no load. 
At no load and maximum line voltage the per cent ripple voltage at the plates of the 

series tubes is equal to approximately 0.42 per cent of 492 volts, or 2.1 volts rms. This is 
based on L = 25 henrys, C = 8 µf, and Fig. 15.5. The peak voltage at the plates of the 
series tube will therefore be equal to 492 + (1.41 X 2.1), or 495 volts. By referring to the 
series tube characteristics, note that the required bias on a 6080 tube for a 195-volt drop 
and the no-load current of 2 % , or 13 ma, per section is approximately -116 volts. The 
voltage between the grids of the series tube and ground at maximum line voltage and no 
load will therefore be 184 volts since the cathode voltage will be equal to 300 volts and the 
bias will be equal to -116 volts. Since the voltage drop across the control tube V2 (see 
Fig. 15.30a) at zero bias can be expected to be as low as 30 or 40 volts, the voltage-regulator 
tube V3 should have a nominal voltage somewhat less than 184 - 40 volts in order to 
ensure that the control tube can place the desired bias on the series tube at no load. Assum-
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ing that V3 is an OB2 tube (108-volt nominal), the regulator circuit is able to place a mini­
mum voltage of 108 + 40 volts or less between the grids of the series tubes and ground. 
This is equivalent to a bias of -152 volts on the series tube. This ensures that the regu­
lator will be able to supply the maximum required bias to the series tube. 

13. Design the control section. 
The regulator section has been specified to be of the type of Fig. 15.30a. Vl has been 

established as being a 6080 tube, and V3 is an OB2. Let V2 be a 6AH6. Typical values 
for the resistors and capacitors in the control circuit are shown in Fig. 15.31. The sum of 
Ra and R4 was determined as being that value necessary to place a continuous 25-ma load 
on the power supply, thereby reducing the value of critical inductance for the input choke. 
In accordance with accepted good practice, parasitic resistors have been placed in the grid 
and plate leads of the paralleled sections of the series tube. The remaining circuit values 
are not critical and are typical for this type of regulator. 

<::::) T 'Cl 
'Cl 
($" 
~ 

'Cl 300 V 
'Cl 0-fO0MA 'Cl 
C:5 

l 
IC) 

'Cl 
'Cl 
<::::) 
cs 
IC) 

Frn. 15.31. Regulated power supply using a regulator of the type shown in Fig. 15.30a. 

14. Determine kr, Kr, Zo, and Ro at full load. 
Assume the plate voltage on the series tube to be the average of the maximum and 

minimum values at full load. 
From Eq. (15.22) 

k,. = 190
0
- + 1 + 2 + (2 X 345) 

2,40 
= 693 (Value of rp1 = dynamic resistance of two halves of the series tube and their 

parasitic resistors in parallel. In determination of A2, constants {Jm2, rp2, and Z1 have 
been assumed to be equal to 1,200 µmhos, 1 megohm, and 200 ohms, respectively.) 

From Eq. (15.24) 

190/2,400 + 1 + 2 + (2 X 0.33 X 391) 
1 + (2 X 0.67) 

= 112 (In determination of K1 and A6, constants {Jm2, rp2, and Rio have been assumed 
to be equal to 1,200 µmhos, 1 megohm, and 200 ohms, respectively.) 

From Eq. (15.23) 

190 +z. 
1 + 2 + (2 X 345) 

z. 
= 0.27 + 693 ohms 

Z 0 will vary with frequency since Z, varies with frequency. The value of z. is essen­
tially equal to the reactance of the input choke in parallel with the reactance of the 8-µf 
capacitor and must be known at the particular frequency at which Z 0 is to be determined. 
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From Eq. (15.25) 

190 + Ra[l + (2 X 0.67)] 
1 + 2 + (2 X 0.33 X 391) 

190 + 2.34Ra 
261 

and R, = sum of choke resistance (200 ohms), rectifier resistance (300 ohms), and 

Therefore, 

Summary 

effective transformer resistance as seen at secondary terminals (assume 
100 ohms) 

Ro = 6.1 ohms 

Since kr is equal to 693, the output ripple voltage at low line voltage and full load is equal 
to 2 per cent of 340 volts (see step 6) divided by 693, whicli is equal to 9.8 mv rms. The 
capacitor shunting the output will further reduce this value. Neglecting changes in the 
(Im of V2 caused by line-voltage changes and considering that Kr is equal to 112, a change 
from low line voltage to high line voltage when the power supply is at full load would cause 
an increase in the d-c output of (438 - 340) /112, or 0.88 volt. The reduction in the d-c 
output voltage due to the change in the (Im of V2 caused by the increase in line voltage is 
given by -0.0lB(Rs + Re) I Re, where B is the per cent change in line voltage. In this 
example, the increase in line voltage from 105 to 130 volts represents an increase of 23.8 per 
cent. Since the potentiometer R11 controlling the bias on V2 will be set at approximately 
108 volts, (Rs + Rs)/Rs will approximately be equal to 3. Therefore the incremental 
change in the output voltage due to the cathode temperature change of V2 would be equal 
t,o approximately -0.71 volt. The net:effect ofa 0.88-volt increase and a 0.71-volt decrease 
is a 0.17-volt increase. · 

Series-type-Degenerative Regulator with Two Control Tubes. The circuit in Fig. 15.32 
is a typical degenerative regulator which contains a two-stage amplifier and two 

Fm. 15.32. Series type of degenerative regulator with two control tubes. 

reference tubes. Operationally the circuit is the same as that shown in Fig. 15.30a 
with the exception of the additional amplifier stage and reference tube. Considerably 
more precaution must be exercised in the design of a two-stage regulator since there 
is the possibility of oscillation within the regulator. The design of the amplifier 
must be similar to the design of any other feedback amplifier (see Sec. 18). The 
advantage of a two-stage amplifier is that it is possible to obtain higher gain in the 
amplifier and hence both an increase in ripple reduction and an improvement in the 
regulation for load-current changes. Line-voltage variations will change the trans-

. conductances of both V2 and V 4, which consequently changes their quiescent operating 
potentials. The resulting changes in the plate potentials across V2 and V 4 tend to 
cause a change in the d-c output voltage. This phenomenon in V4 has the largest 
effect on the output voltage and, neglecting the effects of the changing d-c voltage 
at the plate of Vl caused by line-voltage changes, there would be an increase or decrease 
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in the power-supply output voltage associated with an increase or decrease, respec­
tively, in the line voltage. The approximate change in the d-c output voltage due 
to this effect can be determined by the equation given for the circuit shown in Fig. 
15.30a. The only difference is that the sign of the d-c output change is positive 
instead of negative. 

The a-c and d-c characteristics of the regulator differ because of the circuit capaci­
tors. The design considerations for C1, C2, and Ca are the same as for the circuit 
shown in Fig. 15.30a. The reactance of C4 should be much less than the resistance 
of Rio at both the ripple frequency and the lowest frequency at which the load current 
varies; however, if R11 is small compared to Rio, C4 can be eliminated. C5 has the 
same maximum size limitation as C2. If a capacitor is placed across the output 
terminals of the power supply, the value of kr will be larger than that determined 
from Eq. (15.30) and the value of Zo will be less than that determined from Eq. (15.31). 
In the following equations, the subscripts of the tube symbols µ and rp refer to the 
tubes with the same numbers. 

For the circuit shown in Fig. 15.32 

where 

kr = .:lei = Tpl + 1 + µ1 + µ1A2A4 
.:leo Rk 

z _ Tp1 + Za 
0 

- 1 + µ1 + µ1A2A4 

.:lEi ;{~ + 1 + µ1 + µ1K2A6As 
K =-=-------,---=----

r .:lE0 1 + µ1K1 

R - Tpl + R.(1 + µ1K1) 
0 

- 1 + µ1 + µ1K2A~s 
A4 = a-c gain of V4 

(µ4 + l)R10Re 
Tp4(R10 + Re) + R10Re 

A 8 = d-c gain from cathode of V4 to grid of V2 
(µ4 + l)R10Rs 

(15.30) 

(15.31) 

(15.32) 

(15.33) 

(15.34) 

(15.35) 

NOTE: For definitions of A2, As, Ki, K2, Rk, and z. refer to Eqs. (15.26) to (15.29). 
15.Bc. Degenerative Voltage Regulator with A-C and D-C Compensation. In certain 

applications it may be desirable to obtain a specific performance characteristic which 
is superior to that which can be obtained from the typical degenerative-type regulator. 
For example, it might be that for a constant line voltage the power-supply d-c output 
resistance should be equal to zero, thereby ensuring a constant output voltage even 
though the d-c load current should change. It is possible to obtain this performance 
from a degenerative regulator which has been modified by the introduction of the 
proper amount of d-c compensating voltage into the amplifier circuit. 

With the exception of R19, R20, C6, and the more desirable voltage reference source 
for the cathode of V2, the circuit in Fig. 15.33 ii!! identical with that of Fig. 15.30a. 
The addition of Rl9 and R20 transforms the degenerative regulator to one with both 
a-c and d-c compensation controls. Cs has been added to minimize the a-c signals 
on the d-c compensation input. The modification permits the injection of portions 
of both the a-c and d-c input voltages, that is, ei and Ei, respectively, into the grid 
of V2. Potentiometers Rl9 and R20 are the a-c and d-c controls, respectively, and 
their values are usually hundreds of thousands of ohms. Proper adjustment of the 
compensation controls will prevent those changes in the output voltage which would 
otherwise exist in a strictly degenerative regulator under conditions of changing input 
voltage and changing load. The adjustments of both the a-c and d-c compensation 
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controls are dependent on whether they are adjusted for input-voltage changes or 
load-current changes. Proper circuit operation for a-c and d-c load-current changes 
is dependent on the input voltage source having an internal impedance and resistance, 
respectively, across which a voltage can be developed because of the changing load 
current. These requirements are usually satisfied by the presence of the power trans­
former, rectifier, and filter. Without this changing voltage, it would be impossible 

R,g(A-CI 

R2oto-CI 

Frn. 15.33. Series type of degenerative regulator with a-c and d-c compensation controls. 

to obtain the necessary compensating voltage. The operating conditions theoretically 
possible for the circuit of Fig. 15.33 are as follows: 

1. For a constant load current it is possible to obtain zero a-c rectifier ripple voltage 
on the d-c output voltage if R19 is adjusted so that 

then 

and 

Ru 1 
R12 +Ru= µ1A2 

kr = .1.e.: = oo 
.1.eo 

z = rp1 ~ 

0 
µ1(A2 + 1) 

(15.36) 

(15.37) 

2. For a constant line voltage, it is possible to obtain an a-c output impedance of 
0 ohms if R1 9 is adjusted so that 

then 

and 

R13 _ rp1 + Za 
R12 + Ria - µ1A2Za 

k = .1.e,: = 1 Za µ1Za(A2 + 1) 
r .1.eo - Rk - rp1 

z., = 0 

(15.38) 

(15.39) 

3. For a constant line voltage, a d-c output resistance of O ohms can be obtained by 
adjusting R20 so that 

then 

and 

R16 Tpt + Ra(l + µ1K1) 
Ru + Ru µ1A6K2Ra 

Kr = .1.Ei, = 1 - R. - µiRa (1 + K2As - Ki) 
.1.Eo Rk Tpt 

Ro= 0 

(15.40) 

(15.41) 
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4. For a constant load current and a slowly varying line voltage, a constant output 

voltage can be obtained if the :filament voltage of V2 is stabilized 1 and provided that 
R20 is adjusted so that: 

then 

and 

R16 1 + µ1K1 
Ru + R16 µ1AsK2 

· l!i.Ei 
Kr= - = oo 

l!i.Eo 

R _ rp1 
0 

- µ1(1 + K2As - K1) 

(15.42) 

(15.43) 

Since there are separate a-c and d-c compensation controls, it is possible to obtain 
simultaneously both an ideal a-c and d-c operating condition, viz., 1 and 3, 1 and 4, 
2 and 3, or 2 and 4. For the same reason it is impossible to realize simultaneously 
two ideal a-c or two ideal d-c conditions. The normal procedure is to evaluate the 
desirability of the obtainable conditions and then adjust the control potentiometers 
for the operation most applicable, which in some instances may require a com­
promise between two different ideal operating conditions. 

15.Bd. Special Circuits and Measurements for Regulated Power Supplies. There 
are many possible modifications in the basic degenerative series regulator circuits of 
Fig. 15.30. A few of those which are most commonly used are treated in the following 
paragraphs. Details for measuring regulation and output impedances have also 
been included. 

Pentodes as Series Tubes. In general, a pentode requires a smaller control voltage 
and, for a given load current, can be operated at a lower plate-to-cathode voltage 
drop than a triode. In addition, a pentode will provide a high degree of attenuation 
to voltage changes at its plate hecause of its high dynamic plate resistance and its 
high transconductance. For these reasons, pentodes frequently make desirable 
series tubes. Normally the difficulty in using a pentode as a series tube is that of 
obtaining a stable screen-grid voltage source. One method is to provide a high­
impedance filter to supply a well-filtered voltage to the screen grid. The plate voltage 
on the pentode can then be very poorly filtered since the pentode will provide the 
desired ripple reduction. In this manner the filter requirements are minimized. 

A necessary precaution in the use of a pentode which has separate voltage sources 
for the screen grid and plate is the incorporation of a means to limit the screen-grid 
current in the event the plate voltage is removed. This can be accomplished by 
fusing the screen-grid circuit, using a screen-grid limiting resistor, or by interlocking 
the screen voltage with the plate voltage. 

Paralleling Series Tubes with Fixed Resistors. If the load on a regulated power 
supply is nearly constant, frequently it is possible to replace one or more of several 
paralleled series tubes with fixed resistors and still obtain satisfactory regulation. 
The value of the resistor replacing any given tube should be equal to the nominal 
voltage drop across the tube divided by its plate current. Replacing series tubes 
with fixed resistors will destroy the ability of the power supply to regulate at no load. 

Series Regulators Which Do Not Require Reference Tubes. If a stable negative 
voltage source is available, the cathode of the control tube can be grounded. The 
grid for the control tube is then connected to a potentiometer which is in a divider 
network connected between the output voltage and the stable negative supply (see 
Fig. 15.34). 

1 There is no setting of R20 which will permit the realization of condition 4 unless for a 
given line-voltage change in the uncompensated regulator, the effect of the variation in 
the filament voltage on the d-c output voltage is less than the effect of the associated d-c 
voltage change at the plate of the series tube on the d-c output voltage. The filament 
voltage can be completely stabilized by either applying a regulated d-c voltage to the fila­
ment or by using a special constant-voltage filament transformer. 
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Lightweight Power-supply Techniques. Aircraft power-supply design is influenced 
by the need for high efficiency, small size, light weight, and good power factor. The 
rectifier circuit most commonly used to obtain these features is a three-phase bridge 
rectifier. The use of selenium or especially silicon diode rectifiers also helps to reduce 
the size of the rectifier. For this type of rectifier, therms ripple voltage is about 4 per 
cent of the d-c output voltage; consequently, little or no filtering is required. If pen­
tode series regulator tubes are used, the efficiency can be improved by peak-detecting 
the ripple and placing the screens of the series tubes at a higher d-c voltage than the 
plates. (This technique is illustrated in Fig. 15.34 although there is no advantage 
in this particular circuit due to the very small ripple voltage.) Figure 15.34 is a 
typical aircraft power supply. A resistor has been placed in parallel with the series 
regulator tube to reduce the plate dissipation. Current through this resistor at high 
line and minimum load must be less than the minimum load current in order to ensure 
current flow through the series tube and thereby permit regulation. 

THREE:3;]~ 
PHASE 
INPt/T 

28V 
O·C 

INPUT 

68K o., T 
f50V 10/( 

20-50 MA 

68K 

TO-l50V RE6t/LAT£0 
VOLTAGE t/SEO AS 
REFERENCE 

Fm. 15.34. Typical three-phase lightweight power supply. 

l 

Measurement of D-C Regulation and D-C Outp1tt Impedance. To make a precise 
measurement of the d-c regulation of a power supply, usually it is necessary to have 
a stable reference voltage such as batteries or another regulated supply of approxi­
mately the same output voltage. The procedure is to connect a meter between the 
reference voltage and the output voltage of the supply to be tested and note the 
difference in voltages as the power supply under test is loaded and unloaded. The 
change in the meter reading as the power supply is loaded and unloaded represents 
the difference between the no-load and full-load voltages. The per cent d-c regulation 
is given by Eq. (15.44). 

% d-c regulation = no-load voltage - full-load voltage X 100 full-load voltage 

The d-c output impedance is given by Eq. (15.45). 

D c t t • d _ no-load voltage - full-load voltage 
- ., ou pu impe ance - full-load current 

(15.44) 

(15.45) 

Measurement of a Power-supply Output Impedance. The output impedance of a 
power supply at the frequency of any a-c load is equal to the a-c voltage (caused by 
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the a-c load) which is superimposed on the power-supply d-c output voltage divided 
by the a-c load current. The a-c voltage superimposed on the d-c output voltage 
can easily be measured with an oscilloscope. The a-c load current can be determined 
by measuring the a-c voltage across a known resistor in series with the ground side 
of the load and dividing the measured voltage by the value of the resistor. 

An a-c · load could be provided by placing a low-voltage transformer winding in 
series with the load resistor. 

16.9. Zener Diodes1 as Voltage-regulator Elements. The Zener characteristic of 
silicon junction diodes permits the use of these diodes as voltage reference elements 
in a manner identical to the applications utilizing gas-tube voltage-regulating ele­
ments. As discussed in Sec. 12.3a, the Zener region is the voltage region in which the 
back resistance of the diode is sharply reduced from several megohms to a very few 
ohms for a relatively small change in the back voltage. The back a-c resistance, i.e., 
the effective resistance for incremental changes in the back voltage, in the Zener 
region is typically in the order of 5 to 15 ohms for low Zener voltages and in the order 
of 1,000 to 2,000 ohms for high Zener voltages. Used as a regulating element, the 
Zener region establishes the voltage-regulating level, and the diode a-c resistance in 
the Zener region establishes the effectiveness of the diode as a regulator for voltage 
variations in the source and for variations in any load shunting the diode. 

15.9a. Zener Voltage Ratings. Zener diodes, i.e., silicon junction diodes which are 
being utilized for their Zener characteristic, can be obtained with ratings from a few 
volts to approximately one hundred volts. Although the Zener region cannot be 
exactly controlled in production, diodes can be obtained from most manufacturers 
having Zener ratings in accordance with the standard RETMA values, such as is the 
case with resistors and capacitors, with accuracies which are within 5 or 10 per cent 
of the nominal values. There is no standard method of defining the Zener voltage. 
Ordinarily the Zener region is much more sharply defined for those diodes having 
large Zener voltages than for those with small Zener voltages. For this reason, the 
Zener voltage of a diode with a large rating, e.g., 100 volts, is ordinarily defined as 
the back voltage which causes the back current to increase to 200 or 300 microam­
peres, whereas in those diodes having a Zener voltage of only a few volts, the Zener 
voltage is often defined as the back voltage which causes the back current to increase to 
2 or more milliamperes. 

15.9b. Temperature Stability of the Zener Voltage. The Zener voltage rating of a 
silicon junction diode increases with an increase in temperature. Typical tempera­
ture coefficients are: 

~ 0.13%/C 0 for a Zener voltage of 100 volts 
~ 0.08%/C 0 for a Zener voltage of 20 volts 
~ 0.04%/C 0 for a Zener voltage of 6 volts 

For Zener voltages less than approximately 5 volts, the temperature coefficient may 
be either positive or negative. 

In the forward direction the voltage drop across a silicon junction diode decreases 
with an increase in temperature. Since the forward temperature coefficient is in the 
opposite direction to the Zener temperature coefficient, increased temperature stability 
can be achieved by adding a silicon junction diode in series and in opposite polarity 
with the silicon junction diode which is being utilized in the Zener application. As 
an example of the temperature stability which can be achieved with this technique, 
the Hoffman Semi-Conductor Division of Hoffman Electronic Corporation reference 
diode IN429 has a temperature coefficient which is in the order of 0.007%/C0

• 

1 Much of the information concerning Zener diodes was obtained from H. F. Schoemehl 
of the Hoffman Semi-Conductor Division of the Hoffman Electronic Corporation. 
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15.9c. Typical Circuit Configurations. The simplest circuit utilizing a Zener diode 
as a reference element is identical to that shown for the gas-tube voltage regulator 
except that the Zener diode is substituted for the tube (see Fig. 15.24). The value 
of the dropping resistor must be such as to limit the maximum diode current to a 
value within the diode's dissipation rating when the source voltage is the maximum 
and the load current is at a minimum. Low voltage Zener diodes have no character­
istic analogous to the ionization potential in gas tubes. However in certain high­
voltage Zener diodes, there is a requirement to exceed the Zener voltage in order to 
initiate the Zener action. 

A Zener diode can also be substituted for any of the voltage-regulator applications 
shown in Figs. 15.30 through 15.33. 

A voltage reference source which approaches the stability of a standard cell can 
be obtained by utilizing a two-stage Zener regulator in which the diodes and circuit 
resistances are maintained in a temperature-controlled oven. For example, a typical 
circuit would operate from an unregulated d-c source which is considerably larger 
than the desired d-c reference output. The first regulator stage would be of the type 
shown in Fig. 15.24 and would utilize either one or a series combination of Zener 
diodes which would provide an output intermediate between the unregulated source 
and the desired voltage reference output of the second regulator. The second regu­
lator stage would be identical to the first stage except that it would employ a Zener 
diode having the desired voltage-output rating. If a calibrated output load resist­
ance or divider is used, it should be constant and for best results should also be con­
tained in the temperature-controlled oven. 
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16.1. Constant-k and m-derived Filters. Constant-k and m-derived filters repre­
sent one unique family of filters and are sometimes referred to as Zobel 1 filters. 

16.ta. Filter Classifications. The four basic filter classifications are as follows: 
Low-pass filter. Transmission band extending from zero frequency to the fre­

quency of cutoff fc and an attenuation band extending from Jc to infinite frequency 
High-pass filter. Attenuation band extending from zero frequency to the frequency 

of cutoff Jc and a transmission band extending from fc to infinite frequency 
Bandpass filter. Transmission band extending from the lower cutoff frequency Ji 

to the upper cutoff frequency !2 and attenuation bands extending from zero frequency 
to f1 and from !2 to infinite frequency 

Band-elimination filter. Transmission bands extending from zero frequency to the 
lower cutoff frequency Ji and from the upper cutoff frequency h to infinite frequency 
and an attenuation band extending from Ji to f 2 

16.tb. Attenuation and Transmission Bands. In the attenuation band the char­
acteristic impedance of the filter is a pure reactance, and consequently, if the load 
terminating the filter is equal to the characteristic impedance of the filter, the generator 
will be working into a pure reactance and no power will be transmitted to the load. 
In a pra~tical case where the filter is terminated with a pure resistance, there is an 
impedance mismatch between the filter and the load, causing the input impedance to 
the filter to be slightly resistive. In this case the filter does transmit a limited amount 
of power in the attenuation band. 

In the transmission band the characteristic impedance of the filter is a pure resist­
ance; consequently, if the load is equal to the characteristic impedance of the filter, the 
generator will be working into a pure resistance and all the power will be transmitted 
to the load since the ideal filter contains only nondissipative reactive elements. In a 
practical application the filter elements contain resistance and will dissipate a small 
percentage of the power delivered by the generator. 

16 .1 c. Characteristic Impedance, Image Impedance, and Image Transfer Constant. 
The characteristic impedance Zo of a symmetrical filter is the impedance with which 
the filter must be terminated in order to see the same impedance Zo at the input 
terminals. Characteristic impedance is also known as the surge impedance. The 
characteristic impedance of any network can be determined by Eq. (16.1). 

(16.1) 

where Zoe == inp~t impedance with output terminals open-circuited 
Z,c == input impedance with output terminals short-circuited 

A network is operating on an image impedance basis if the input impedance to the 
terminated network is equal to the driving circuit impedance and if the output 
impedance of the driven network is equal to the terminating impedance. 

The image transfer constant, fJ == a + j(:J, is defined as being equal to one-half the 
natural logarithm of the complex ratio of the volt-amperes entering to those leaving 
the network when the network is terminated in its image impedance. An example 

1 Otto J. Zobel, Theory and Design of Uniform and Composite Electric Wave Filters, 
Bell Telephone System Tech. J., vol. 2, p. 1, January, 1923. 
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of a network operating on an image-impedance basis is shown in Fig. 16.1. 
(16.2) and (16.3) are applicable to networks operating on this basis. 

. l e1i1 i1 ✓Z11 
(J = a + J{:J = - X loge -. = loge 7 -2 e2i2 h Z22 

,, •11 i1 ✓Zu e =ea+,,.,=-;- -
h Z22 

where a = image attenuation constant, nepers (1 neper = 8.686 db) 
fJ = image phase constant, radians 

Z 11 = image input impedance 
Z22 = image output impedance 

If the network is symmetrical, Eq. (16.4) is 
also applicable. 

(16.4) 

2 

2' 

16-3 
Equations 

(16.2) 

(16.3) 

Frn. 16.1. A network terminated with 
16.ld. Filter Configurations. The filter its image impedances. · 

configurations to be discussed are shown 
in Fig. 16.2. The two basic configurations are the T and the 1r, and they are shown in 
both the balanced and unbalanced form. 

UNBALANCED 
UNBALANCED 

HALF SECTIONS BALANCED 
8ALANCEO 

HALF SECTIONS 

fz, f z, f z, fz, fz, fz, f z, fz, 

I3:EI3:E 
fz, fz, fz, 

(0) (bl (Cl (dl 

T SECTIONS 

z, f z, fz, fz, f z, fz, 

TI E::J B t::3 
(/) 

7f SECTIONS 

fz, 
(qi 

Frn. 16.2. Network configurations. 

fz, fz, 
(hi 

The characteristic impedances of symmetrical T and 1r balanced or unbalanced 
sections are given by Eqs. (16.5) and (16.6), respectively. 

(16.5) 

(16.6) 
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An examination of the two equations shows that the characteristic impedances of the 
two networks are a function of frequency, and hence, it is difficult to terminate either 
exactly with a simple network. If the terminations are assumed to be resistive and 
equal to -vz;:z;, the terminating resistance R will be equal to VL/C, provided the 
shunt and series arms are inductive and capacitive, respectively, or capacitive and 
inductive, respectively. Equations (16.5) and (16.6) can then be rewritten as folJows: 

Zr= R ✓1 +~ 
4Z2 

R 
Z1r =-----;=== 

✓1+~ 4Z2 

(16. 7) 

(16.8) 

16.te. Constant-k Filters. In a constant-k filter, the product of the series and shunt 
impedances is a constant independent of frequency. 

k = VZ1Z2 = R (16.9) 

where R = terminating resistance 
Each inductance in the shunt and series arms is associated with a capacitor in the 
series and shunt arms, respectively. Assuming nondissipative elements, Eq. (16.10) 
indicates the required relation between the elements. 

(16.10) 

The frequencies of maximum attenuation ai:e those farthest removed from the trans­
mission band; e.g., in a constant-k bandpass filter the frequencies of maximum attenua­
tion are at zero and infinite frequency. If more attenuation is desired adjacent to the 
transmission band, an m-derived type of filter must be employed. 

16.tf. m-derived Filters. There are two types of m-derived filter sections, series­
derived and shunt-derived. 

Series m-derived Sections. The characteristic impedance of a symmetrical T net­
work is ordinarily referred to as the mid-series image impedance because it is that 
impedance which is measured if a long ladder network is opened in the middle of one 
of the series arms as shown in Fig. 16.3a. 

If the series arm of the T network shown in Fig. 16.4a is modified by the factor m 
as shown in the network of Fig. 16.4b, the characteristic impedance of the two net­
works can be made the same if the shunt arm of the network shown in Fig. 16.4b is 
made equal to (Z2/m) + Z1(l - m2)/4m. The quantity mis a real number which 
varies between O and 1. The series m-derived section thus obtained will provide a 
proper impedance match for any other series m-derived section or for a constant-k 
section of the T type. 

Shunt m-derived Sections. The characteristic impedance of a symmetrical 1r net­
work is ordinarily referred to as the mid-shunt image impedance because it is that 
impedance which is measured if a long ladder network is opened in the middle of one 
of the shunt arms as shown in Fig. 16.3b. 

If the shunt arms of the 1r network shown in Fig. 16.5a are modified by the factor 
1/m as shown in the network of Fig. 16.5b, the characteristic impedances of the two 
networks can be made the same if the series arm of the network in Fig. 16.5b is made 
equal to mZ1 in parallel with Z24m/(1 - m2). The shunt m-derived section thus 
obtained will provide a proper impedance match for any other shunt m-derived section 
or for a constant-k section of the 1r type. 
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z, z, z, fz, fz, 

::-EETI 
z, z, 

(a) POINT OF MID SERIES IMAGE IMPEDANCE MEASUREMENT 

z, z, z, z, z, z, 

:::Em Em-~:-
(b) POINT OF MID SHUNT IMAGE IMPEDANCE MEASUREMENT 

Fm. 16.3. Infinitely long ladder networks. 

fz, fz, 

z, 

la) T SECTION lb) SERIES m-DERIVED T SECTION 

16-5 

Fm. 16.4. T networks which have the same characteristic impedances but different mid­
shunt impedances. 

z, 

2Z2 2Z2 

lo) Tr SECTION 

mZ, 

4mZ2 
l-m2 

2Z2 m 

(b} SHUNT m-DERIVED Tr SECTION 

Fm. 16.5. 1r networks which have the same characteristic impedances but different mid­
series impedances. 

Characteristics of m-derived Sections. In either a low- or high-pass filter, an 
m-derived section will theoretically introduce infinite attenuation at some frequency 
f ~ in the attenuation band. If the filter is of the bandpass type, an m-derived section 
will theoretically introduce infinite attenuation at two frequencies Ji~ and /2~ in the 
lower and upper attenuation bands, respectively. In a band-reject filter, an m-derived 
section will theoretically introduce infinite attenuation at two frequencies, f 1~ and 
f 2~, in the attenuation band. The smaller the value of m, the closer the frequencies of 
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maximum attenuation will be to the transmission bands. The attenuation at !CJ>, 
!100 , and /200 would be infinite with nondissipative elements; however, because of 
resistance in the elements, the attenuation has a finite value and becomes less and 
less as m is reduced and as the frequencies of maximum attenuation approach the 
transmission band. 

16.1g. Filter Terminations. The characteristic impedances of full T and 1r sections 
vary considerably with frequency because of the change in values of Z1 and Z2 as 
shown by Figs. 16.6 and 16.7 which are plots of Eqs. (16.7) and (16.8), respectively. 
The fact that the characteristic impedances are not independent of frequency presents 
no problem in combining any number of filter sections as long as the characteristic 
impedances of any two sections connected together are identical at all frequencies. 

Since the characteristic impedances of a T section of the constant-k type and of a T 
section of the series m-derived type are equal, these two types of filters can be con­
nected together. Also, since the characteristic impedances of a 1r section of the 

!I! 
1-!j 
~~ 
:gfil i=a~ 
~!:?~ ~~.,, 
wffil-. 
...... 4 

g~~ .,,!a 
~p~ 

2R 

tR 

0 
0 -o.5 

!NOi/CT/VE R£ACT.4NC£ 

-1.0 -f,5 -2.0 -2.5 -3.0 
z, 

41; 
Fm. 16.6. Characteristic impedance ZT of 
a T section versus Z1/4Z2. 

0 

/ ' I I \ 
/ I \ 

I \ 

/ I \ I ~ CAPACITIVE R£.4CT.4NCE 

~ \ 

I/ RESISTANC( I\., ... 
I......._...___ i-__ 

0 -0.5 -t.O -1.5 -2.0 -2.5 -3.0 
z, 
44 

Fm. 16.7. Characteristic impedance Z1r 
of a 1r section versus Z ii 4Z 2. 

constant-k type and of a 1r section of the shunt m-derived type are equal, these two 
types can be connected together. 

It is possible to split T and 1r sections into half sections as shown in Figs. 16.2b 
and 16.2/. In the case of the split T section, the characteristic impedance looking 
from the mid-section in either direction, assuming proper terminations, is termed the 
mid-shunt impedance of the T section. Although the characteristic impedances of 
constant-k and m-derived T sections are identical, the mid-shunt impedances are not. 
Also the mid-series impedances of constant k and m-derived 1r sections are different even 
though the input impedances to the full sections are identical. These particular 
characteristics of filter sections are of great value since the mid-shunt impedance of 
an m-derived T section and the mid-series impedance of an m-derived 1r section can be 
made to be very nearly equal to a constant resistance through the transmission band, 
and consequently these half sections can be used as satisfactory matching sections 
between full filter sections and resistive loads. 

In general, series m-derived T sections and shunt m-derived 1r sections are never divided 
into half sections tixcept when used as terminating half sections. The mid-shunt imped­
ance Z~ of the series m-derived T section and the mid-series impedance z: of the 
shunt m-derived 1r section can be made to approximate the terminating resistance R 
over most of the passband. 
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The mid-shunt impedance Z~ of a series m-derived T section can be determined 

from Eq. (16.11). 

, [ Z1] ZT = Z1r 1 + (1 - m 2
) 4z; 

The ratio R/Z~ indicates the mismatch 
between R and Z~ and is given by Eq. 
{16.12). 

R £~ 1 
i!='\Jl+:fi z 
'JT 2 1 + (1 - m2) _ _2_ 

4Z2 

(16.12) 

The mid-series impedance Z~ of a 
shunt m-derived 1r section can be deter­
mined from Eq. (16.13). 

I 1 
Z1r = Zr z (16.13) 

1 + (1 - m2
) -

1 

4Z2 

The ratio Z~/R indicates the mismatch 
between Z~ and R and is given by Eq. 
(16.14). 

z~ ✓---z; 1 -= 1+-------
R 4Z2 Z1 

1 + (1 - m2)-
4Z2 

(16.14) 

t.8 

1.6 

1.4 

,.2 

"'"'lt1:: 
a:: 1.0 0 

<1::J~ 

0.8 

0.6 

0.4 

0.2 

0 
0 .-0.2 -0.4 

Equations (16.12) and (16.14) have been 4 
plotted in Fig. 16.8 and show that when 44 

(16.11) 

-0.6 -0.8 -t.0 

m ~ 0.6, the best impedance match to a Fm. 16.8. ZT' and Z,r' as a function of 
resistive load is obtained. Zi/4Z2 for different values of m. 

18.1h. Attenuation and Phase Shift in T and 1r Networks. The attenuation and 
phase shift is the same in the properly terminated symmetrical T and symmetrical 1r 

sections shown in Fig. 16.2 and can be expressed by Eq. (16.15). 

where Y = ~ = U + jV 
4Z2 

From Eq. (16.4) 

~ = 1 + 2Y + V 4Y(l + Y) 
e2 

e8 = ea+ifJ = 1 + 2Y + -V 4Y(l + Y) 

from which the following can be written, 

(16.15) 

(16.16) 

e8 + e-8 
cosh (J = cosh (a + j{3) = 2 = 1 + 2Y = (1 + 2U) + j2V (16.17) 

and by making use of the identity, 

cosh (a + j{3) = cosh a cos {3 + j sinh a sin /3 (16.18) 
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Equations (16.19) and (16.20) can be obtained by equating the real and imaginary 
terms of Eqs. (16.17) and (16.18). 

and then from the identity 

1 + 2 U = cosh a cos (3 
2V = sinh a sin (3 

cos2 (3 + sin2 (3 = 1 

the following equation can be written 

-- + -- =1 (
1 + 2U)2 ( 2V )2 
cosh a sinh a 

(16.19) 
(16.20) 

(16.21) 

(16.22) 

Equation (16.22) relates the real and imaginary terms of Zi/4Z2 with the attenua­
tion constant a. Figure 16.9 is a plot of the attenuation constant a versus the absolute 
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Frn. 16.9. Relation between the attenuation constant a per section of any ladder type of 
structure and one-fourth the ratio of its series to its shunt impedance. 

value of Zi/4Z2 for different absolute values of the angle ct, whose tangent is equal to 
V /U. The angle ct, can also be expressed as being equal to the absolute value of the 
angle obtained by dividing the complex quantity Z1 by the complex quantity Z2. 
The attenuation in symmetrical constant-k or m-derived filter sections having any 
degree of dissipation in the elements can be determined from Fig. 16.9. To deter­
mine the attenuation constant as a function of frequency, it is first necessary to 
determine the absolute value and phase angle of Zi/4Z2 as a function of frequency. 
The terms Z 1 and Z 2 refer to the lumped impedances of the series and shunt arms, 
respectively. 

The phase shift (3 is the same in the properly terminated symmetrical T and ,r 

sections shown in Fig. 16.2 and can be determined from Eqs. (16.19) and (16.20) and 
the identity 

cosh2 a - sinh2 a = 1 (16.23) 

Therefore, 

( 1 +2u)2 -(~) 2 = 1 
COS (3 Slll {:J 

(16.24) 
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Equation (16.24) relates the real and imaginary terms of Zi/4Z2 with the phase-shift 
constant ~- Figure 16.10 is a plot of the phase-shift constant versus the absolute 
value of Zi/4Z2 for different absolute values of the angle cfJ whose tangent is equal to 
V /U. The phase shift in symmetrical constant-k or m-derived filter sections having 
any degree of dissipation in the elements can be determined from Fig. 16.10. To 
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Frn. 16.10. Phase shift in properly terminated filter sections. 

determine the phase-shift constant ~ as a function of frequency, it is first necessary 
to determine the absolute value and phase angle of Zi/4Z2 as a function of frequency. 

16.Ji. Practical Design Cqnsiderations. Figures 16.11 through 16.14 inclusive 
show the configurations for various types of filters employing constant-k and m-derived 
symmetrical sections. If the two halves of an m-derived section are employed as end 
sections, precautions should be taken to ensure that the configurations are as shown 
in the figures to avoid impedance mismatches within the filter. 
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The dissipation factor dis normally applied to filters instead of the figure of merit Q. 
The term dis defined as the reciprocal of Q, that is, d = 1/Q. At audio frequencies d 
is essentially dependent on the filter inductors alone since the Q's of the circuit 
capacitors are relatively much greater. At much higher frequencies the Q's of both 
the capacitors and inductors may be comparable; consequently d can be considered 
as being equal to the sum of the dissipation factors for the capacitors and inductors. 

L/2 l/2 

C 

C=7ftf, 
--------+-------- C 

L1/2 L1/2 

(U) CONSTANT k 

L1/2 

c-- I --~ 

<R 1
1 INTER- 1 
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(:.:\ 1 T > 

\ '- 11 : SECTIONS C2 ;t 
L --------4:---<0 O I 'z 1' e _J 

L-- ---' 

lJSE AS TERMINATING 
HALF SECTIONS 

(bl SERIES m-DERIVED 

Li/2 

I --1 r---w-, li/2 

I INTER- 1 L 
EC, I MEDIATE I EC, < 

£g_ I 1T I C2 R ";~ 

2 T ! sE~no:s ; I 2 ___ j 
L----.J 

lJSE AS TERMINATING 
HALF SECTIONS 

(CJ SHUNT m-OERIVEO 

where le = frequency of cutoff 
f~ = frequency of maximum attenuation 

Fm. 16.11. Low-pass filter sections. 

L,=mL 

C2=mC 

L1=ml 

c/=(l-m2) c 
4m 

c2=mC 

The performance of symmetrical filter sections having dissipation factors of 0.01 
(Q = 100) and 0.03 (Q = 33) are plotted in Figs. 16.15 to 16.36. Performance 
characteristics of filter sections having different Q's can usually be determined by 
interpolation or extrapolation of these data. 

To obtain the total attenuation through a filter, it is necessary to determine the 
sum of the attenuations in decibels of each individual filter section. 

Identical performance will be obtained from either Tor 1r filter sections. The choice 
is normally dependent on which is the more economical to manufacture. 
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where I"" = frequency of maximum attenuation 
le = frequency of cutoff 

FIG. 16.12. High-pass filter sections. 

Example 16.1 

16-11 

L- R 
- 4llfc 

C=-1-
4TTfcR 

·c,=f · 

L2==ffi 

C2=~ 

l _ 4ml 
,- l-m2 

l2=i 

c,=-& 

Design a 15- to 20-kc bandpass filter with a characteristic impedance of 600 ohms and 
whose attenuation at 15 and 20 kc is within 1.5 db of the mean frequency attenuation. 
Assume that the attenuation at 25 kc must be at least 30 db greater than the attenuation 
at the mean frequency. Assume inductor Q's of 100. 

Solution 
Normally, a filter will be selected which provides the sharpest cutoff just outside the 

desired passband. This requires that the filter be designed to have the maximum allow­
able attenuation at the frequency limits of the passband. 

1. Determine '2/lm and sections to be used. 

Im = V15 X 20 = 17.32 kc 

At the frequency where the attenuation is to be 1.5 db greater than that at the mean 
frequency, · 

I = ~ = 1155 fm 17.32 . 
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and at the frequency where the attenuation is to be at least 30 db greater than that at the 
mean frequency, 

f 25 
~ = 17.32 = 1.444 

From Fig. 16.22, where '2/fm = 1.2 and if f /fm = 1.155, the attenuation in a typical sec­
tion will be approximately 0.6 db greater than at the mean frequency. In addition, the 
total attenuation for the combination of a single m = 1 section and a single m = 0.6 sec­
tion at 1.444 f m is approximately 37 db. Therefore, a bandpass filter with f 2/fm = 1.2 and 

L1 c, 
R 

L, = T(f.,-t,) 
trt, 

c, = 4rf1t2R 

(a) CONSTANT k 

L _(ft-!1)R 
2 • 4rt,t2 

-DERIVED 

A=(l-m2)/4m 

USE AS TERMINATING 
HALF SECTIONS 

m= I- (1.~Ad11AY 
('200/'ni-'n,Aa,)l 

WHERE t, = LOWER CUTOFF FREOUENCY 

f2 = UPPER CUTOFF FREO(JENCY 

Im= .f1ili= Jt, 00 12 00 
12 00 = UPPER FREOUENCY OF MAXIMUM 

ATTENUAT/O1( 
!ta, = LOWER FREOUENCY OF MAXIMUM 

ATTENUATION 
Frn. 16.13. Bandpass filter sections. 

c, [ t+N2 l 
C1=m (N-1/'N)2 

composed of an m = 1 section and two m = 0.6 half sections, for proper terminations, will 
satisfy the requirements. 

NoTE: If additional attenuation at some specific frequency is desired, add an additional 
filter section. This, however, complicates the problem since the total attenuation at 
film = 1.155 will be more than the desired 1.5 db. This necessitates interpolation between 
Figs. 16.22 and 16.24 for the proper value of J2/fm for there to be no more than a total of 
1.5 db attenuation at f /fm = 1.155. 

2. Determine ft and /2. 
From step 1, '2/fm must equal 1.2; therefore, 

/2 = 1.2fm = 1.2 X 17.32 = 20.8 kc 
fm 17.32 

Ji = 1.2 = 1.2 = 14.43 kc 
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where Ii = lower cutoff frequency 
'2 = upper cutoff frequency 

Ji,., = lower frequency of maximum attenuation 
/2...., = upper frequency of maximum attenuation 

Fm. 16.14. Band-elimination filter sections. 
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FIG. 16.15. High-pass or low-pass filter char­
acteristics; d = 0.03; m = I.0; m = 0.8; 
m = 0.6. (Reprinted from "Simplified Fil­
ter Design" by J. Ernest Smith through the 
courtesy of RCA Institutes, Inc.) 
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plified Filter Design" by J. Ernest Smith 
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FIG. 16.16. High-pass or low-pass filter char­
acteristics; d = 0~01; m = 1.0; m = 0.8; 
m = 0.6. (Reprinted from "Simplified Fil­
ter Design" by J. Ernest Smith through the 
courtesy of RCA Institutes, Inc.) 
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FIG. 16.18. Bandpass filter characteristics; 
Im/Ii = blfm = 1.05; d = 0.01; m = 1.0; 
m = 0.8; m = 0.6. (Reprinted from "Sim­
plified Filter Design" by J. Ernest Smith 
through the courtesy of RCA Institutes, Inc.) 
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m = 0.8; m = 0.6. (Reprinted from "Sim­
plified Filter Design" by J. Ernest Smith 
through the courtesy of RCA Institutes, Inc.) 
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FIG. 16.21. Bandpass filter characteristics; 
fm/fi = '2/fm = 1.2; d = 0.03; m = 1.0; 
m = 0.8; m = 0.6. (Reprinted from" Sim­
plified Filter Design" by J. Ernest Smith 
through the courtesy of RCA Institutes, Inc.) 
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Fm. 16.20. Bandpass filter characteristics; 
fm/fi = f2/fm = 1.1; d = 0.01; m = 1.0; 
m = 0.8; m = 0.6. (Reprinted from "Sim­
plified Filter Design" by J. Ernest Smith 
through the courtesy of RCA Institutes, Inc.) 
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FIG. 16.22. Bandpass filter characteristics; 
fm/fi = '2/fm = 1.2; d = 0.01; m = 1.0; 
m = 0.8; m = 0.6. (Reprinted from" Sim­
plified Filter Design" by J. Ernest Smith 
through the courtesy of RCA Institutes, Inc.) 
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Fm. 16.23. Bandpass filter characteristics; 
fmlli = blfm = 1.3; d = 0.03; m = 1.0; 
m = 0.8; m = 0.6. (Reprinted from "Sim­
plified Filter Design" by J. Ernest Smith 
through the courtesy of RCA Institutes, Inc.) 
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FIG. 16.25. Bandpass filter characteristics; 
Im/Ji = blfm = IA; d = 0.08; m = 1.0; 
m = 0.8; m = 0.6. (Reprinted from "Sim­
plified Filter Design" by J. Ernest Smith 
through the courtesy of RCA Institutes, Inc.) 
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FIG. 16.24. Bandpass filter characteristics; 
fm//1 - fdfm = 1.3; d = 0.01; m = 1.0; 
m = 0.8; m = 0.6. (Reprinted from" Sim­
plified Filter Design" by J. Ernest Smith 
through the courtesy of RCA Institutes, Inc.) 
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FIG. 16.27. Band-elimination filter charac­
teristics; Im/Ji = /2/lm = 1.05; d = 0.03; 
m = 1.0; m = 0.8; m = 0.6. 

50 

45 

40 

3§ 

~ 30 
z 
0 

~ 25 
::::, 
z 
w ... 
~ 20 

15 

IO 

5 

\ 

' \ i 
\-m=f.O 
I I 

\ 'rm~0.8 

/ \ 
~ 

lJ\m:0.6 . 
L,/ \~ 

'-; 

\ 

"'----· ~- ~-- ._ __ 
~.00 1.05 1.10 1.15 1.20 1.25 1.30 4.35 

.LoR2!1 
fm f 

Frn. 16.29. Band-elimination filter charac­
teristic; Im/Ii = /2/lm = 1.10; d = 0.03; 
m = 1.0; m = 0.8; m = 0.6. 
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Frn. 16.28. Band-elimination filter charac­
teristics; Im/Ii = /2/fm = 1.05; d = 0.01; 
m = 1.0; m = 0.8; m = 0.6. 
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FIG. 16.30. Band-elimination filter charac­
teristics; fm//t ='2/fm = 1.10; d = 0.01; 
m = 1.0; m = 0.8; m = 0.6. 



16-18 ELECTRONIC DESIGNERS' HANDBOOK 

50 
\ 

45 \ 

40 
\ 
\ m=I.0 

35 

ID 
30 0 

:z 
0 
;:: 

25 <[ 
::, 
z 
w 
I-

~ 20 

15 

10 

5 

\ I\ \ 

\ / \ m=0.8 
\/ 
/\ \ 

/ '. \ -- i/_' ~ m=0.6 

- / \\ 
'. \ 

~ ,\. 
..... , -- -0 

1,00 1,05 1.10 U5 l.20 1,25 t.30 t,35 

1.oRJ.0 fn, f 

Fm. 16.31. Band-elimination filter charac­
teristics; fm/fi = !dim = 1.2; d = 0.03; 
m = 1.0; m = 0.8; m = 0.6. 
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Fm. 16.33. Band-elimination filter charac­
teristics; fm/fi = /2/fm = 1.3; d = 0.03; 
m = 1.0; m = 0.8; m = 0.6. 
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Fm. 16.32. Band-elimination filter charac­
teristics; fmlfi =fdfm = 1.2; d = 0.01; 
m = 1.0; m = 0.8; m = 0.6. 
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FIG. 16.34. Band-elimination filter charac­
teristics; f m//t = /2/J m = 1.3; d = 0.01; 
m = 1.0; m = 0.8; m = 0.6. 
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Frn. 16.35. Band-elimination filter charac­
teristics; fml/i = /2/fm = 1.4; d = 0.03; 
m = 1.0; m = 0.8; m = 0.6. 
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Frn. 16.36. Band-elimination filter charac­
teristics; fm/fi =/2/fm = 1.4; d = 0.01; 
m = 1.0; m = 0.8; m = 0.6. 
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F10. 16.37. 15- to 20-kc bandpass filter sections. 

3. Design the m = 1 or constant-k section (Fig. 16.13). 
Assuming that T sections are to be employed, 

600 
L 1 = 'll"(20,800 _ 14,430) = 0.030 henry, or 30 mh 

(J = 20
•
800 

-
14

•
430 = 0.00282 farad or 2 820 f 1 4'11" X 14,430 X 20,800 X 600 ' ' µµ 

~ = <20•800 - l 4 ,430) 500 = 0 001015 h n 1 015 mh 2 4'11" X 14,430 X 20,800 · e ry, or · 

1 
C2 = '11"(20,

800 
_ 14,430)

600 
= 0.08325 farad, or 83,250 µµf 

Them = 1 section is shown in Fig. 16.37a. 
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4. Design the m = 0.6 half sections (Fig. 16.13). 
The 0.6 half sections must be halves of a T section to match the constant-k section 

designed in step 3. 
La = 0.6 X 30 = 18 mh 

Ca = 2•
820 = 4 700 µµf 

0.6 ' 

The values of A and N must be calculated before the following equations can be written. 

£4 = 30 X 0.2668 ( 1 + 1.
2
~ 52) = 13.08 mh 

C 2,820 _1_ = 4 100 f 
4 1 + 1.2552 X 0.2668 ' µµ 

Ls = 30 X 0.2668(1 + 1.2552) = 20.6 mh 

C' 2,820 _1_ = 6 460 f 
" 1 X 0.2668 ' µµ 

1 + 1.255 2 

The m = 0.6 half sections are shown in Fig. 16.37b. 
5. Combine the half sections with the constant-k section. See Fig. 16.37c. 
NoTE: The response of the completed filter is shown in Fig. 16.38. 
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FIG. 16.38. Characteristics of filter shown in Fig. 16.37. 

16.2. Bridged-T and Parallel-T Networks. Bridged-T and parallel-T networks 
have three general uses: as band-elimination filters, as feedback networks in fre­
quency-selective amplifiers and oscillators, and as calibrated bridges in measuring 
devices. 

Unloaded bridged-T and parallel-T networks of the types shown ·in Figs. 16.39 
to 16.41 introduce no attenuation to a signal at either zero or infinite frequency and 
theoretically can be designed to have any desired amount of attenuation at any 
single frequency. Although it is possible to design the circuits in Figs. 16.39 and 
16.40 to have infinite attenuation at the center frequency, the attenuation will be 
limited by the unbalance of the circuit elements, inadequate shielding between the 
input and output circuits, and the stray capacitance shunting the circuit elements. 
In general, however, a signal attenuation of 50 to 60 db can be obtained without 
difficulty. 

The phase shift in bridged-T and parallel-T networks is 0° at zero frequency, and 
with increased frequency the phase lags and reaches a maximum on the low-frequency 
side of the frequency of maximum attenuation. The phase shift reverses to a leading 
phase shift of equal amplitude on the high-frequency side of the center frequency, 
and as the frequency is further increased, the phase shift reduces and approaches zero 
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as a limit at infinite frequency. Depending on the design of the network, the maxi­
mum phase shift can be as much as 180°. 

The RLC bridged-T network shown in Fig. 16.39 is unique in that there is no 
theoretical limit as to the minimum width of the attenuation band. In an actual 
application, however, the minimum attenuation bandwidth is limited by the Q of 
the inductor. For the parallel-T and RC bridged-T networks shown in Figs. 16.40 
and 16.41, respectively, there are theoretical limits as to the minimum widths of 
the attenuation bands. Narrower attenuation bandwidths can be obtained with 
parallel-T networks than with RC bridged-T networks. 

It is possible to design RLC bridged-T networks (see Fig. 16.39) and parallel-T net­
works (see Fig. 16.40) to have negative transfer functions. 1 

0 

Frn. 16.39. Bridged-T network. 

C 

Q 
I

bC 

00----------------~o 

0 0 0 

0 

(al 

R 

C 
/JR 

kR 

C 
C k 
b 

Frn. 16.40. Parallel-T network. 

bR 

9 
(/)) 

Frn. 16.41. Bridged-T attenuating networks. 

a 

0 

The RC bridged-T networks shown in Fig. 16.41 have the disadvantage of requiring 
circuit values with extremely large ratios whenever very large amounts of attenuation 
are desired. 

16.2a. RLC Bridged-T Network. The transfer function for the unloaded RLC 
bridged-T network shown in Fig. 16.39 is given by Eq. (16.25). 

For Fig. 16.39 

Eo (1 - w2R1RLC2) + j(w2R1C - w3R1LC2) 

Ei = (1 - w2RiRLC2 - w2LC) + j(w2R1C + wRLC - w8R1LC2 ) 
(16.25) 

If the network is to be a true null network, i.e., have infinite attenuation at some 
specific frequency wo, Eqs. (16.26) and (16.27) must be satisfied. 

For a complete null at wo 

and 

where wo = frequency at which null occurs 

(16.26) 

(16.27) 

1 A system has a negative transfer function when the output voltage is 180° out of phase 
with respect to the input voltage. A network of this type is often used as the feedback 
network in a single-stage oscillator. 



16-22 ELECTRONIC DESIGNERS' HANDBOOK 

For the case of the true null network, Eq. (16.25) can be simplified to the form given 
by Eq. (16.28). 

For Fig. 16.39 and a complete null 

Eo 1 
E, = 

1 
+. 2X 

J QL(l - X2) 

(16.28) 

where QL 

X 
w 

Wo 

In the case of a complete null, the attenuation bandwidth can be expressed by the 
network figure of merit Qn. 

Q 
_ Wo 

n ---- (16.29) 
W2 - Wt 

where wo = null frequency 
w1, w2 = frequencies at which network attenuates input signal by 3 db 

If the RLC bridged-T network shown in Fig. 16.39 is adjusted for a complete null, 
the value of Qn can be determined from Eq. (16.30). 

(16.30) 

The center frequency wo, i.e., the frequency of maximum attenuation, for the circuit 
in Fig. 16.39 can be determined exactly from Eq. (16.26) only in the case where Eq. 
(16.27) is satisfied. For other than the complete null case, however, the error in 
determining the frequency of maximum attenuation from Eq. (16.26) is very small 

provided that the product R1RL is no 
Ebb more than approximately four times as 

FffOBACK 
NETWORK 

Frn. 16.42. Single-stage oscillator using a 
feedback network having a negative trans­
fer function. (Re must be large enough that 
it does not load the feedback network.) 

large as the value specified by Eq. (16.27) 
and provided R1 » RL. Under these 
conditions, the transfer function for the 
network at the frequency of maximum 
attenuation can very nearly be deter­
mined from Eq. (16.31). 

For Fig. 16.39 and w = w0 

If the product R1RL is less than the value 
specified by Eq. (16.27), the transfer 
function at wo as given by Eq. (16.31) 
will be negative. In an actual circuit it 
is therefore possible to make R1 adjust­
able and vary the degree of attenuation 
over wide ranges and obtain either a 

positive or negative transfer function without appreciably changing the center fre­
quency of the network. 

A network with a negative transfer function has value in the design of a single-stage 
oscillator. The oscillator circuit can be quite simple as shown in Fig. 16.42. It 
should be noted that the amplifier gain without feedback must be sufficient to com­
pensate for the loss in the feedback network. Maximum frequency stability is 
achieved if R1RL is no smaller than absolutely necessary to cause the network to have 
a negative transfer function. This condition ensures a maximum rate of phase shift 
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versus frequency through the network in the region of the center frequency and conse­
quently reduces the range of frequencies at which the phase shift in the network 
approaches ± 180°. 
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Fm. 16.43. Amplitude and phase characteristics of parallel-T networks of the type shown 
in Fig. 16.40 for k = 1. The frequencies above and below lo at which the transmission 
through the network is 3 db greater than the transmission at the center frequency lo can 
be determined by the intersection of the dashed lines and the applicable circle. 

16.2b. RC Parallel-T Network. The transfer function for the unloaded RC par­
allel-T network shown in Fig. 16.40 is given by Eq. (16.32). 

(
Wo _ ~) + j (b + ~ + ! + !) 
W Wo k k b 

(16.32, 

where wo = 1/RC 
At the center frequency wo, i.e., the frequency of maximum attenuation, Eq. (16.32) 
reduces to Eq. (16.33). 

For Fig. 16.40 at w = Wo and RC = 1/wo 

b~(k + 1) - bk 
b2(k + 1) + b + k 

(16.33) 
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From Eq. (16.32) it is easily shown that a complete null is obtained with the network 
shown in Fig. 16.40 provided Eqs. (16.34) and (16.35) are satisfied. 

For Fig. 16.40 and a complete null at w = wo 

and 

k 
b=k+l 

RC=..!._ 
Wo 

(16 .. 34) 

(16.35) 

In the case of the complete null networks for k = 100 and k = 1, the values for 
Q11 [see Eq. (16.29)] are approximately H and }4, respectively. 

120° 

130° 

140° 

150° 

160° 

170° 

-160° 

-150° 

-140° 

-130° 

-120° 

110° 100° 90° 80° 70° 50° 40° 

-110 -100 -90° -80° -70° -60° -50° -40° 

-10 

FIG. 16.44. Amplitude and phase characteristics of parallel-T networks of the type shown 
in Fig. 16.40 for k = 100. The frequencies above and below lo at which the transmission 
through the network is 3 db greater than the transmission at the center frequency lo can 
be determined by the intersection of the dashed lines and the applicable circle. 

Equation (16.33) indicates that it is possible to obtain the same values of attenua­
tion at w 0 with an infinite number of combinations of values for b and k. Figures 
16.43 and 16.44 are plots of the amplitude and phase characteristics as determined 
from Eq. (16.32) fork = 1 and k = 100, respectively. As can be seen, the attenua­
tion bandwidths are much narrower for k = 100 than for k = 1. Values of k larger 
than 100, however, make no appreciable reduction in the attenuation bandwidth. 
If the circle which defines the locus of the network transfer function encompassP,S 
the origin, the transfer function for the network will be negative at wo. The largest 
circles shown in Figs. 16.43 and 16.44 describe the loci of paralleL-T transfer functions 
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which have the largest possible negative amplitudes at the center frequency w 0 for 
k = 1 and k = 100, respectively. The value of b which will cause an RC parallel-T 
network to have the largest possible negative transfer function at wo can be deter­
mined from Eq. (16.36). 

b = 0.414k 
k + 1 

(16.36) 

The amplitude of the transfer function at wo can then be determined from Eq. (16.33). 

- 90° - 80° - 70° -60° - 50° - 40° 

FIG. 16.45. Amplitude and phase characteristics of RC bridged-T networks of the types 
shown in Fig. 16.41 for k = 0.5. The frequencies above and below lo at which the trans­
mission through the network is 3 db greater than the transmission at the center frequency 
lo can be determined by the intersection of the dashed lines and the applicable circle. 

16.2c. RC Bridged-T Network. The transfer function for 
bridged-T networks shown in Fig. 16.41 is given by Eq. (16.37). 

Vbk (Wo - ~) + j(l + k) 
Eo W Wo 
E, ,Vbk (Wo - ~) + j(l + k + b) 

W Wo 
where Wo = ~ 1u.. 

RC vbk 

1 

the unloaded RC 

(16.37) 
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At the center frequency wo, Eq. (16.37) reduces to Eq. (16.38). 
1 

For Fig. 16.41a and b at w = wo and RC = ----
Wo -Vbk 

(16.38) 

Equation (16.38) shows that neither a complete null nor a negative transfer function 
is possible. Very large values of attenuation are obtained only for large values of b. 

90° 80° 70° 50° 40° 

-90° -80° -70° -60° -50° -40° 

FIG. 16.46. Amplitude and phase characteristics of RC bridged-T networks of the types 
shown in Fig. 16.41 fork = 100. The frequencies above and below lo at which the trans­
mission through the network is 3 db greater than the transrr..ission at the center frequency 
lo can be determined by the intersection of the dashed lines and the applicable circle. 

Families of transfer functions have been determined from Eq. (16.37) for k = 0.5 
and k = 100 and are plotted in Figs. 16.45 and 16.46. As in the case of the parallel-T 
networks, narrower attenuation bandwidths are obtained with larger values of k. 
Values of k greater than 100, however, make no appreciable reduction in the attenua­
tion bandwidth. 

16.3. Special Applications of Bridged-T and Parallel-T Networks. In addition 
to their use as feedback networks in oscillators, bridged-T and parallel-T networks 
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are frequently used as feedback networks in rejection amplifiers and frequency­
selective amplifiers. To simplify the analysis of rejection and frequency-selective 
amplifiers, the feedback network has been assumed to be a complete null network 
in the material which follows. As will be shown later, however, certain precautions 
must be exercised in the use of null net ... 
works in feedback amplifiers to achieve 
stability. T 

16.3a. Frequency-selective Amplifiers. e; 
In a negative-feedback amplifier having .L..l_ 
a null network in the feedback loop as 2 

A T 
6'o 

,6 

shown in Fig. 16.47, the amount of feed- FIG. 16.47. Frequency-selective amplifier. 
back at the null frequency theoretically 
is zero, and the gain of the amplifier at the null frequency theoretically is the same 
as the gain of the amplifier without feedback. On either side of the null frequency 
the feedback network has less attenuation and the amplifier gain will be reduced be­
cause of the negative feedback. The gain of a frequency-selective amplifier employ­
ing a null network in the feedback loop can be determined from Eq. (16.39). 

where A. - gain with feedback 
A = gain without feedback 

A 
A.= 1 + A{J 

fJ = transfer function of the feedback network 

(16.39) 

From Eq. (16.39) it can be seen that A. will equal A if fJ = 0 and will equal A/(A + 1) 
when fJ = 1. It follows that the maximum possible difference in signal level that can 
exist between the center frequency and any other frequency is A + 1. At the -3-db 
frequencies, because of the manner in which the Q of the null network is defined, the 
transmission band of the frequency-selective amplifier is narrower than the rejection 

0 r-------r--r---,----ir--ir-"l'_,....,...,----~-...._,-......... --,..-,-....,.....,....,r-, 

51------i---t--+---,1--11-+-+,Aft!tl\-\-----t----t--+-+-+-+--+--H 

101------i---t--t----,l--lf-l:A-J'lfffl\-\--~--t----t--+-+--+-+--+--H 

CD 15 -----+--+---+--lf---7'1..._""4-,R++++-~-,-+-----t---t--+-+-+---f-i 
0 
z 20 t------t--t-::::~---lt--::l~--tt"clt-t--r'r-...,.,_....-t-~-...;:t--' 
0 

~25i--==-:-t--+--;.o"-11--11r+-+-++--'~--+--""'-<=:-t---+-
=> ia 30 t--:==--,=---t--t:7"'9r--1r-7"'t--+-+-t--..---f"-.:::---+--+=~-.:~ 

I~ 35 J-------:,:j-~-t--t---::,11""--l1-+-t-+-t---~--+-=-,...;....:.:_ 

40 1-----1-----::::::.....-i- 4 :159 
A IS THE AMPLIFIER GAIN WITHOUT FEEDBACK 

45 o----+---,Os IS THE EFFECTIVE O OF THE AMPLIFIER WITH 
THE NULL NETWORK IN THE FEEDBACK LOOP ~o----___. ____ .._ _____ ___..,_ ________ _.._..__,_....._,'--' 

0.t 1.0 
t/f0 

10 

FIG. 16.48. Selectivity curves of a frequency-selective amplifier having a null network 
with a Q of ~4 in the feedback loop. (Symmetrical parallel-T null network where k = 1 
and b = 0.5.) 

band of the null circuit by itself; however, the ratio of the center frequency signal level 
to the level of signals far removed from the center frequency may be much greater 
in the null network by itself than in the frequency-selective amplifier utilizing the 
null network. 

A family of selectivity curves for frequency-selective amplifiers utilizing sym­
metrical parallel-T null networks has been plotted in Fig. 16.48. 
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Stability Considerations. At frequencies near the center of the passband, i.e., 
the null frequency of the feedback network, the amplifier should have a minimum 
amount of phase shift. This requirement exists because the negative feedback 
inherently introduces ± 180° phase shift and the null network adds an additional 
±90° phase shift at those frequencies adjacent to the null frequency. Consequently, 

if the phase shift in the amplifier near the center frequency approaches or becomes 
equal to ±90°, the amplifier with feedback will either have pronounced distortion 
in the selectivity curve or will oscillate. 

Care must be exercised to prevent the feedback network from being adjusted to 
have a negative transfer function since the system would then be regenerative at the 
null frequency and consequently would oscillate if the amplifier gain were sufficiently 
high. In addition, excessive phase shift in the amplifier can cause the center fre­
quency of the frequency-selective amplifier to be slightly different from the center 
frequency of the null network. 

Effective Q of a Frequency-selective Amplifier. The effective figure of merit Q. for the 
frequency-selective amplifier, i.e., the center frequency divided by the bandwidth 
at the -3-db frequencies, can be determined from Eq. (16.40). 

(16.40) 

In the case of an RLC bridged-T null network, Qn is given by Eq. (16.30). For the 
parallel-T null network, Qn is approximately equal to 7~ when k is equal to 100, and 
% when k is equal to 1. 

Fm. 16.49. One-stage frequency-selec­
tive amplifier. 

Fm. 16.50. 
amplifier. 

Ecc2 

Two-stage frequency-selective 

Sample Circuits. Ideally a null network should not be loaded. Consequently, 
in circuit applications the output of the null network is usually connected to the grid 
of a tube. Bias for this particular tube must therefore be supplied through the net­
work. Typical feedback configurations for frequency-selective amplifiers are shown 
in Figs. 16.49 and 16.50. 

In certain applications it may be advantageous to drive the null networks from 
cathode followers so that the amplifier circuits are not loaded by the null networks. 
The result is an increase in amplifier gain and a higher-Q selective amplifier. 

Bandpass Selective Amplifiers. Frequently there is the requirement that the pass­
band of the amplifier be flat instead of having a single peak as is typical of a single 
resonant circuit. The flat or nearly flat top can be acquired by cascading several 
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independent feedback stages which are staggered in frequency. The frequency to 
which each feedback stage should be tuned can be determined in the same manner 
that the frequern:iies of staggered i-f stages in receivers 1 are determined. 

16.3b. Rejection Amplifiers. A rejection amplifier can be realized from the circuit 
of Fig. 16.47 provided the output is taken at point 2 in the circuit. Preferably, the 
output should be taken through an isolating stage such as a cathode follower so as 
not to load the null network. The equation for the gain Ar of this particular rejection 
amplifier is given by Eq. (16.41). 

(16.41) 

where f3 = transfer function of null network 
The effective figure of merit Qr for rejection amplifiers using RLC bridged-T and 

parallel-T null networks is given by Eq. (16.42). 

Qr = (A+ l)Qn (16.42) 

where Qr defines the response curve for the rejection amplifier in the same manner 
that Qn defines the response curve for the null network. 

A 

(0) NEGATIVE FEEDBACK AMPLIFIER USED AS 
BOTH A FREQUENCY SELECTIVE AMPLIFIER 
AND A REJECTION AMPLIFIER 

A 
A+! 

A/I' A/l'+f .___ ___________ _ 
fo 

WHERE JI 'IS THE VALUE OF .,9 AT 
THE NULL FREOUENCY 

(bl TYPICAL RESPONSE CHARACTERISTICS 
OF THE COMBINATION AMPLIFIER 

FIG. 16.51. Combination frequency-selective and rejection amplifier. 

It should be noted that Qr~ Q. for either type of null network. Figure 16.51 
shows the relative frequency response of Ar and A. for an amplifier which might serve 
as both a frequency-selective amplifier and a rejection amplifier. If the feedback 
network by itself does not have a complete null, the depth of the null for the rejection 
amplifier will be less than the depth of the null for the null network .taken by itself. 
However, the reduction in attenuation is accompanied by a narrowing of the attenua­
tion band. The actual depth of the null for the rejection amplifier which has a feed­
back network with an incomplete null is given by Eq. (16.43). 

Flat 1 + Af3' 
Null = f3'(1 + A) 

(16.43) 

where {3' = value of f3 at null frequency 

Example 16.2 

Design a parallel-T null network that has its null at 30 cps and which has the narrowest 
possible attenuation band (see Fig. 16.40). 

1 See Sec. 7.4/. 
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Solution 

For the narrowest attenuation band, k = 100 and b = 0.99 (see Fig. 16.44). 
From Eq. (16.35) 

1 
RC = Z1r X 30 = 0.00531 

R can arbitrarily be made equal to any value, and the preceding equation can then be 
eolved for C. For example, let R = 10,000 ohms. 

C = 0.00531 
10,000 

= 0.531 X 10-6 = 0.531 µf 

With reference to Fig. 16.40, the other circuit values are as follows: 

C 
,:; = 5,310 µµf kR = 1 megohm 

C 
b = o.536 µf bR = 9,900 ohms 

NoTE: The effective Q of this particular null network is approximately one-half; therefore 
the bandwidth between -3-db frequencies is approximately 60 cycles. With reference to 
Fig. 16.44, the transmission is equal to 0.707 at approximately 0.4f O and 2.5f 0 • The phase 
shift at 0.4/0 is -44°, and the phase shift at 2.5f0 is +44°. 
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17.1. Fixed Attenuators. Networks which introduce a fixed amount of attenua­
tion independent of frequency have extensive use. They can be designed to have 

I? R2 V-?R, V-?R2 

J;~ 
01?, ½'R2 

UNBALANCED T BALANCED T 

FIG. 17.1. T and H attenuator networks. 
l/N8ALANCEO 1T 

f/2R1 :n: 
~ 

f/2R1 

8ALANC£0 7f 

FIG. 17 .2. 1r and O attenuator networks. 

equal or unequal input and output impedances and to provide different amounts of 
attenuation. 

Unbalanced and balanced T and 1r networks are shown in Figs. 17.1 and 17.2. For 
every ratio Zi/Z2 of the values of terminating impedances there is an associated mini­

WO 
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Z,/Zt 

~ 

/ 
/ 

/ 
/ 

/ 

10 

, 
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30 

mum value of the ratio of input power 
to the attenuator to output power from 
the attenuator which can be realized. 

K = power into network 
power out of network 

Kmin = 211 - 1 + 2 ✓~;_: _(_;_: __ -1~) 

(17.1) 

where Kmin = minimum possible value 
of K for particular ratio of Z1 to Z2. 
The minimum possible values of the 
power ratio K as a function of Zi/Z2 are 
given in Fig. 17 .3. There is no maximum 
value for the power ratio. It should be 
noted that Z1 is always taken as the 
larger impedance and can be either the 
input or output impedance. 

FIG. 17.3. Plot of the minimum possible 
values of K as a function of Zi/Z2 (refer to 
Figs. 17.1 and 17.2). If K = Kmin, R1 = 0 
in Fig. 17.1 and R1 = oo in Fig. 17.2. 

Since these networks can be made to 
have unequal input and output imped­
ances, they are frequently used for im­
pedance matching even though there is 
an associated power loss. 

For the balanced and unbalanced T net­
works shown in Fig. 17.1 where Z1 ~ Z2, 

the values of R1, R2, and Ra can be determined from Eqs. (17.2) to (17.6). 

R _ Z1(K + 1) - 2 ~ 
1 - K -1 

R 
_ Z2(K + 1) - 2 V~ 

2 - K -1 

R 
_2-y~ 

3 - K - 1 
17-2 

(17.2) 

(17.3) 

(17.4) 
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( VR - 1) 
R1 = R2 = Z1 VK + 1 (17.5) 

R - 2Z1 VK 
3 

- K -1 (17.6) 

For the balanced and unbalanced 1r networks shown in Fig. 17.2 where Z 1 ~ Z 2, 

the values of R1, R2, and R3 can be determined from Eqs. (17.7) to (17.11). 

Example 17 .1 

R1 = (K - l)Z1 Vh 
(K + 1) VZ2 - 2 -vl[z;_ 

R2 = (K - l)Z2 Vh 
(K + 1) VZ1 - 2 v'I[z; 

Ra = K - 1 ✓Z 1Z 2 

2 K 

R1 = R2 = Z1 (V~ + 1) 
VK-1 

Zi(K - 1) 

2 v1K Ra 

(17.7) 

(17.8) 

(17.9) 

(17.10) 

(17.11) 

Design a network to match a 500-ohm generator to a 200-ohm load with the minimum 
possible power loss. 

Solution 

1. Determine the ratio of Z1 to Z2 and the minimum possible value of the ratio of net­
work input power to network output power. 

From Eq. (17.1) 

Z1 = 500 = 2 50 Z2 200 . 

Kmin = 2 X 2.50 - 1 + 2 V 2.50(2.50 - 1) 
= 7.87 

2. Determine the type of network to be used and the network values. 
Since the type of network was not specified, an arbitrary choice might be an unbalanced 

T. It was stated that the network loss should be a minimum, therefore K must equal 7.87. 
In Fig. 17.3 it is stated that R2 = 0 ohms when K is equal to its minimum value; therefore, 
it is only necessary to determine R1 and Ra. 

From Eqs. (17.2) and (17.3) 

500(7 .87 + 1) - 2 ,V7 .87 X 500 X 200 
Ri = 7.87 - 1 

387 

= 387 ohms 

2 ,V7.87 X 500 X 200 
Ra = 7.87 - 1 

200 

= 258 ohms Frn. 17.4. Circuit for Example 17.1. 

(Refer to Fig. 17.4.) 
3. Determine the loss in the network. 

Loss = 10 log10 K 
= 8.96 db 
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Example 17.2 

Design an unbalanced 1r attenuator with a loss of 20 db (K = 100) to operate between a 
200-ohm line and a 500-ohm line. 

Solution 

1. Determine the ratio of Z1 to Z2 and the minimum possible value of K. 

Z1 500 
Z2 = 200 = 2·50 

From Example 17.1, K must be equal to or greater than 7.87. 
2. Determine the network values. 
Network was specified as an unbalanced 1r (see Fig. 17.2), and K is equal to 100. 
From Eqs. (17.7) to (17.9) 

1567 

<;• F~~,.t · ;. 500 200 

Frn. 17 .5. Circuit for Ex­
ample 17.2. 

R (H)0 - 1)500 V200 
1 

= (100 + 1) V200 - 2 VlOO X 500 
= 714 ohms 

R
2 

= (100 - 1)200 V500 
(100 + 1) V500 - 2 VlOO X 200 

= 224 ohms 

R = (100 - 1) ✓200 X 500 
3 

2 100 

= 1,567 ohms 
(See Fig. 17.5.) 

17.2. Amplitude Equalizers. Amplitude equalizers have an insertion loss which 
varies as some desired function of frequency, and consequently they are employed 
in electronic circuitry as a means of establishing or correcting the circuit gain 
characteristics. 

In "Motion Picture Sound Engineering," Kimball1 has provided an excellent 
treatment of amplitude equalizers, and the material in this section is based on his 
work. 

On the assumption that an amplitude equalizer operates from a source impedance 
Ro and into a load impedance Ro, it is possible to design several equalizers having 
different configurations but which provide exactly the same attenuation character­
istics as a function of frequency. The seven specific configurations for which design 
information is presented are: -

1. Series-impedance type 
2. Shunt-impedance type 
3. Full-series type 
4. Full-shunt type 
5. T type 
6. Bridged-T type 
7. Lattice type 

Shown in Fig. 17.6 are the required variations in these seven basic configurations 
for obtaining the type of attenuation characteristics indicated by the insertion loss 
curves in each column. The configurations in the last three rows have constant 
input and output impedances as a function of frequency, and the types in rows 3 
and 4 have a constant input impedance. 

Although two examples are given to aid in the use of the design data, the following 
suggestions are included to further help in the design of the different types of equalizers. 

1 Harry Kimball, "Motion Picture Sound Engineering," Chap. 16. D. Van Nostrand 
Company, Inc., Princeton, N.J., 1938. 
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FIG. 17.6. Network configurations and formulas for attenuation equalizers. (From" Motion 
Picture Sound Enoineering," by Research Council of the Academy of Motion Picture Arts and 
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For the equalizers treated in columns I and II of Fig. 17.6, the desired insertion 

loss at some frequency f must be specified. From either Fig. -17. 7 or 17 .8, whichever 
is applicable, this insertion loss can then be associated with a specific value of f If a• 
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FIG. 17. 7. Attenuation characteristics of net­
works shown in column I of Fig. 17 .6. 
(From'' Motion Picture Sound Enoineerino,'' 
by Research Council of the Academy of Motion 
Picture Arts and Sciences, copyright 1938, D. 
Van Nostrand Company, Inc.) 
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F'w. 17 .8. Attenuation characteristics of net­
works shown in column II of Fig. 17 .6. 
(From" Motion Picture Sound Enoineerina," 
by Research Council of the Academy of Motion 
Picture Arts and Sciences, copyright 1938, D. 
Van Nostrand Company, Inc.) 

1.0 

f/~ 
Frn. 17.9. Attenuation characteristics of networks shown in column III of Fig. 17.6. 
(From "Motion Picture Sound Engineering," by Research Council of the Academy of Motion 
Picture Arts and Sciences, copyright 1938, D. Van Nostrand Company, Inc.) 

The value of fa, which is required for the calculation of the equalizer circuit values, 
can then be determined since the values of f and f If a are known. 

When working with equalizers of the types shown in columns III and IV of Fig. 
17.6, the frequency of resonance JR within the equalizer (associated with zero and 
infinite insertion losses, respectively) and the desired insertion loss at some specific 
value of f f.f R must be specified so that the proper attenuation curve and the asso-



17-10 ELECTRONIC DESIGNERS' HANDBOOK 

14 

12 

10 

CD 
0 

V) 8 V) 

3 
z 
0 
j:: 
a:: 6 w 
V) 

~ 

4 

2 

0 
0.1 1.0 to 

~ 
FIG. 17.10. Attenuation characteristics of networks shown in column IV of Fig. 17.6• 
(From "Motion Picture Sound Engineeriny," by Research Council of the Academy of Motion 
Picture Arts and Sciences, copyright 1938, D. Van Nostrand Company, Inc.) 
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FIG. 17.12. Attenuation characteristics of networks shown in column VI of Fig. 17.6• 
(Figs. 17.12, 17.13, and 17.14 from" Motion Picture Sound Engineering," by Research Council 
of the Academy of Motion Picture Arts and Sciences, copyright 1938, D. Van Nostrand Com­
pany, Inc.) 
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Frn. 17 .13. Attenuation characteristics of networks shown in column VII of Fig. 17 .6. 

ciated value of a can be determined from either Fig. 17.9 or 17.10, whichever is 
applicable. The value of fa., which is also required for the calculation of the equalizer 
circuit values, can be determined by dividing fR by a. 

The first step in the design of equalizers in columns V and VI of Fig. 17.6 is ·to 
specify the maximum desired loss and the loss at some specific frequency f. The loss 
at f can then be associated with a specific value off /fb on the curve having the desired 
maximum loss in either Fig, 17.11 or 17.12, whichever is applicable. The value of fb, 
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which is required for the calculation of the equalizer circuit values, can then be deter­
mined since the values off and f /fb are known. 

To design equalizers shown in columns VII and VIII of Fig. 17 .6, the maximum 
insertion loss, the frequency of resonance f R within the equalizer (associated with the 

PAD LOSS, X DB 
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(IJ o.1x 
0 
(/) 
V, O.GX 0 
...J 

~ o.sx 
I-
a: 

~ 0.4X 

0.3X 

o.2x 

o.,x 

to IO 

~ 
FIG. 17 .14. Attenuation characteristics of networks shown in column VIII of Fig. 17 .6. 

maximum and zero insertion losses, respectively), and the desired insertion loss at 
some value off If R must be specified. It is then possible to establish the proper curve 
and the associated value of b from either Fig. 17.13 or 17.14, whichever is applicable. 

0255 
pF The value of fb which is also required for the 

o----------4,t-(----oo calculation of the equalizer circuit values can be 
determined by dividing JR by b. 

-500 

500 

63.?MH 

When working in columns V to VIII, the fre­
quency fb is the frequency at which the pad loss 
in decibels is one-half the maximum loss in 
decibels, e.g., if the maximum loss is 8 db, /bis 
the frequency at which the loss is 4 db. 

Example 17.3 
FIG. 17.15. Full shunt equalizer for 
Example 17 .3. Design a full-shunt equalizer of the type shown 

in column II of Fig. 17 .6 which has an insertion 
loss of 4 db at 1 kc and an input impedance of 500 ohms. 

Solution 

From Fig. 17.8 !Ila = 0.8 for an insertion loss of 4 db. Therefore, 

la I = 0.8 

1,000 
= ().8 = 1,250 cycles 

Ro = 500 ohms (from statement of problem) 

La = 
2 

X 
3

_
1
~0~ 

1
,
250 

= 63.7 X 10-3 henry, or 63.7 mh 

1 
CA = 

2 
X 

3
_14 X l,

250 
X 500 = 0.255 X 10- 6 farad, or 0.255 µ.f 

(See Figs. 17.15 and 17.16.) 
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Frn. 17.16. Insertion-loss characteristics of network shown in Fig. 17.15. 

Example 17 .4 

17-13 

Design an amplitude equalizer with attenuation characteristics as indicated in column 
VIII of Fig. 17.6 and of the bridged-T type which will introduce zero attenuation at 5 kc 
(frequency of equalizer resonance). 14-db attenuation at 3.5 kc, and 20-db attenuation at 
frequencies far above and far below 5 kc. The equalizer should have a characteristic 
impedance of 200 ohms. 

Solution 

1. Determine /R, b, /b, and K. 

/R = 5,000 cycles (frequency of resonance and no attenuation) 

At 3,500 cps, J/!B = 3,500/5,000 = 0.7. The maximum attenuation has been specified 
as being equal to 20 db; therefore, X = 20 db in Fig. 17.14, and the desired attenuation 
of 14 db at 3,500 .cps is equal to 0.7X. The curve for b = 1% satisfies these conditions. 
The values of/band Kare determined as follows: 

b /R 
=~ 

5,000 
/b = 1.

25 
= 4,000 cycles 

20 log10 K = maximum pad loss = 20 
K ,.,, 10 

2. Determine the values of the elements in the bridged T. 
Refer to Fig. 17 .6. 

R0 = 200 ohms (specified in statement of problem) 
200 

LB 
2 

X 3_14 X 4 ,000 = 7.96 X 10-3 henry, or 7.96 mh 

1 
CB = 2 X 3.14 X 4,000 X 200 = 0.199 X 10-e farad, or 0.1\)9 µ,f 
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4o.2 MH 0.0252pF 

1800 

200 200 

f.OfMH f.0tpF 

~ 
200 OHMS 

iO - 1 1 
£1 = 7.96 X V10 X 1.252 _ l 

= 40.2 mh 

V10 1.252 - 1 
£2 = 7.96 X 10 _ l X 1.252 

= 1.01 mh 

V10 1.252 - 1 
C1 = 0.199 X 10 _ l X 1.252 

= 0.0252 µf 

10 - 1 1 
C2 = 0.199 X V10 X 1.252 _ l 

= 1.01 µf 
R1 = 200(10 - 1) = 1,800 ohms 

Fm. 17.17. Bridged-T equalizer for Exam­
ple 17.4. 

1 
R2 = 200 X 10 _ 

1 
= 22.2 ohms 
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(Refer to Figs. 17.17 and 17.18.) 
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Fm. 17.18. Insertion-loss characteristics of network shown in Fig. 17.17. 

17.S. Phase Equalizers. The types of phase equalizers treated are those which 
theoretically introduce either zero or a fixed amount of attenuation at all frequencies. 
They can therefore be added to existing circuits for phase correction without dis­
torting the gain characteristics. 

The shape of electrical impulses which contain many frequency components can be 
distorted in passing through an electrical circuit even though the circuit has the same 
gain for the different frequency components. If such is the case, the distortion is 
due to unequal transmission delays for the different frequency components. This 
type of distortion is called phase distortion and can be corrected by adding a network 
which will cause the total transmission period for all frequencies to be identical. The 
added network must, therefore, be a network in which the phase characteristics 
can be controlled. 

Equal transmission periods for different frequency components through a circuit 
stipulates that the circuit must introduce either no phase shift or an amount of phase 
shift which is directly proportional to frequency. This is identical to stating that 
the transmission period must be either zero or a constant amount at all frequencies. 
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Four different configurations of phase equalizers1 are shown in Figs. 17.19 to 17.21. 

It should be noted that the four-terminal networks can be used in only those applica­
tions in which the input and output circuits are either both balanced or are in no way 
connected to each other. 

The circuit in Fig. 17.19 introduces an insertion loss of 6 db and does not have con~ 
stant input and output impedances as a function of frequency. In addition, the 

C 

R 

I 
fo ~ 21TRC 

WHERE f0 IS THE FREQUENCY AT WHICH 
THE PHASE SHIFT ,6 IS £()UAL TO -90° 

FIG. 17.19. Phase equalizer with a 
fixed insertion loss of 6 db. The 
phase characteristics are exactly 
the same as for the lattice network 
shown in Fig. 17 .20, provided the 
output is not loaded. 

c, 

(o) LATTICE NETWORK 

oR b 
. L1= 2r C1= 2roR 

l -n2c· c. - L1 r I '2-fiT 
#_ of 

TAN2-l-b/Z 

L 

~ ~ 

0 

L • .£.!!... 
21T 

L 
C•p2 

TANL•af 
2 

a•t/f0 
WHERE fo IS THE FREQUENCY AT 
WHICH NETWORK PHASE SHIFT 
IS-90° 

FIG. 17.20. Phase-shift network with 
zero attenuation. Refer to Fig. 
17 .22 for phase characteristics. 

2Lj r7ooooo~o1 c;Tt 0 

2 
c,c2 

R CG;-C2) R --- -L2. 
T 

(bl BRIOGED-T EQUIVALENT TO 
LATTICE IF C1>C2 

b = ~2 WHERE fo IS THE FREOUENCY 
0 AT WHICH THE NETWORK· 

PHASE SHIFT IS-180° 

Fm. 17.21. Phase-shift network with zero attenuation. Refer to Fig. 17.23 for phase 
characteristics. 

phase-shift curve for the circuit, Fig. 17.22, is based on there being no terminating 
impedance. 

A center-tapped transformer secondary winding could be substituted for the 
resistor in Fig. 17 .19, provided the amplitude and phase characteristics of the trans­
former were acceptable. 

The networks shown in Figs. 17.20 and 17.21 have constant input and output char­
acteristic impedances as a function of frequency and provide phase shift without 
attenuation. Figures 17.22 and 17.23 indicate the phase characteristics which can 
be obtained. 

The phase equalizers shown in Figs. 17.19 to 17.21 introduce a lagging phase shift. 

1 These networks are also referred to as all-pass filters. 
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Example 17 ,5 

Assume that intelligence must be transmitted in the 10- to 20-kc frequency band and 
that the circuit employed introduces phase shift in accordance with the following tabulation. 

Phase Shift 
-27° 
-43.5° 
-63° 

Frequency 
10 kc 
15 kc 
20 kc 

Design a phase equalizer of the lattice type with a characteristic impedance of 1,000 ohms 
for use with this circuit. 

Solution 
1. Determine the required phase characteristics of the phase equalizer. 
The departure from linear phase shift as a function of frequency for the existing circuit 

must first be determined. Since the phase shift at 20 kc is - 63°, the phase shift at 10 kc 
should be ½ X -63, or -31.5°, and the phase shift at 15 kc should be% X -63, or 
-47.25°. The existing network therefore introduces a phase error of +4.5° at 10 kc and 
+3.75° at 15 kc. 

Phase Error 
+4.5° 
+3. 75° 

00 

Frequency 
10 kc 
15 kc 
20 kc 

The phase equalizer must therefore exhibit the inverse characteristics, i.e., 

Phase Error 
-4.5° 
-3. 75° 

oo 

Frequency 
10 kc 
15 kc 
20 kc 

2. Determine from Figs. 17.22 and 17.23 if the required conditions tabulated in step 1 
can be satisfied with either of the networks shown in Figs. 17 .20 or 17 .21. 

Since the network shown in Fig. 17.20 is simpler, the curve shown in Fig. 17.22 should 
first be examined. 

The procedure is to determine if the phase shift in the equalizer at any three values of 
f /lo, which are related in the same proportions as are 10, 15, and 20 kc, will depart from 
linear phase shift as a function of frequency by the desired amount. A few experimental 
groups of values of/ !lo reveal that the phase shifts for I /lo equal to 0.4, 0.6, and 0.8 are 
equal to -43, -61.5, and -77°, respectively, and satisfy the specified requirements. This 
is true since a phase shift of -77° at I /lo = 0.8 requires that the phase shift be -38.5 and 
-57.75° at I /lo equal to 0.4 and 0.6, respectively, for linear phase characteristics. The 
phase equalizer therefore introduces phase errors of -4.5 and -3.75° when/ //0 is equal 
to 0.4 and 0.6, respectively. It should be apparent that the three values of/ /lo, that is, 
0.4, 0.6, and 0.8, correspond to/ being equal to 10, 15, and 20 kc, respectively. 

3. Determine lo and the values for the lattice elements. 

t = 0.8 (at/= 20 kc) 

lo = 25 kc 

Fm. 17 .24. Lattice network for Example 
17.5. 

From Fig. 17 .22 

a = - 1
- = 4 X 10-6 

25,000 

From Fig. 17 .20 

L 
4 X 10-5 X 10a 

2 X 3.14 
= 6.37 X 10-s henry, or 6.37 mh 

6.37 X 10-3 

C = 106 

= 6,370 X 10-12 farad, or 6,370 µµf 

The lattice network is shown in Fig. 17.24. 
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18.1. Introduction. A feedback system is one in which some function of the output 
of some part of the system is fed back as a secondary input to the system so as to 
affect its own value (see Fig. 18.1). 

In a feedback system it is possible to employ either positive or negative feedback. 
A positive feedback system is one in which the phases or polarities of the primary 

MIXER 

T 

input and the signal fed back are such 
that they add in the system input mixer 1 

(see Fig. 18.1) and increase the effective 
gain between the primary input and the 
output. A negative feedback system is 
one in which the phases or polarities of 
the primary input and the signal fed 
back are such that the net system input 

Frn. 18.1. Block diagram of a simple feed- is less than without feedback, which 
back system. 

consequently results in a reduction of 
the effective gain between the primary input and the output. 

18.2. System Characteristics Affected by Feedback. The introduction of feedback 
modifies the characteristics of a system in addition to changing its gain. In general, 
negative feedback is employed to improve the behavior of a system. For example, 
with negative feedback it is possible to increase the bandwidth of an amplifier, 
improve its linearity and consequently decrease the amount of intermodulation and 
distortion, reduce its output impedance, reduce the output noise which has been 
introduced within the amplifier, and obtain improved gain stabilization for circuit 
value changes. The use of positive feedback is usually limited to either oscillators 
or to special types of feedback amplifiers in which there is a positive feedback system 
completely enclosed within a negative feedback system so as to provide an improve­
ment in linearity (see Sec. 18.2b). 

Considerable improvement can be realized in certain system characteristics with a 
properly designed negative feedback system. The actual characteristics of any 
system employing feedback are unique to that particular system. Consequently, 
the application of negative feedback does not ensure an improvement in the char­
acteristics unless certain conditions are satisfied. For example, in most systems it is 
possible to employ enough negative feedback at midband to cause the system to 
become regenerative at certain frequencies associated with the skirts of the amplifier 
passband. This regeneration or positive feedback is due to excessive phase shift 
of the signal through the amplifier and the feedback path and usually occurs at those 
frequencies where the slopes of attenuation versus frequency are greatest. The 
positive feedback at these frequencies may cause the system to oscillate, or it may 
only adversely affect certain system characteristics which cause the system to com­
pare unfavorably with the system in the absence of feedback. If the amount of 
feedback were reduced or if special equalizing networks were employed in either the 
amplifier or feedback path so as to sufficiently reduce the phase shift at these critical 
frequencies, the amount of positive feedback would be reduced and the system char-

1 Throughout this material the mixer has been considered as performing the addition 
of the input signal and the signal fed back. This is indicated by the plus signs. 

1&-2 
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acteristics would be much better than without feedback. It is therefore necessary 
to analyze individually any given system having any amount or polarity of feedback. 

18.2a. Gain and Bandwidth. The gain of a system with feedback is given by 
Eq. (18.1). 

A 
Ai = l - AfJ (18.1) 

where A1 = system gain with feedback 
A = system gain without feedback 
fJ = gain from system output to secondary system input 

NOTE: As the terms At, A, and {3 contain frequency-variant terms, they must be 
written as functions of jw to permit the proper evaluation of Eq. (18.1). The sign of 
A{3 is positive for positive feedback and negative for negative feedback. 

In a negative feedback amplifier in which 1Af31 » 1, it can be seen from Eq. (18.1) 
that the value of A1 is very nearly equal to 1/(3 and is relatively independent of the 
amplifier characteristics. In such a system, the attenuation versus frequency char­
acteristics of the feedback path (3 should be the inverse of the desired system char­
acteristics. As an example, the use of a null network in the negative feedback path 
of a high-gain amplifier will cause the feedback amplifier to have the approximate 
inverse characteristic, i.e., a narrow passband. 
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Frn. 18.2. Typical response curves of a negative feedback amplifier for several values of 
A{j. The values of A{j are the midband values. 

There are no simple rules which relate the exact bandwidth with and without feed­
back. In each application of feedback it is necessary to make a plot of A1 versus 
frequency as determined from Eq. (18.1) to determine the bandwidth of the system 
with feedback. 

Considerable care must be exercised in the application of negative feedback since 
it is possible to have negative feedback at midband and positive feedback at fre­
quencies somewhat removed from midband. This is due to the excessive phase 
shift in the amplifier and feedback path which causes the sign of A{3 to change. The 
application of negative feedback usually causes the amplifier gain characteristics to 
vary in a manner similar to that illustrated by the curves shown in Fig. 18.2. The 
peaks at either end of the passband occur when At3 has values of unity or less and 
phase angles equal to or approaching 180°. As can be seen from the figure, the system 
becomes regenerative at both extremes of the passband for large amounts of feedback. 
If the amount of regeneration is insufficient to cause oscillation, the result is merely 
the severe humps in the amplitude response. 

18.2b. Distortion. The linearity of an amplifier can be improved appreciably by 
the application of negative feedback as indicated by Eq. (18.2). 

Di_ DA, 
- A (18.2) 
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where D1 = per cent distortion with feedback 
D = per cent distortion without feedback 

A reduction in the amplitude distortion also causes a reduction in the intermodulation 
which takes place in a nonlinear amplifier whenever two or more frequency components 
are amplified simultaneously. 

Frequently a combination of both positive and negative feedback is employed to 
achieve an even further reduction in distortion. The positive and negative feedback 
paths cannot be around the same stages, or the effect is as though only a single feed­
back loop were present. The positive feedback loop is usually placed around one 
stage, and the negative feedback loop is designed to include the stage with the positive 
feedback in addition to one or two additional stages. An example of both positive 
and negative feedback is shown in Fig. 18.3a. The positive feedback is used to 
increase the system gain, and the negative feedback is employed so that the system 
gain is reduced to the desired value. The resulting linearity is better than would 

(O) POS I Tl VE FEEDBACK AROUND ONE STAGE AND 
NEGATIVE FEEDBACK AROUND TWO STAGES 

(bl NEGATIVE FEEDBACK AROUND TWO STAGES 

Fro. 18.3. Feedback amplifier configurations in which the sign of A1fh is positive and the 
signs of A1A2.B2 and A1A2,B3 are negative. 

have been realized if the same system gain had been achieved by negative feedback 
only as shown in Fig. 18.3b. 

For Fig. 18.3a 

For Fig. 18.3b 

where D1 = per cent distortion in A1 without feedback 
D2 = per cent distortion in A2 without feedback 
D~ = per cent distortion in over-all feedback system due to D 1 

D~ = per cent distortion in over-all feedback system due to D2 

(18.3) 

(18.4) 

(18.5) 

(18.6) 

It can be seen that if the amounts of feedback in the two systems shown in Fig. 18.3 
are adjusted so that the over-all values of gain A1 are identical, the distortion in the 
output n; due to the distortion in A1 is identical in each case. The distortion in the 
output D~ due to the distortion in A2 can be much less in the system employing both 
positive and negative feedback, however, as can be seen by comparing Eqs. (18.4) 
and (18.6). 

18.2c. Noise. The amplitude of the noise appearing at the output of a feedback 
amplifier due to noise introduced at some point in the amplifier is given by Eq. (18.7). 

N N An 
o = "1 - A.8 (18.7) 
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where No = amplitude of noise at output 
N;, = amplitude of noise at point it is introduced in amplifier 
A = over-all gain without feedback 

18-5 

An = gain without feedback between points at which noise is injected and 
output of amplifier 

NOTE: Since A and /3 contain frequency-variant terms, they must be written as 
functions of jw to permit the evaluation of Eq. (18. 7). 

18.2d. Output Impedance. The output impedance of a system can be changed 
considerably by the addition of feedback. If negative feedback is employed and if 
the signal fed back is a portion of the output voltage, the amplifier output impedance 
will be lower than without feedback. If negative feedback is employed and if the 
signal fed back is proportional to the output current, the output impedance will be 
greater than without feedback. The signal fed back in the case of current feedback 
is a voltage which is developed across a resistor in series with the load. 

The output impedance of a system employing current and/or voltage feedback can 
be determined from Eqs. (18.8) to (18.10). 

For voltage feedback only 

(18.8) 

For current feedback only 

(18.9) 

For both voltage and current feedback 

(18.10) 

where Z = output impedance of amplifier without feedback. 
Z 1 = output impedance of amplifier with feedback. 
K = gain of unloaded amplifier without feedback. If loaded amplifier gain A 

without feedback is known, value of K can be determined from relationship 
K = A + AZ/RL where RL = value of load resistance. 

fJi = ratio of voltage fed back to secondary input of amplifier to output voltage. 
{32 = ratio of voltage fed back to secondary input of amplifier to voltage 

developed across the resistor R1 in series with the load for providing 
current feedback. 

NOTE: The signs of K/31 and K/32 are positive for positive feedback and negative 
for negative feedback. 

18.2e. Stability. In feedback systems employed as amplifiers, the term stability 
indicates whether or not the system will oscillate. While a system having no feedback 
paths will always be stable, the application of feedback may cause the system to 
oscillate. 

The amplitude and phase characteristics of an amplifier and its feedback path 
vary as a function of frequency, and for this reason the feedback may be positive at 
some frequencies and negative at others. Therefore, a system which has negative 
feedback at midband may have positive feedback at frequencies somewhat removed 
from midband. Also, if certain criteria are satisfied, the system will oscillate and 
is said to be unstable. Methods of performing system-stability analyses are dis­
cussed in Sec. 18.4. 

18.2f. Transient Response. For different steady-state input functions, a system 
will have associated steady-state output functions. However, if an already existent 
steady-state input function to a physically realizable system is changed to some other 
steady-state input function, the output function will not instantaneously assume the 



18-6 ELECTRONIC DESIGNERS' HANDBOOK 

final steady-state value associated with the new steady-state input function. The 
transient response of the system refers to the system output response during the transi­
tional period between the instant the input function departs from the initial steady­
state function and some time later when the output function has essentially approached 
its final steady-state condition. -

For optimum system-design analysis, the various transient responses should be 
determined for the particular transient input functions which are to be realized in the 
physical system; however, this is usually not feasible because of the complex and 
varied nature of these transient functions. In lieu of performing such an exhaustive 
analysis, the normal procedure is to determine the system response for one or more 
specific transient input functions of which a step-function input is usually included. 
The transient response to a step-function input is usually referred to as being either 
critically damped, overdamped, or underdamped. A system having a transfer func­
tion containing a d-c term is criti<mlly damped if, for a step-function input, the output 
has the minimum possible rise time without overshooting the final or steady-state 
value. For the same step-function input, an overdamped system will have a longer 
rise time but, as in the critically damped case, will have no overshoots. An under­
damped system will have a shorter rise time than the critically damped system and 

will overshoot the steady-state value. 
The overshoot is followed by a decaying 
oscillation about the final value. Typi­
cal waveforms illustrating overdamping, 
critical damping, and underdamping are 
shown in Fig. 18.4. In summation, the 
transient response of an underdamped 
system to a step-function input will 
contain a damped frequency component 
as shown in both Figs. 18.4 and 18.14. 
If the system damping or loading is in-

o TIME - creased, a degree of damping will be 
Fm. 18.4. Typical waveforms illustrating 
different degrees of damping. found which will cause the damped fre-

quency term to disappear. For this 
particular value of damping, the system is described as being critically damped. If 
the system loading is further increased, the system will be overdamped and the 
transient response will indicate additional damping and, as in the case with critical 
damping, will have no damped frequency term. 

The transient response of any system employing R, L, and C components, with or 
without feedback, can fall in any one of the three damping categories. The transient 
response of a feedback amplifier employing only R and L components or R and C 
components to a step-function input can likewise fall in any one of the three categories. 
Methods of analyzing the transient response of a system to a step-function input 
are given in Sec. 18.4. 

18.3. Transfer Functions. The transfer function or gain for a given network or 
system is the ratio of the system output to the system input provided that the system 
input, output, and all currents and voltages within the network are initially equal to 
zero. 

18.3a. Transfer Functions Expressed as Functions of Frequency (jw) and the Complex 
Variable (s). The transfer function is usually written as a function of either frequency 
or the complex variable. For a system having sine-wave inputs, it is convenient to 
work with a transfer function which has been written as a function of frequency. If 
the input to the system is nonsinusoidal, the transfer function is written as a function 
of the complex variable. 

Instead of performing an analysis in either the frequency or c0mplex-variable 
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domain, it is also possible to make the analysis in the time domain. 
in the time domain, however, are in in tegro­
diff eren tial form, and their solutions can be very 
time-consuming. For this reason, it is recom­
mended that the equations be written as functions 
of either frequency or the complex variable. R 

18-7 
Equations 

T 
Frequency Domain. If the system input is 

sinusoidal, its transfer function is usually written 
as a function of J°w. The resulting transfer func­
tion establishes both the gain and phase charac­
teristics of the system as a function of frequency. 
For example, the transfer function of the active 
network shown in Fig. 18.5 is given by Eq. (18.11). 

-"T OUTPUT 
INPUT j_ 
_i_~ +o------~ 

fee -= 
FIG. 18.5. Single-stage amplifier. 

Eo(jw) jw(L/rp) 
--.-=-µ 
Ei(Jw) 1 + jwL (_! + l) 

R Tp 

= -K jw 

(jw + ~) 
(18.11) 

where K=~ 
Tp +R 

T = L (..! + l) R Tp 

w = 21rf 

The amplitude and phase characteristics of the system transfer function can easily 
be determined from Eq. (18.11). Note that the system transfer function has been 
written as the product of a constant and a frequency-variant term. In Eq. (18.11) the 
constant is µR/(rp + R) and the frequency-variant term is jw/(jw + 1/T). 

Time Domain. If the system input has a complex waveform, e.g., a step function, 
it is often difficult to predict accurately the output waveform even if the system gain 
and phase characteristics are known. The exact output for any complex input wave­
form can be determined, however, if the system equations are written as integro­
differential equations of time. In such an analysis, it is first necessary to write an 
expression which equates the system input function ei(t) to some function of either 
the instantaneous load current or, in the absence of a load, a function of the instan­
taneous current through one of the system elements shunting the output terminals. 
The second equation which must be written is one which equates the output eo(t) to 
some function of the instantaneous current i appearing in the first equation. The 
solution of the first equation for i permits the solution of the second equation for 
eo(t). With reference to Fig. 18.5, the differential equation which relates the input 
voltage to the instantaneous current i through the inductance Lis Eq. (18.12), and 
the equation which relates the current i to eo(t) is Eq. (18.13). 

ei t = - - i + - + - - . () rp [. L ( 1 1) di] 
µ R Tp dt 

di 
eo(t) = L.dt 

(18.12) 

(18.13) 

The expression for the instantaneous current i, obtained from Eq. (18.12), can be 
substituted in Eq. (18.13) to determine eo(t). 

Since it is necessary to solve for eo(t) as described in the preceding paragraph, it is 
apparent that the transfer function eo(t)/ei(t) does not appear in the solution for 
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eo(t). Consequently, the term "transfer function" is not normally associated with 
systems in which the input and output functions are written as functions of time. 

Complex Variable Domain. To realize a simpler and quicker solution for the output 
of systems having nonsinusoidal inputs, the applicable equations are usually written 
as functions of the complex variable1 s. An equation which has been written as a 
function of time t can be written as a function of s provided sis substituted directly 
for d/dt and 1/s is substituted2 for f dt. As a result of these substitutions, the equa­
tion will no longer be in the time domain and the capital letters E and I must be sub­
stituted fore and i. An equation in which the substitutions have been made is said 
to be written as a function of the complex variable and is represented mathematically 
as 

.C[f(t)] = KG(s) 

and is read, "the Laplace transform of f(t) is equal to KG(s)." Having written both 
the system input function and the system transfer function in the complex-variable 
domain, the output function Eo(s), also in the complex-variable domain, can be 
:letermined by solving Eq. (18.14) by simple algebraic methods. 

where KG(s) = .C[f(t)] 

Eo(s) = KG(s) 
E;,(s) 

K = invariant term of system transfer function 
Ei(s) = .C[ei:(t)] 
Eo(s) = .C[eo(t)] 

(18.14) 

G(s) = Laplace transform of variant portion of system transfer function 
To illustrate the use of the Laplace transformation, i.e., the conversion of the system 
equations from the time domain to the complex domain, assume that a 2-volt step 
function is to be applied to the input of the circuit shown in Fig. 18.5. Item 2 of 
Table 23.4 shows the Laplace transform of a 2-volt step function to be 2/s. The 
system transfer function of the circuit shown in Fig. 18.5 when written in the time 
domain is given by the ratio of Eq. (18.13) to (18.12). The Laplace transform of 
this expression is given by Eq. (18.15). 

whereK = ~ 
rp + R 

T = L (l + ..!.) R rp 

Eo(s) 8 

E,(s) = -Ks+ 1/T (18.15) 

The substitution of 2/s for E;,(s) and the simple algebraic solution establishes the 
value for Eo(s). 

1 
E 0 (s) = -2K 8 + l/T (18.16) 

The solution for Eo(s) is written as a function of the complex variable and con­
sequently must be converted to the time domain. This process is referred to as 
taking the inverse transform .c-1 and is written 

.c-1[E0 (s)] = eo(t) (18.17) 

1 See Sec. 23.6c. 
2 These substitutions can be made only if the initial conditions are equal to zero as 

described in Sec. 18.3. 
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With reference to item 3 of Table 23.4, it can be seen that the inverse transform of 
Eq. (18.16) is 

.c-1[Eo(s)] = eo(t) = -2Ke-t/T (18.18) 

which is plotted in Fig. 18.6. 
18.3b. System Transfer Function for a Feedback Amplifier. The system transfer 

function for Fig. 18.7 is given by Eq. (18.19). 

KG(s) 
(18.19) 

18.4. Methods of Analyzing Stability and Transient Response. Several methods 
for determining whether or not a system is stable are discussed in Secs. 18.4a to 18.4e. 
In most of these methods the transient characteristics can be determined with a 
minimum of additional effort. 

0 

;-0.31K1 
0 
> 
~ 

~ 

TIME IN SECONDS ~ 
T 

FIG. 18.6. Response of the circuit shown in 
Fig. 18.5 to a 2-volt step function. 

FIG. 18.7. Block diagram of a feedback 
amplifier. 

18.4a, Stability and Transient Analyses by Means of Differential Equations. When 
both the input function e,i and the system transfer function are written as functions 
of time t, they are written in integrodifferential-equation form (see Sec. 18.3a). The 
determination of the system output eo(t) ·is consequently dependent on the solution of 
integrodifferential equations. A stability analysis and the response to various 
transients can, therefore, be determined by calculating the various output functions 
for the associated input functions. If the feedback system is to be used as an ampli­
fier, i.e., not as an integrator or oscillator, it is considered to be unstable if the char­
acteristics of the calculated output function for a step-function input are such that 
the output appears as a steady-state oscillation, a forever increasing oscillation, or 
some other forever increasing function. 

For the reasons stated in Sec. 18.3a, stability and transient analyses are not usually 
performed using differential equations. Instead, one of the methods discussed in 
Secs. 18.4b to 18.4e is used. 

18.4b. Stability and Transient Analyses Based on Laplace Transforms. The primary 
advantage in using Laplace transformations for the analysis of systems having non­
sinusoidal input functions is the relative simplicity of the mathematical operations 
as compared to the lengthy solutions which are often associated with integrodifferen­
tial equations which have been written as functions of time. The use of Laplace 
transformations requires that both direct and inverse transforms be taken of certain 
functions in the process of a particular solution. Many transform pairs have been 
tabulated and often are of considerable value in simplifying a solution (see Table 
23.4). Frequently, however, it may be necessary to perform the mathematical 
operations for obtaining both direct and inverse transforms. Methods of calculating 
transforms are given in Sec. 23.6c. 
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An output function which has been determined by the use of direct and inverse 
Laplace transforms is written as a function of time and is in the same form as though 
the solution had been obtained by the solution of integrodifferential equations of 

-4 -3 
-a 

Sf 

X 
s2 

-2 

X 
SJ 

-1 

+jw 

4 

3 

2 

I 

0 

-I 

-2 

-3 

-4 

-j(JJ 

1 2 3 4 

S/ =-3+ jO 
s2=-2+ it.5 
SJ=-2-jf.5 

+a 

time. The stability and transient anal­
yses of a system can, therefore, be deter­
mined by examining the calculated sys­
tem output function as discussed in Sec. 
18.4a. 

Satisfactory system analysis can usu­
ally be accomplished by a simplified 
method in which only the Laplace trans­
formation of the system transfer function 
is examined. This method permits an 
exact determination as to whether or not 
the system is stable and in most instances 
provides a fairly accurate means of deter­
mining the system response to a step­
function input. The remaining para­
graphs in this section contain the neces­
sary background material and the details 
of such an analysis. 

Frn. 18.8. Complex-variable plane ors plane Complex Planes. Two different com-
for plotting values of s. 

plex planes are frequently involved in the 
analyses of feedback systems, and it is important that their differences be clearly 
understood. The complex variable s is equal to a + jw, and the complex plane 
required to plot values of sis known as the complex-variable plane ors plane. As an 
example, thr~ values of s have been plotted in Fig. 18.8. The other complex plane 

KG(ju1) 

-4 -3 -2 -! 

+j 
4 

3 

2 fJ/=2 

-2 

-3 

-/4 
Frn. 18.9. Complex plane for plotting functions of jw. For this particular example, the 
function KG(jw) is equal to j2w/(1 + jw). 

most frequently encountered is the one required for the plotting of functions of jw. 
As an example, a transfer function which has been written as a function of jw is 
plotted in Fig. 18.9. Since the complex variable s is equal to a + jw, this is seen 
to be a special case wheres = jw. The complex plot of KG(jw) is therefore a special 
plot of KG(s) for all values of s which fall on the jw axis of the complex-variable plane 
ors plane. 
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Zeros and Poles. If a transfer function has been written as a function of the complex 

variable s, the zeros of the transfer function are those values of the complex variable 
which cause the transfer function to have a value of zero. It follows that the roots 
of the numerator of the expression are equal to the zeros. In Eq. (18.20), the single 
zero is given bys = -%. 

Eo(s) = 21 s + % 
Ei(s) s2 + 4s + 3 

(18.20) 

The poles of the transfer function are those values of the complex variable s which 
cause the transfer function to have a value of infinity. As an example, assume that 
the transfer function for a given system is given by Eq. (18.20). The values of s 
which cause the equation to have a value of infinity are those values which cause the 
denominator to have a value of zero, and these values are the roots of s2 + 4s + 3, 
or s = -1 and s = -3. The poles of Eq. (18.20) are therefore given by s = -1 
ands = -3. 

Zeros are usually plotted as dots on the s plane, and the poles are plotted as small 
crosses. 

Stability and Transient Characteristics Based on the s-plane Location of the Poles 
of the System Transfer Function. The stability of a system can be established simply 
by determining the poles of the system transfer function and referring to Table 23.7. 
An examination of Table 23.7 indicates that an amplifier will be stable provided that 
all the poles of the system transfer function are located in the left half of the s plane. 
These poles may either lie on the negative real axis, or they may have complex values 
as shown in Fig. 18.8. 

Certain characteristics of the system transient response for various transient input 
functions can be recognized provided the poles of the system transfer function are 
known. As has been stated, stability in an amplifier is realized only if all the poles 
lie in the left half of the s plane. The exact positions of the poles in the left half of 
the s plane, however, determine the transient response of the system. As an example, 
if the input to a system is a step function, a pole on the negative real axis will cause 
the system to introduce attenuation in the form of a decaying exponential (see the 
overdamped and critically damped curves shown in Fig. 18.4). A pair of complex­
conjugate poles in the left half plane will introduce a frequency component having 
an amplitude which decreases exponentially (see the underdamped curve shown in 
Fig. 18.4). The frequency of the decaying oscillation is determined by the vertical 
displacement of the complex-conjugate poles from the real axis on the s plane. For 
the poles on the negative real axis and the complex-conjugate poles, the time con­
stants of the decaying exponentials are determined by the reciprocals of the horizontal 
displacements of the poles from the imaginary axis on the s plane. A system which 
introduces damped-frequency components to a step-function input is said to be 
underdamped, and the system transfer function will, therefore, have at least one pair 
of complex-conjugate poles in the left-hand plane. By increasing the damping in the 
system, the complex-conjugate poles can be made to fall on the negative real axis 
of the s plane and consequently are then no longer complex. Under this condition, 
the system will introduce no damped-frequency components to a step-function input. 
Instead, the step-function input will be attenuated by two decaying exponentials. 

If all the system-transfer-function poles fall on the negative real axis, the system is 
referred to as being either overdamped or critically damped. A system which can be 
made to be either under- or overdamped by changing the loading within the system 
is said to be critically damped when the loading has been increased only to the extent 
that the complex-conjugate poles disappear and appear as a second-order pole on the 
negative real axis of the s plane. 

To illustrate several terms which are used to describe certain system character, 
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istics, consider the network shown in Fig. 18.10. The transfer function of the net-
work 1 is given by Eq. (18.21). 

Eo(s) 1 1 
Ei(s) = LC s2 + Rs/L + 1/LC (lS.2l) 

The network is referred to as a quadratic 
or a second-order system since the system 

FIG. 18.10. Simple quadratic system. 

transfer function has two poles. Equation (18.21) is frequently written in the form 
given by Eq. (18.22) or by (18.23). 

Eo(s) 
Ei(S) 
Eo(s) 
FMs) 

1 = Wn 2 -------
82 + 2S°Wn8 + Wn 2 

1 = Wn 2 -----­
S2 + 2as + Wn 2 

(18.22) 

(18.23) 

where "'n = 1/-VLC = undamped natural frequency, i.e., frequency in radians per 
second at which system would oscillate if R were equal to 0 

a = R/2L = attenuation factor 

r = R -VC/L/2 = a/wn = damping ratio 
The poles s1 and s2 of the transfer function are given by the roots of the denominator. 

81 =-a+} Vwn 2 - a 2 = -a +}wo 
82 = -a - } V Wn 2 - a 2 = -a - }w0 

where w0 = -V wn2 - a 2 = damped resonant frequency, i.e., frequency of oscillation 
in radians per second of response overshoots 

The locus of the values of the complex-conjugate poles, 81 and s2, for all the values 
of R which satisfy the relationship r < 1, is a semicircle on the s plane as shown in 

+jw 

Wn=-'-
./[C 

+a 

DAMPING RliTIO=(=COSp = ~ 

-Jw 
Frn. 18.11. Locus of the transfer-function poles for the network shown in Fig. 18.10 if 
L and C are both constant and R is varied. 

Fig. 18.11. Since the complex-conjugate poles indicate that the system is under­
damped, the pair of conjugate poles which have been plotted in Fig. 18.11 are desig­
nated as s,.. and s:. Similarly, at critical damping the poles are designated as Sc 

1 It is of no consequence in this analysis whether the system is a feedback system or a 
simple network since the response of a system is dependent only on the over-all system 
transfer function. For this reason, the transfer function of a simple network can be used 
to illustrate how the transfer-function poles affect the transient response. 
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and s;, and with overdamping so ands:. Critical damping is obtained when r = 1, 
and overdamping is obtained when r > 1. 

/J= Wn -f 
Wo 

8= lT-f,1/ 
Wo 

C= f 
O=.£!!_ 

Wo 

¢'=TAN-'!/? 

WHERE P IS IN RADIANS ANO Wo IS 
IN RADIANS PER SECOND 

FIG. 18.12. General characteristics of the 
output function of an underdamped net­
work of the type shown in Fig. 18.10 when 
the input is a step function. 
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Fm. 18.13. Dimensionless response func­
tions of the circuit shown in Fig. 18.10 for 
a unit-step-function input and various 
damping ratios. 

If the input function to the circuit shown in Fig. 18.10 is a step function and if the 
transfer-function poles are on the semicircle, the characteristics of the output response 
can be determined from the curve shown in Fig. 18.12. 
frequency in radians per second of the 

It should be noted that the 

damped oscillations is given by wo and 
the rate at which they decay is deter­
mined by a. A family of dimension­
less response functions resulting from a 
step function input to the circuit shown 
in Fig. 18.10 is shown in Fig. 18.13. 

Damping ratios less than unity are 
normally used in servomechanisms to 
reduce the rise time of the response 
function. Although the overshoots 
associated with the reduced rise times 
are usually considered to be undesir­

~OEROAMPEO 

~ F,, 
_i_ ~ +o---+-------o OAMPEO 

Ecc 

Fm. 18.14. Circuit to illustrate how damping 
ratio affects damped oscillations in output 
response to a step-function input. 

able, an overshoot of 10 or 15 per cent is allowable in most systems. 
All quadratic systems which have complex-conjugate poles as shown in Fig. 18.11 

will not necessarily have the same system response to the same input function. As 
an example, consider the network shown in Fig. 18.14 which has the transfer function 
given by Eq. (18.24). 

Ym s 
- C s2 + s/RC + I/LC 

(18.24) 
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where wn = l/VW 
1 

a= 2RC 

r=2~~ 

"'
0 = ✓L~ - 4R~C2 

The locus of the poles of the system transfer function describes a semicircle as do the 
poles for the network shown in Fig. 18.10. The relationship between the positions 
of the poles in the s plane and the associated system damping characteristics, i.e., 
underdamping, critical damping, etc., are therefore the same for either the network 
shown in Fig. 18.10 or the network shown in Fig. 18.14. However, the networks 
will have different output responses to step-function inputs since the circuit shown in 
Fig. 18.14 has a zero at s = 0, consequently, only the circuit shown in Fig. 18.10 has 
a··d-c term. Critical damping for either circuit is obtained when r = 1 and the fre­
quencies wo and wn are equal to the damped and undamped frequencies, respectively. 

If the system transfer function contains several poles, the associated amplitude 
terms of the inverse Laplace transform will normally be greater for those poles which 
are closest to the jw axis on the s plane. An exception can occur when the system 
transfer function has several poles which are relatively close together and one or two 
poles which are some distance away on the s plane. The amplitudes of the terms 
associated with the isolated poles may be relatively small compared to the terms 
associated with the poles falling in the main group even though the isolated poles 
are much closer to the jw axis. 

18.4c. Steady-state Stability Based on the Nyquist Criterion. A feedback system 
will not be stable if the system transfer function has any poles in the right half of the 
s plane. This is the same as stating that a feedback system will be unstable if the 
zeros of the denominator of the system transfer function lie in the right half of the s 
plane. In the case of a feedback amplifier (see Fig. 18.7), the system transfer function 
s written as shown in Eq. (18.25). 

Eo(s) KG(s) 
Ei(s) = Kftli(s) = 1 - KG(s)K1G1(s) 

where K1G1(s) = system transfer function with feedback 
KG(s) = system transfer function without feedback 

KG(s)K1G1(s) = feedback transfer function 

(18.25) 

Consequently, if there are no zeros of 1 - KG(s)K1G1(s) in the right half of the s 
plane, the system will be stable. Often the form of the denominator of Eq. (18.25) 
is of such complex nature that it does not yield easily to analysis. The Nyquist 
technique is useful under these circumstances. 

General Case. Nyquist has shown that with the aid of a graphical plot and the 
knowledge of the number of poles of KG(s)K1G1(s) in the right half of the s plane, 
it is possible to establish the number of zeros of 1 - KG(s)K1G1(s) in the right half 
of the s plane. The first step in this type of stability analysis is the substitution of jw 
for sin the expression KG(s)K1G1(s) so as to obtain KG(jw)K1G1(jw). The quantity 
-KG(jw)K1G1(jw) is then plotted on the complex plane for all values of w from - oo 

through 0 to + «i and is referred to as the trans/ er locus plot. This plot is examined 
to determine the number of counterclockwise encirclements Nee of the point -1 + jO 
as w is varied from - oo through Oto + oo. The number of zeros of 1 - KG(s)K1G1(s) 
in the right half plane can then be found from Eq. (18.26). 

Z = P - Nee (18.26) 
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where Z = number of zeros of 1 '- KG(s)K1G1(s) in right half of s plane 
P = number of poles of KG(s)K1G1(s) in right half of s plane 

18-15 

Nee = net number of counterclockwise encirclements of point -1 + JO on com­
plex plane by transfer locus plot as w is varied from - oo through 0 
to + oo. 

As has been stated, the feedback system will be unstable if there are any zeros of 
1 - KG(s)K1G1(s) in the right half of the s plane. To illustrate a typical analysis, 
let the system. transfer function of a sample feedback system be given by Eq. (18.27). 

KG ( ) = 10/(s + 1) 
J I 8 [ -lO ] 1 

- (s + l)(s + 5) 

(18.27) 

wher€ KG(s) = 10/(s + 1) 
K1G1(s) = -1/(s + 5) 

The term KG(s)K1G1(s) is therefore equal to -10/(s2 + 6s + 5), and KG(jw)K1G1(jw) 
is equal to -10/(5 - w 2 + j6w). The plot of -KG(jw)K1G1(jw) on the complex 
plane for all values of w is shown in 
Fig. 18.15 and makes no encirclement 
of the critical point -1 + j0 as w is 
varied from - oo through O to + oo • 

The value of N cc is therefore equal to 0. 
The number of poles P of KG(s)K1G1(s) 
in the right half of the s plane is equal 
to zero since the roots of the denomi­
nator of KG(s)K1G1(s) are equal to -1 
and -5. From Eq. (18.26) the number 
of zeros of 1 - KG(s)K1G1(s) in the right 
half plane can then be established. 

Z = P - Nee 
=0-0 
=0 

+j 

-J 

Z=O 
P=O 

Ncc=O 

-KG(j(JJ) K,6,(j(JJ} 

Fm. 18.15. Transfer locus plot for the 
Therefore, the system is stable since system transfer function defined by Eq. 

1 - KG(s)K1G1(s) has no zeros in the (lS.
27

). 

right half of the s plane. This is equivalent to stating that Eq. (18.27) has no poles 
in the right half of the s plane. 

As a second example, consider a system in which the open-loop transfer function is 
given by Eq. (18.28). 

(s + l)(s + 1.5) 
KG(s)K1G1(s) = -7,000 82 (8 + 0.l)(s + 20)(s + 30) (18.28) 

The plot of -KG(jw)K1G1(jw) is shown in Fig. 18.16 and does not encircle the point 
-1 + j0. Since both P and Nee are equal to zero, Z is also equal to zero and the 
system is stable. 

With reference to Fig. 18.16, it should be noted that the transfer locus plot would 
not be a continuous curve if the points associated with w = +o and w = -0 were 
not connected. It is therefore necessary to substitute in the basic equation, i.e., 
Eq. (18.28), infinitely small values of s as defined by a curve which detours about the 
origin into the right half of the s plane as shown in Fig. 18.17 to permit the completion 
of the transfer locus plot. If a discontinuity had been obtained at any other value 
of w, it would have been necessary to make a similarly small detour into the right 
half of the s plane about that particular· point. Open-loop transfer functions are 
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sometimes obtained which have transfer locus plots that are discontinuous at w = + co 

and w = - 00. In these cases it is necessary to substitute in the open-loop transfer 

+j 

-J 
Fm. 18.16. Transfer locus plot for the open loop defined by Eq. (18.28). 

functions the values of s which are defined by the curve shown in Fig. 18.17 to com­
plete the plot. 

Simplified Case. If a system has a stable open loop, KG(s)K1G1(s) is known to 
have no poles in the right half of the s plane. In this case the system is known to be 

+;u1 stable if the plot of -KG(jw)K1G1(jw) does 

fJl=+a, 

not encircle the point -1 + jO. 
18.4d. Stability and Transient Analysis 

Based on the Amplitude and Phase versus 
Frequency Plots of the Open- and Closed­
loop Transfer Functions. A feedback sys­
tem's margin of steady-state stability and 

-a------..------l,f-a_=+_a::,_+a its transient response to transient input 
I functions can be established by a simple 

/
/ method which involves the analysis of 

both the amplitude and phase character-
,,,/ istics of the open-loop system and the 

__ ,,,,. amplitude characteristics of the closed-

!)£TOUR ABOUT r.u=O 

loop system. 
Open-loop Amplitude and Phase versus 

Frequency. In a negative feedback ampli­
Frn. 18.17. Locus of values for s required fier the signal inversion required to obtain 
to complete transfer locus plots when dis- negative feedback is the result of ampli­
continuities are obtained at w = 0 and fying the signal through an odd number 
w = 

00 
• of signal-inverting stages. Although the 

inversion of a continuous sine wave can be considered as being identical to phase­
shif ting the sine wave by ± 180°, the term phase shift as applied to an amplifier 
usually does not include the phase angle associated with phase inversions. Conse-

-jw 
$ PLAN£ 
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quently, in a negative feedback amplifier the phase shift around the feedback loop due 
to frequency variant elements will be considered to be equal to 0° at midband, even 
though the necessary signal inversion in the amplifier and feedback path for negative 
feedback will be equivalent to a phase shift of ± 180°. 

If the open loop of a feedback system is stable, it is possible to establish certain 
criteria which relate the characteristics of the open loop and the stability of the 
closed loop. For example, the closed loop will be stable if the phase shift of a signal 
through the open loop, disregarding the effective phase shift due to signal inversions 
in the different stages, is less than ± 180° at the frequency at which the open-loop 
gain is equal to unity. Determination of the amplitude and phase characteristics of 
the stable open loop therefore establishes whether or not the closed-loop system will 
be stable. If the closed loop will not be stable, it is then possible to specify the char­
acteristics of the equalizing network which must be placed in series with the open 
loop to obtain stability in the closed loop. If the forward path KG(s) and the feed­
back path K1G1(s) of a feedback system as shown in Fig. 18.18 contain only minimum­
phase-shift networks1 and if the open 
loop is stable, the over-all open-loop 
transfer function KG(s)K1G1(s) will have T 
no zeros or poles in the right half of the £; (sl 
s plane. Since a known relationship _J_ 
exists between the amplitude and phase o--__ ......_ _________ _, 

characteristics2 of systems having no Fw. 18.18. Feedback system with the feed­
zeros or poles in the right half of the s back loop shown open. 
plane, it is possible to calculate 'the phase 
characteristics of this type of system provided the open-loop amplitude character­
istics are known. If it is not known whether or not the stable open-loop system 
satisfies the criterion of having no zeros in the right half of the s plane, it is neces­
sary to measure both the phase and amplitude characteristics. Examples of systems 
which have stable open loops and which utilize only minimum phase-shift networks 
are given by Eqs. (18.27) and (18.28). 

The terms which are used to indicate the degree of steady-state stability of a 
negative feedback system are gain margin and phase margin. The term gain margin 
is normally defined as the decibel differential between the open-loop gain of 0 db and 
the open-loop gain at the frequency or frequencies at which the open-loop phase shift, 
because of frequency variant elements, becomes equal to ± 180°. Phase margin is 
the phase difference between 180° and the phase shift in degrees at the frequency 
where the open-loop gain is unity. With reference to Fig. 18.16, the gain margins 
are given by the decibel differences in gain between the points X and -1 and between 
the points -1 and Y. The phase margin is given by the angle 0. In general, good 
stability in a feedback system requires that the gain margin be equal to approxi­
mately 10 db or more and that the phase margin be equal to approximately 40° or 
more. Shown in Fig. 18.19 are the open-loop amplitude and phase characteristics 
of a negative feedback amplifier. The lower and upper gain margins are 19.5 and 
14 db, respectively, and both the phase margins are 36°. 

If either the amplitude or phase characteristics of the open loop do not satisfy the 
conditions for steady-state stability of the closed loop, it is necessary to increase3 or 
decrease the open-loop gain or to introduce an equalizing network somewhere in the 

1 Minimum-phase-shift networks have no zeros or poles in the right half of the s plane 
(see Sec. 18.5a). 

2 See Sec. 18.5b. 
3 In most cases a system can be stabilized by reducing the open-loop gain; however, the 

stability of some systems is dependent on a critical value of gain. An example of the 
second type is given by the transfer locus plot shown in Fig. 18.16. 



18-18 ELECTRONIC DESIGNERS' HANDBOOK 

open-loop path so that the closed-loop system will be stable. In general, most net­
works are minimum-phase-shift networks, and their use as equalizing networks 

"" 
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~ 48 t-----------------l 
o. 36 f---_,,,,_=-------=~---l 
g 24 t----+-----------------l 

121--~'----------------J 
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permits the determination of the phase 
shift associated with any given amplitude 
characteristic. This permits the calcu­
lation of the modified open-loop ampli­
tude and phase characteristics which will 
be obtained as a result of the addition 
of a minimum-phase-shift equalizing net­
work to a feedback system in which the 
amplitude and phase characteristics are 
known. The amplitude and phase char­
acteristics of several minimum-phase-

. shift networks are given in Table 1.4. 
Closed-loop Amplitude versus Frequency 

Response. In Fig. 18.20 is a family of 
amplitude versus frequency curves for 
the simple circuit shown. These curves 

FIG. 18.19. Open-loop amplitude and phase illustrate how the damping ratio r affects 
plots of a negative feedback amplifier. the amplitude response. The frequency 

of maximum amplitude peaking is ap­
proximately equal to the damped resonant frequency wo, and the degree to which the 
amplitude peaking introduces transient frequency components in the output, when 
the input is a step function, can be determined by referring to Fig. 18.13. 
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FIG. 18.20. Amplitude versus frequency curves for the circuit shown. 

Although the curves shown in Fig. 18.20 are for a quadratic system, the damping 
ratio r of a higher order system can be approximated by comparing its closed-loop 
amplitude versus frequency-response curve with those shown in the figure. 
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18.4e. Locus of Roots Method for Graphically Establishing the Poles of the System 

Transfer Function. Equation (18.25) is the closed-loop system transfer function of 
the negative feedback amplifier shown in Fig. 18. 7. The locus of roots method provides 
a convenient means of graphically determining the zeros of 1 - KG(s)K1G1(s), i.e., 
the poles of Eq. (18.25), on the s plane, and consequently establishing whether or not 
the system is stable. 1 Since the zeros of 1 - KG(s)K1G1(s) are the poles of Eq. (18.25), 
the system damping ratio r can be determined by locating the poles on the s plane 
and taking the cosine of the angle t/1 as defined in Fig. 18.11. The locus of roots 
method is of particular value since the 8-plane plot of the loci of the zeros of the 
system-transfer-function denominator clearly defines all possible values of the system­
transfer-function poles as the frequency invariant product KK 1 is varied. 

To illustrate an analysis by the locus of roots method, assume that the denominator 
of Eq. (18.25) is given by Eq. (18.29). 

s s + ½o 
1 - KG(s)K1G1(s) = 1 + 20 -+ IL X 5 -+ lL 

8 76 8 73 
(18.29) 

It follows that the zeros of 1 - KG(8)K1G1(s) are those values of 8 which satisfy 
Eq. (18.30). 

8(8 + Ho) 1 
(s + H)(s + %) 

1 
- 100 (18.30) 

The first step consists of locating on the s plane the poles and zeros of the left-hand 
portion of Eq. (18.30). The zeros are at 8 = 0 + jO and s = -0.05 + j0, and the 
poles are at 8 = -0.17 + jO ands = -0.33 + jO. These are shown in Fig. 18.21. 

NOTE: POLE ANO ZERO VECTORS MUST BE ORAWN 
TO POINTS ON THE LOCI TO ESTABLISH 
THE ASSOCIATED MAGNITUDES OF I/KK1 + jtv 

FOR S=s0 , 

I 'I t,Xli KKt = liX/4 =c.lB 
INCREASING 
GAIN 

0.2 

0.1 

-0.2 

-jw 

0.1 

Frn. 18.21. Loci of the system-transfer-function poles by means of the locus of roots method. 

The second step consists of experimentally determining and plotting all the possible 
values of 8 which, when substituted in Eq. · (18.30), will cause the left-hand portion 
of the equation to have the same sign as the right-hand portion. The left-hand 
portion of Eq. (18.30) must therefore have a negative sign which is equivalent to a 
phase angle of ± 180°. As an example of the procedure in e:x;perimentally determining 
these values of s, assume that 8 has a value of -0.02 + j0. If, on Fig. 18.21, vectors 
were drawn from the two zeros and the two poles to the assumed value of s, the phase 

1 Poles of the system transfer function in· the right half of the 8 plane indicate that the 
system is unstable. 
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angle associated with the left-hand portion of Eq. (18.30) would be found to be 180°. 
This can be explained by the fact that the phase angle of each vector is measured 
from a horizontal line extending to the right of the particular zero or pole. The phase 
angle of the over-all expression is obtained by adding the sum of the phase angles 
measured from the zeros and subtracting the sum of all the phase angles measured 
from the poles. In this example, the sum of the phase angles associated with the 
vActors drawn from the two zeros to the point -0.02 + j0 is equal to 0 + 180, or 180°. 
The sum of the phase angles associated with the two vectors drawn from the two 
poles to the point -0.02 + j0 is equal to 0 + 0, or 0°. The sum of the phase angles 
associated with the zero vectors less the sum of the phase angles associated with the 
pole vectors is 180 - O, or 180°. 

The loci of all values of s which cause the left-hand portion of Eq. (18.30) to have a 
negative value, i.e., a phase angle of ± 180°, are shown in Fig. 18.21. An examina­
tion of the entires plane will reveal that there is no other point or locus of points which 
satisfies the 180° phase angle criterion. Therefore the values of s which cause the 
left-hand portion of Eq. (18.30) to equa.l the right-hand portion must fall somewhere 
on the established loci since the right-hand portion of the expression has a negative 
sign. If the sign of either Kor K1 had been different so as to cause the sign of the 
right-hand portion of Eq. (18.30) to be positive, it would have been necessary to 
determine the loci of points which would cause the left-hand quantity to have a phase 
angle of 0°. 

Since the loci plotted in Fig. 18.21 define all values of s which will cause the left-hand 
portion of Eq. (18.30) to have a negative value, the final step is that of graphically 
determining the particular values of son the loci which satisfy the amplitude criterion 
dictated by the actual system value of l/KK1• The process consists of assuming 
values of son the loci and testing for the satisfaction of Eq. (18.30). A graphical pro­
cedure for testing an assumed value of s for satisfaction of Eq. (18.30) is that of draw­
ing vectors on the s plane from both the two zeros and the two poles of KG(s)K1G1(s) 
to the assumed value of s on the loci and dividing the product of the two zero vector 
lengths by the product of the two pole vector lengths. If the result is equal to the 
magnitude of l/KK1, the assumed value of sis known to be one of the system-transfer­
function poles.1 The number of system-transfer-function poles to be determined is 
always equal to the number of poles of KG(s)K1G1(s). Therefore, different values of s 
on the loci must be tested until the known number of system-transfer-function poles 
are determined. Since the particular function KG(s)K1G1(s) given in Eq. (18.29) 
has two poles, the number of associated system-transfer-function poles is also equal 
to 2. Since l/KK1 is equal to 0.01, the values of the two system-transfer-function 
poles A and A' which satisfy this criterion are -0.0422 + j0 and -0.0117 + j0. 

With reference to Fig. 18.21, note that as the system gain is decreased; i.e., as the 
magnitude of l/KK1 is increased, the system poles move from A and A' toward one 
another along the negative real axis and for one specific value of 1/KK1 appear as a 
second-order pole at point B. As the magnitude of l/KK1 is further increased, the 
system-transfer-function poles become complex-conjugate poles as shown at points C 
and C' and then appear as a second-order pole at point D and finally separate again 
along the negative real axis as shown by points E and E'. The positions of the system­
transfer-function poles for different values of the feedback-transfer-function gain 
constant KK1 indicate that the system is overdamped for both small and large values 
of KK1 and is underdamped for intermediate values of KK1. 

By the procedure outlined it is possible to establish the values of KK1 associated 
with all the values of son the loci. In this manner the system transient and steady-

1 The result obtained by dividing the product of the zero vector lengths by the product 
of the pole vector lengths is equal to the magnitude of the left-hand portion of Eq. (18.30) 
for the assumed value of s. 
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state stability characteristics as functions of the product of the gain constants K 
and K1 are clearly indicated. For example, the loci associated with certain feedback 
transfer functions may extend into the right half of the s plane. It is obvious that 
the system will be unstable for those values of KK1 which cause the poles to lie in the 
right half of the s plane. The location of poles in the left half of the s plane will 
affect the transient response as discussed in Sec. 18.4b. 

The locus of roots method is frequently used to ,solve for the roots of higher-order 
equations. As an example, consider Eq. (18.31). 

As4 + Bs3 + Cs2 + Ds + E = 0 (18.31) 

If Eq. (18.31) were solved by the locus of roots method, it would be necessary to first 
write the following equations which result from the breakdown of Eq. (18.31). 

B C D E 
s' + A sa + A s2 + A s + A = o (18.32) 

(18.33) 

(18.34) 

(18.35) 

- Step 1 consists of determining the values of s which satisfy Eq. (18.35). The zeros 
of the left-hand portion of Eq. (18.35), that is, 0 + jO and -Bf A + jO, are first 
plotted on the s plane. The locus representing all possible values of s which will 
cause the left-hand portion of Eq. (18.35) to have a sign like that of - C / A is then 
plotted. The locus is next tested for values of s which will cause the product of the 
two zero vectors to the assumed value of s to have a magnitude equal to C / A. Careful 
examination of the locus will show that there are two values of s which satisfy this 
criterion. 

Step 2 consists of solving for the values of s which satisfy Eq. (18.34). The zeros 
of the left-hand portion of Eq. (18.34) are next plotted on a new s-plane plot and are 
equal to O + jO and the two roots of Eq. (18.35) determined in step 1. In a manner 
similar to that taken in step 1, the loci representing all possible values of s which will 
cause the left-hand portion of Eq. (18.34) to have the same sign as - DI A are then 
constructed on the s plane. All values of son the loci are then tested for satisfaction 
of the amplitude criterion which states, that the product of the zero vector lengths 
must be equal to the magnitude of DI A. Careful examination of the loci will disclose 
that Eq. (18.34) has three roots. 

Step 3 consists of solving for the values of s which satisfy Eq. (18.33) The zeros 
of the left-hand portion of Eq. (18.33) must first be plotted on a news-plane plot and 
are equal to O + JO and the three roots of Eq. (18.34) determined in step 2. As in 
the preceding steps, the loci representing all values of s which will cause the left-hand 
portion of Eq. (18.33) to have the same sign as the right-hand portion, that is, -E / A, 
are plotted on the s plane. Once more, all the values of s on the loci are tested to 
see if they satisiy the amplitude criterion; i.e., the product of the zero vector lengths 
to the assumed value of s must be equal to the magnitude of -E/A. There are four 
values of s which satisfy this criterion, and they are the roots of Eq. (18.31). 

18.6. Minimum-phase-shift Equalizing Networks. To stabilize a feedback 
amplifier it is frequently necessary to add an equalizing network in either the amplifier 
or the feedback path. If the open-loop amplitude and phase characteristics of the 
unstable system are known, it is possible to establish the necessary modifications in 
either the amplitude or phase characteristics to stabilize the system (see Sec. 18.4d). 



18-22 ELECTRONIC DESIGNERS' HANDBOOK 

If the network to be added is a minimum-phase-shift network, the phase characteris­
tics associated with any prescribed amplitude characteristic can readily be established 
without any knowledge of the network itself. For this reason, minimum-phase-shift 
networks are usually used to stablize feedback amplifiers. 

18.5a. Dejinition of a Minimum-phase-shift Network. A minimum-phase-shift 
network has the minimum possible phase shift for any specified amplitude character­
istic. Examples of two theoretical passive networks, each having a single pole and a 
single zero, which have identical amplitude characteristics as a function of frequency 
are given by the two transfer functions /31 and /32. 

~ =Ks+ l/T1 
1 

. s + l/T2 
s - l/T1 

~
2 =Ks + l/T2 

(18.36) 

(18.37) 

At any given frequency w, the amplitude of /31 is equal to the amp]itude of ~2 and is 
given by Eq. (18.38). 

The phase angle associated with ~1 is (Ji, and the phase angle for ~2 is 02. 

01 = tan-1 wT1 - tan-1 wT2 

82 = - tan-1 wT1 - tan-1 wT2 

(18.38) 

(18.39) 
(18.40) 

01 will always be less in magnitude than 02. The minimum-phase-shift network is 
consequently the one defined by Eq. (18.36). It would appear that the same ampli­
tude and magnitude of phase shift as a function of frequency would be given by a 
transfer function as defined by Eq. (1_8.41), ', 

~
3

. = K s - l/T1 
s - l/T2 

(18.41) 

This particular transfer function cannot be obtained with a passive network since 
it has a pole in the right half of the s plane and is unstable. In summation, passive 
networks may have zeros in either the right half of the s plane [nonminimum-phase­
shift networks, e.g., Eq. (18.37)] or the left half of the s plane [minimum-phase-shift 
networks, e.g., Eq. (18.36)1, but they will never have poles in the right half of the s 
plane. 

Any ladder-type network is a minimum-phase-shift network. Those networks 
which in some instances may be nonminimum-phase-shift networks are those in which 
there are multiple signal paths between the input and output of the network. Exam­
ples of networks which may be nonminimum-phase-shift networks are lattice net­
works (all-pass filters), bridged networks, and those. having distributed constants. 

18.5b. Relationship between Amplit'IJ,de and Phase in Minimum-phase-shift Networks. 
The phase shift introduced by a network at any given frequency is a function of the 
slope of the amplitude response curve in decibels per octave, the number of octaves 
over which the particular slope exists, and the attenuation slopes at other frequencies. 
Minimum-phase-shift networks having constant attenuation slopes of ± 6 db per 
octave for an infinite number of octaves will have a phase shift of ±90°, respectively. 
Networks whose attenuation slopes approach ±6 db per octave will have a phase shift 
approaching ±90°, respectively, provided the slope exists for many octaves and pro­
vided the phase shift is not measured at or near the frequencies at which the attenua­
tion slope changes. Under the same limiting conditions, a slope of ± 12 db per octave 
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is associated with a phase shift of ± 180°, ± 18 db per octave with a phase shift of 
±270°, etc. 

It is possible to app~oximate the amplitude versus frequency response of a mini­
mum-phase-shift network by a series of connected straight lines. Amplitude plots 
of this type are often referred to as Bode plots. As an example, consider the transfer 
function of the network given by Eq. (18.42). 

Eo(s) = K (s + A) 
E,(s) (s + B) (s + C) 

(18.42) 

Each factor of Eq. (18.42), that is, s + A, s + B1 ands + C1 can be represented by a 
straight line with a slope of 6 db per octave. The straight lines start at the fre­
quencies1 w = A, w = B, and w = C. If the factor is in the numerator, the slope is 
+6 db per octave, and if the factor is in the denominator, the slope is -6 db per 
octave. Assuming that B < A < C, the approximation of the amplitude versus 
frequency response would be constructed as shown in Fig. 18.22. The value of the 
transfer function at zero frequency is obtained by lettings = 0 in Eq. (18.42). Since 
B is less than either A or C, the first factor to affect the amplitude response is the 
factor s + B which introduces, at w = B, a slope of -6 db per octave. This slope 
continues to the frequency at which w = A, and at this frequency a slope of +6 db per 
octave is added to the existing slope of -6 db per octave. The result is a slope of 
0 db per octave. At the frequency w = C, a new slope of -6 db per octave is intro­
duced and continues with a permanent slope since there are no additional factors 
in the expression. The straight-line synthesis can be compared with the actual 
response as shown in Fig. 18.22 where K = 1, A = 5, B = 1, C = 25 radians/sec. 
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characteristics of a sample minimum-phase­
shift network. 

The approximate phase characteristics of a minimum-phase-shift network can be 
established if the amplitude versus frequency characteristics are known. The pro­
cedure consists of first approximating the amplitude versus frequency response with 
a series of connected straight lines over a frequency range which extends from fre­
quencies that are at least 10 times lower and 10 times higher than those frequencies 
for which the phase shift is desired. The slopes of the straight lines must always be 
equal to O db per octave or some multiple of ± 6 db per octave. The next step con­
sists of writing the equation for the established curve, and the final step is that of 
solving the equation for the associated phase shift. 

To illustrate a typical solution, assume that it is necessary to determine the phase 
shift associated with the minimum-phase-shift network having the amplitude versus 
frequency resp9nse shown in Fig. 18.23. The broken line in Fig. 18.23 represents an 
attempt to approximate the actual amplitude response. It should be noted that the 
constructed curve is composed of a series of straight lines each of which has a slope 

1 In the case of amplitude versus frequency analysis, the complex variable sis equal to Jw. 
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equal to 0 db per octave or some multiple of ± 6 db per octave. The break points 
along the curve and the attenuation at some specific frequency permit the establish­
ment of the value of K. Since the curve in Fig. 18.23 has four break points, the 
equation has four factors which are given by Eq. (18.43). 

Eo(s) = K (s + 0.4) (s + 46) 
Ei(s) (s + 1.3) (s + 8) 

(18.43) 

At zero frequency the network introduces an attenuation of 16 db, consequently the 
value of K is 0.0895 obtained by letting s = 0 in Eq. (18.43) and solving for the value 
of K necessary to cause the equation to introduce an attenuation of 16 db. The value 
of K has been determined only for the purpose of obtaining the complete transfer 
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Fm. 18.24. Calculated phase characteristics for the attenuation curve shown in Fig. 18.23. 

function. It is not necessary to establish the value of K in the determination of 
the phase shift through the network. If jw is substituted for s, Eq. (18.43) can be 
rewritten as shown in Eq. (18.44). 

Eo(jw) = K 18.4 - w2 + j46.4w 
Ei(jw) 10.4 - w 2 + j9.3w 

(18.44) 

The approximate phase shift (} associated with the curve shown in Fig. 18.23 is there­
fore given by Eq. (18.45) and is shown in Fig. 18.24. 

(} = tan-1 46.4w/(18.4 - w2) - tan-1 9.3w/(10.4 - w2) (18.45) 

The transfer functions given in Table 1.4 are all minimum-phase-shift networks, 
and consequently a knowledge of their amplitude characteristics defines their phase 

!UIII• 
1 10 100 1000 * FOR PHASE LEAD NETWORK OR 

i FOR PHASE LAG NETWORK 

FIG. 18.25. Maximum phase shift for a simple phase lead or lag network having two break 
frequencies w1 and w2 as typified in circuits #4 and #12 of Table 1.4. The frequency at 
which the maximum phase shift occurs is equal to ~ 

characteristics. Figure 18.25 can be used to determine the maximum phase shift 
which can be obtained with a simple phase lead or lag network that has two break 
frequencies w1 and w2. The frequency at which the maximum phase shift oc~urs is 
the geometric center of the two break frequencies, that is, v w 1c., 2, 
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19.1. Analog Computers. An electronic analog computer1 performs mathematical 
operations on electrical quantities which are the actual electrical quantities and/or 
equivalent electrical quantities which have been converted from the physical variables 
involved in the problem. An analog computer accepts, utilizes, and produces data 
in continuous form. This is contrasted to digital computation in which data repre­
senting the quantities involved in the computation are represented by a series of 
pulses signifying the discrete magnitudes of the quantities. The term computer 
as used herein refers not only to a complete multipurpose equipment capable 
of performing many grouped operations but more particularly to the simple com­
puting elements used in electronic equipment for the purpose of performing mathe­
matical operations such as addition, multiplication, or integration of electrical signals. 
Analog elements have application where it is desired to compute to an accuracy of 
three or four significant figures. Where greater accuracy is required and justified 
by the accuracy of the input data, digital techniques are necessary. In general, the 
cost and complexity of analog computation are less than digital computation within 
the accuracy limitation mentioned. A further advantage of analog computation is 
that once the basic building blocks are understood, a combination of elements to 
perform a given computation can be synthesized by engineers who have not specialized 
in computer design. 

Analog computation is convenient in that items of physical equipment not normally 
associated with the computer can be most easily combined with the analog computer 
elements to perform an over-all computation based on the specific characteristics of 
the physical equipment. The effect of changing system parameters can be readily 
observed, and the design of physical equipment can often be optimized without 
lengthy calculations. 

19.1 a. System Considerations. The design of an analog computing system is 
influenced by such factors as the requirements of the problem or equation to be 
solved, computation time, scale factors, and the allowable over-all error. Factors 
determining the selection of specific computing elements must also be considered. 
For example, analog operations can be performed by mechanical, electromechanical, 
or purely electronic means. Electronic computing elements are usually preferred over 
purely mechanical elements because the response time can be much faster, the over-all 
computation time can be reduced, and the cost of electronic elements is usually less 
for the same flexibility. Additional factors such as availability, inherent errors, 
freedom from wear, stability, and ease of adjustment enter into the determination of 
the specific elements to be used. 

To simplify the description of an analog computing system, block diagrams are 
usually drawn to show the interrelations of the specific computing elements. Table 
19.1 gives the notations commonly used in the preparation of such block diagrams. 

t Fc,r general references on electronic computers, see: I. A. Greenwood, Jr., J. Vance 
Huldam, Jr., Duncan MacRae, Jr., "Electronic Instruments," McGraw-Hill Book Com­
pany, Inc., New York, 1948. G. A. Korn and T. M. Korn, "Electronic Analog Com­
puters," M~Graw-Hill Book Company, Inc., New York, 1952. Computer Issue, Proc. 
IRE, "High-speed Computing Devices," McGraw-Hill Book Company, Inc., New York, 
1950. 
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TABLE 19.1. SYMBOLS FOR ANALOG ELEMENTS 

19-3 

Element 

Transducer 

Potentiometer 

Inverting 
amplifier 

Summing 
amplifier 

Integrator 
amplifier 

Summing 
integrator 

General 
operational 
amplifier 

Symbol 

~ 
-~ 

___ \,~0,_ __ Y_., __ 

y = ax 
a S 1 

___ x.,___---l[)Y a~ r ' 
y = -x 

y 

y = -a Jot 1 

x dt + c 

y 

X y 

Function 

Data translation: 
xi = input quantity 
X2 = output quantity 
a1 = scale factor 
X2 = U1X1 

a = scale factor by which 
input is multiplied to form 
output 

Inversion of sign 

Summing several quantities 
with inversion and required 
scale changes 

Integration of a function x 
with respect to time. c = 
initial condition (integra­
tion constant), and t1 
integration time. a = 
scale factor = 1 / RC 

Combined summing and in­
tegration. The scale fac­
tors Un = 1/RnC 

General computing transfer 
function 
y z, 
X CY - z. for A» 1 
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TABLE 19.1. SYMBOLS FOR ANALOG ELEMENTS (Continued) 

Element 

Servo­
mechanism 

Special 

Symbol 

y 

CONNECTION)~ (MECHANICAL ~ 

x~---{J z 

y' 

X 
SPECIAL 

y 

Function 

Shaft positioning in accord­
ance with an input signal 

Special function generation 
or operation denoted by 
label on box 

The first requisite in the specification of requirements is the reduction of the problem 
to a written explicit or implicit mathematical expression or set of expressions to be 
solved by the computer. The physical significance of each item of datum required for 
the solution should then be noted, including the range of values expected. If input 
data are available as a physical quantity but are nonelectrical in nature, notation 
should be made of the transducers required to convert these quantities into electrical 
equivalents suitable for insertion into the computer. If input data are not con­
veniently available, they can often be simulated within the computer. 

The desired form of the solution or other output data should also be specified (i.e., 
graphical recordings, meter readings, potentiometer settings, etc.). In addition, the 
over-all error allowable in the solution should be given. This should be consistent 
with the known input-data error, including transducer error, and is often the determin­
ing factor in arriving at the specific form of instrumentation to be used. 

19.lb. Computation Time and Scale Factors. Scale factors describe the relationship 
between the magnitude and dimensions of one quantity and the magnitude and dimen­
sions of another quantity in the computer. The scale factors used depend upon the 
accuracy required and the maximum magnitudes which can be handled by each 
analog element without overloading or limiting. The problem variables are denoted 
by lower-case letters and the corresponding equipment variables by upper-case 
letters, e.g., 

a .. =X/x (19.1) 

For example, if a particular variable is bearing angle from Oto 360° and if this is to 
be represented by a voltage excursion in the computer of 100 volts peak to peak, the 
scale factor a is 

a = (100 volts) /360° = 0.278 volt/deg 

This over-all scale factor includes the scale factor of the particular transducer used. 
For example, if a transducer is available to convert angular rotation to voltage at a 
scale factor of 1 volt/deg, the input is 360 volts for 360° rotation. To limit the maxi­
mum input to 100 volts, a 3.6: 1 voltage division must take place between the trans­
ducer output and the computing element. 

If time t appears in the problem equation and is to be converted to an analog volt­
age T, it will have a scale factor just as any other variable. This is not to be confused 
with the time referencer of the computer. The computer operates on "real time," 
-r, i.e., rates of integration and computation times are actual values. The time scale 
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r may be different from the time variable t of the problem equation and is also related 
to t by a scale factor. 

(19.2) 
(19.3) 

where a'e = scale factor relating problem time to equivalent computer analog voltage 
ae = scale factor relating problem time to equivalent computer time 

For example, if at = 100, rates of change are reduced 100: 1 in the computation as 
compared to the indicated rate in the problem equation. Thus 1 sec in the problem 
equation requires 100 sec in the computer. The quantity at is usually selected to 
have as small a value as possible for integrators since their errors increase with time, 
and to have a large value for narrow-bandwidth computer elements (e.g., electro­
mechanical servos) requiring a relatively long computation time. The value of at 
must, however, be the same for the entire computation. The i,peed of computation is 
therefore dictated by the requirement of the slowest element. If servos are not used, 
the maximum speed of computation is often limited by stability problems associated 
with high gain electronic amplifiers. The limitation on increasing computation time is 
usually allowable integration drift. In some cases, it is desirable to make ae = I so 
that the problem will progress in the computer in accordance with "real time." The 
value of ae must be unity on any computation using actual equipment in conjunction 
with the computer unless it is known that the actual equipment can be operated on a 
modified time scale without introducing dynamic errors. 

The choice of scale factor will depend also upon the computation involved. For 
example, if the maximum allowable level at any portion of the computer is 100 volts 
and if 2 voltages are to be multiplied, the scale factors must be adjusted so that the 
product of the two variables does not exceed 100 volts. In a similar manner, care must 
be exercised in the establishment of a computer time scale to ensure that the output 
of differentiation does not exceed the maximum allo_wable value. For example, if 
the problem calls for y = dx/dt and if dx/dt is 1,000 volts/sec, either x must be scaled 
to 10: 1 or ae must exceed IO so that dX /dr is less than 100 volts for the time interval 
over which the derivative is taken. 

19.Jc. Error Analysis. An error analysis should be made of proposed computer 
configurations to determine if the probable error is consistent with the requirements 
of the problem. In general, this consists of a tabulation of all known sources of error. 
Representative sources of error are adjustment tolerances, component tolerances, 
approximations involved in the computer equation, calibration errors, nonideal oper­
ation of analog elements, input-data errors, and output-data-reading errors. Errors 
must be reviewed to determine if there are interrelations which cause two errors 
to be mutually compensating, or which, on the other hand, might cause the errors to 
always be directly additive. The computer configuration should be examined for 
opportunities to decrease the total error. 

In general, all errors will not add directly, and some means of establishing a "prob­
able" error must be used. A basis which has been suggested is to take one-third to 
one-:6.f th of the square root of the sum of the squares of the peak values of the individual 
errors. An additional refinement is to assign "cross-correlation" functions describing 
the dependence between errors when known. The function would have a value of +2 
where the individual errors were directly related and were additive in the same direc­
tion. This function would have a value of -2 where the two individual errors were 
directly related but were compensating and the effects were subtractive. This func­
tion would have a value of zero for any two errors not related. For two errors, this 
results in: 

(19.4) 
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where .6.12 is the cross-correlation function relating .6.E1 to AE2. (.6.E1, and .6.E2 are peak 
values.) 

An important simplification can sometimes be used in determining probable errors 
if the relative error between successive computations is of importance and the absolute 
error is not. In this case, Eq. (19.4) need contain only those factors significant in the 
computation of relative error. 

19.2. Operational Amplifiers. An operational amplifier is a computing element 
employing a high-gain d-c amplifier together with input and feedback impedances as 
shown in Fig. 19.la. The input impedance Zi and feedback impedance Z1 can be any 

Zf 

,,~,. 
(O) BASIC FORM OF OPERATIONAL AMPLIFIER 

C 

,,~,, 
(b) OPERATIONAL AMPLIFIER USED (C) OPERATIONAL AMPLIFIER FOR 

FOR. ADDITION OF e,AND e2 INTEGRATION OF e; 
FIG. 19.1. Operational amplifiers. 

electrical network subject to the requirement that the amplifier with the associated 
impedances be stable. The "transfer function" of this configuration is 

ea -z, 
~ = (Zi +Z1)/A +z, (19.5) 

where Zi = transfer impedance function 1 of input impedance 
Z1 = transfer impedance function of feedback impedance 

If the gain is very large, Eq. (19.5) simplifies to be the ratio of the feedback impedance 
to the input impedance as shown in Eq. (19.6): 

(19.6) 

Examples of operational amplifiers as computing elements are shown in Fig. 19.lb 
and c. 

Operational amplifiers are used in analog computation to provide a required transfer 
function in accordance with Eq. (19.6), to provide isolation and/or inversion, to provide 
scale changes, or to solve implicit functions. These subjects are discussed in Sec. 19.3. 

A majority of the problems associated with the design of an operational amplifier 
are concerned with the design of the high gain d-c amplifier. Of particular importance 
are minimization of drift in the d-c amplifier and proper shaping of the frequency 
response to achieve stability in the operational amplifier (see Sec. 3.19c). Amplifier 
drift can be especially undesirable; for example, in an operational amplifier used 
as an integrator, very small differences from zero input potential can be integrated 
to produce large output errors. This type of error can be minimized by "balancing" 
the d-c amplifier, i.e., by adjusting it for zero output with the input grounded through 
a resistance equal to the signal source resistance, just prior to performing the desired 

1 See Table 1.5 for a tabulation of transfer impedance functions. 
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integration. Even if the balancing is done just prior to computation, a small drift 
rate can be objectionable if the computation time is appreciable. A reduction in 
drift and an increase in low-frequency gain can be realized by "chopper stabilization'' 
(see Sec. 3.19c). The design of d-c amplifiers suitable for use as operational ampli­
fiers is covered in Sec. 3.19. Assuming that a stable, drift-free high-gain d-c amplifier 
is available, the computation accuracy of an operational amplifier is determined 
by the accuracy and stability of the input and feedback impedances and the absolute 
gain of the amplifier. 

The general requirements for the stabilization of feedback systems are discussed 
in Sec. 18. Stabilizing networks applicable to operational amplifiers and servo­
mechanisms are discussed in Sec. 19.7c. 

19.3. Mathematical Operations. There are several representative circuit tech­
niques for performing mathematical operations in analog computation.1 The 
simplest computing networks contain only passive elements; however, the use of 
active circuits such as high-gain amplifiers or servomechanisms increases the accuracy 
of the computation and overcomes the attenuation associated with passive networks 
at the penalty of increased cost and complexity. 

19.3a. Explicit and Implicit Solutions. A given problem can be solved explicitly or 
implicitly. An explicit solution requires the formation of the direct analog of the 
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y~ 
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(bl IMPLICIT DIVISION 

>-------- Xn 

(Cl GENERAL IMPLICIT COMPUTATION 

Fm. 19.2. Explicit and implicit computation. 

explicit equation for the required unknown. An implicit solution allows the solu­
tion of a rearranged version of this equation which may be easier to instrument. 
For example, the problem of determining the value of z from the relation­
ship z = x/y can be solved by explicitly dividing x by y to obtain z. An implicit 
solution for z is obtained from the instrumentation of the equation zy - x = 0. In 
this case, the implicit solution requires multiplication where the explicit solution 
requires division. In a similar manner, explicit subtraction can be replaced by implicit 
addition, integration by differentiation, powers by roots, etc. Figure 19.2a and b 
shows each method of solution. The use of a high-gain amplifier as shown in Fig. 

1 For a detailed description of mechanical computing elements, see M. Fry, Designing 
Computing Mechanisms, Machine Design, August, 1945, to February, 1946, or Antonin 
Svoboda, "Computing Mechanisms and Linkages," McGraw-Hill Book Company, Inc., 
New York, 1948. 
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19.2b is characteristic of implicit solutions. The general method of implicit computa­
tion is indicated schematically in Fig. 19.2c. The function f(x1, x2, ••. , Xn) = 0 
is formed from the explicit equation to be solved. For example, if z = (x2 + y2) Hi is 
to be solved for z, f(x1, x2, • • • , Xn) = 0 is (z2 - x2 - y2) = 0. The computation 
solves the equation: 

Xn f (x1, X2, • • • , Xn) = - A (19.7) 

If the gain A of the amplifier is very high, xn/ A is very small and a value of Xn is 
obtained which satisfies the expression 

(19.8) 

The error AXn inherent in this form of computation is 

(19.9) 

Care must be exercised in the solution of implicit expressions to be sure that the 
closed loop is stable (see Sec. 19.6) and that the expression does not have complex 
(i.e., real and imaginary) solutions. 

Example 19.1 

Diagram the solution by implicit means of the explicit expression: 

-b±-V~ 
X = 

2a 
Solution 

1. Determine the implicit expression for x. The required expression for 

f(x1, X2, ••• , Xn) = 0 
is 

ax 2 +bx+~ = 0 

2. Determine the configuration required to instrument (ax 2 + bx + c) = 0. 
This is illustrated in Fig. 19.3a. The value of x determined by this system is a solution 

of the original explicit expression provided a real solution exists. The explicit solution of 
this problem is shown in Fig. 19.3b for comparison. 

This example illustrates the possible simplification in instrumentation which can be 
achieved by implicit techniques. Implicit computation can be complicated by the problem 
of ensuring that the configuration seeks the desired solution if more than one solution is 
possible. 

19.3b. Specific Mathematical Operations. The methods most generally employed 
for performing specific mathematical operations in analog computers are discussed 
herein. In each application, it is necessary to consider such factors as input loading, 
output impedance, mutual coupling, bandwidth and type of signal to be used, accuracy 
required, and allowable complexity. 

Addition and Subtraction. Addition networks are shown in Fig. 19.4. In general, 
addition n~tworks can be used for subtraction by inverting the sign of the input to be 
subtracted by use of an inverting amplifier. The passive parallel impedance network 
of Fig. 19.4:a is simple and inexpensive. Any number of inputs can be added in this 
manner. The principal disadvantage of this circuit is the attenuation between input 
and output. The output voltage is given by 

eo = Ro (i1

1 + i2

2 + • • · + i:) (1 + Ro/R1 + Ro/R/ + • • · + Ro/RJ 
(19.10) 
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The second parenthetical expression can be neglected for R 0 (1/R 1 + l/R2 + • • • 
1/Rn) « 1; that is, Ro much smaller than the parallel combination of the input 
resistances. This allows the input voltages to be simply added with an amplitude 
factor associated with each term equal to Ro/Rn, 

r - - - - - - - - - - - - - ---, 
I I X 

I 
I b 
I 
I x2 bx 
I 
I 

o MULTIPLY 

I '-------.--~ I 

L----------------~ 
C 

(q] IMPLICIT SOLUTION 

0 

C MULTIPLY 

2 
b 2-4oc SQUARE 

ROOT 

b2 ✓b2-4ac 

SOUARE AOO OR DIVIDE SUBTRACT I -b ±✓b2-4oc 
b l-b± ✓b2-4ocl x-

!!o 

(b) EXPLICIT SOLUTION 

Frn. 19.3. Figure for Example 19.L 

The summing amplifier shown in Fig. 19.4b overcomes the attenuation objection 
and produces less error for the same scale factor. The output voltage of this circuit 
is given by 

eo = -Ro - + - + · · · + -( 
e1 e2 en) 
R1 R2 Rn 

(19.11) 

for IAI » 1 + Ro (~
1 
+ ~

2 
+ · · · + ~J, where A is the gain of the amplifier. 

This network inverts the algebraic sign of the sum. 
The passive-series addition network of Fig. 19.4c is useful where identical scale 

factors are desired for each input. The output voltage is given by 

(19.12) 

The sources e1, e2, . • • , en must be isolated from a common terminal in this net­
work. For a-c signals, transformer coupling can be used. 

The bridge network shown in Fig. 19.4d is useful as an addition circuit. If all the 
arms have equal resistance values, the output voltage is given by 

e _ !!: (-e_1 _ + _e2_) 
0 

- 2 R + r1 R + r2 
(19.13) 

where r1, r2 = source resistances of e1 and e2, respectively 
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Although one source must be isolated from a common terminal, this circuit has the 
advantage of providing negligible coupling between the two sources. Additional 
terms can be added by utilizing additional bridge networks. 

Tube circuits shown in Fig. 19.4e have the advantage of providing signal gain, or at 
least negligible attenuation, depending on the input and output connections; however, 
the accuracy does not compare with the circuits shown in Fig. 19.4a through d due to 
both the tube nonlinearities and drift in characteristics. Also, the output appears on 
a d-c base which may be undesirable. There is negligible coupling between inputs 
and between input and output circuits. The multiple-input circuit of Fig. 19.4e(l) 
requires only a single tube, and only small signals can be handled without appreciable 

e, e, 
R1 Rt Ro 

e2 11,e 
ll2 R2 

eg eo e-5 
Ii., 

I q ) PASSNE PARALLEL NETWORK !.bl "OPERATIONAL AMPLIFIER NETWORK 

E 

b 

0 

t { ~J l 
(1) 

lo') BRIDGE NETWORK 

(el VACUUM TUBE METHODS 

Fm. 19.4. Addition and subtraction networks. 

'o 

error. The output voltage eo is a function of the sum of the grid inputs e1 and e2 

from which the cathode input ea is subtracted. The impedance of the source ea 

must be low, or the gain of the stage will be reduced by cathode degeneration. An 
additional inverting amplifier is required if it is necessary to restore the original 
polarity of the input signals. 

The common-plate addition circuit of Fig. 19.4e(2) has the advantage of allowing 
a number of inputs limited only by the number of tubes that can be operated in 
parallel. The scale factor of each input can be controlled by the adjustment of the 
grid circuit potentiometers. If the scale factor of each input is to be independent 
of the number of other inputs, the plate resistance of each tube must be much larger 
than Rb. Therefore pentodes are usually used. 

The common-cathode addition circuit of Fig. 19.4e(3) is similar to the common­
plate circuit except for the additional advantages of no signal inversion, low output 
impedance, and less variation due to tube characteristics. The scale factor of each 
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input can be adjusted by the addition of either grid circuit potentiometers or a 
separate cathode resistor between the cathode of each tube and the common-cathode 
resistor Rk, 

The differential amplifier shown in Fig. 19.4e(4) provides a voltage between plates 
proportional to the difference between grid signals, and a. voltage at the cathode 
proportional to the sum of the grid voltages. 

Multiplication and Division. Representative methods of performing multiplication 
and division are shown in Fig. 19.5. A problem in the design of division circuits is the 
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Frn. 19.5. Multiplication and division. 

limiting or overloading which can occur for small values of the divisor. A factor 
to be considered in multiplying circuits is the allowable algebraic sign of each input. 
If the sign of neither input can be reversed, the multiplier is a single-quadrant device. 
If one of the input voltages can have either a positive or negative sign and if the sign 
of the product changes accordingly, the device is a two-quadrant multiplier. If the 
multiplier accepts either sign for each input and produces the proper sign of the 
product, it is a four-quadrant multiplier. 

Multipliers or dividers using servo or carrier systems are, in general, capable of 
accuracies of 0.1 per cent but have relatively long response times. Electronic mul­
tipliers are capable of rapid multiplication or division. Complex electronic multipliers 
can have accuracies comparable to servo multipliers; simple vacuum-tube multipliers: 
however, are relatively inaccurate. 
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The passive networks of Fig. 19.5a are used for multiplying or dividing by a con­
stant. The output voltage is given by 

(19.14) 

In the first network, the value of R2 is selected by the position of the slider arm of 
the potentiometer. The circuit multiplies e1 by a constant proportional to R2. If R1 
is the adjusted element in the second circuit, the output will be divided by (R1 + R2). 
In practice, the loading effect of impedances connected to eo must be considered. 
This is shown in Fig. 19.8 where a is the ratio of loading resistance to total potentiom­
eter resistance and x is the ratio of R2 to R1 + R2. These circuits have the dis­
advantage of attenuating the input signal. Since the impedance of the second net­
work is variable, its loading effect of the input voltage e1 may be important. 

The operational amplifier of Fig. 19.5b multiplies the input e1 by a constant scale 
factor. In this case, 

for JAi » 1 (19.15) 

This network therefore inverts and changes scale by the factor Ro/R 1• If R 0 is 
servo-controlled by a second input e2, the circuit multiplies e1 by e2. If R1 is servo­
controlled by e2, the circuit divides e1 by e2. In the case of division the effect of a 
changing input resistance on the source e1 must be considered. 

The servo system shown in Fig. 19.5c drives the two potentiometer arms by an 
angular amount depending upon the input e1. The first potentiometer provides a 
feedback comparison voltage for the servo. The voltage of the second potentiometer 
arm which is mechanically connected to the first potentiometer is 

(19.16) 

The over-all accuracy achievable with this system is about 0.1 per cent. 
The modulated carrier system shown in Fig. 19.5d represents one version of a 

general class of multiplier. 1 One input e1 is used to modulate a second input e2 
sin wt which consists of an a-m carrier signal. The doubly modulated carrier is then 
detected, 1 and the detector output is proportional to e1e2. A limitation of any carrier 
system is that the highest important frequency component of e1 and e2 must be sub­
stantially lower than the carrier frequency. 

The configuration shown in Fig. 19.5e represents a general method of multiplication 
by auxiliary functions. This circuit solves the equation 

- log e1e2 = log e1 + log e2 (19.17) 

By reversing the sign of one of the inputs to the summing amplifier, division can be 
performed in accordance with Eq. (19.18): 

(19.18) 

Elements for generating logarithmic and antilogarithmic functions are rectifiers, 
potentiometers, vacuum tubes, and nonlinear resistors. 

Multiplication can be accomplished by integration as shown by Eq. (19.19): 

(19.19) 

This method of multiplication can be very accurate if precision integrators are 
employed. 

1 See, for example, G. D. McCann, C. H. Wilts, and B. N. Locanthi, "Electronic Tech­
niques Applied to Analog Methods of Computation," Proc. IRE, vol. 37, pp. 954-961, 
August, 1949. 
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The sampled multiplier 1 shown in Fig. 19.5f has a full-scale accuracy better than 

0.2 per cent and is capable of rapid, time-shared multiplication or division. The 
function generators produce time variant outputs which are identical in form (i.e., 
linear, exponential, etc.) but which differ in amplitude in accordance with the respec­
tive inputs e1 and e2. The magnitude of eif(t) is compared with a third input e3 in a 
comparator. When these two voltages are equal, the amplitude of the voltage ed(t) 
is instantaneously sampled and stored as the output voltage. The output voltage e0 

is given by 

(19.20) 

An attenuator-multiplier2 is shown in Fig. 19.5g. The signals e1 and e2 are passed 
through identical variable attenuators. The output of one attenuator is compared 
to a third signal e3. The comparator produces an attenuation control signal to 
cause ae1 to be equal to e3 where a is the attenuation. Under these conditions, the 
output from the e2 attenuator is also given by Eq. (19.20). It should be noted that 
the output signal will always be less than e2. 

Many other forms of multipliers are possible. For example, ~' area integration" 
can be used wherein the amplitude and duration of a signal are each proportional 
to the quantities to be multiplied. The integral of the signal is proportional to the 
product of the two quantities. 3 

Integration and Differentiation. Networks for these operations are shown in Fig. 
19.6. Differentiation is usually obtained in analog computation implicitly, i.e., 
by integration. This is because differentiators accentuate noise components of the 
input signal and, in addition, introduce serious closed-loop stability problems (see 
Sec. 3.19c). 

The passive differentiator of Fig. 19.6b has a transfer function given by 

Eo(s) RCs 
Ei(s) = 1 + RCs (19.21) 

A "perfect" differentiator has a transfer function equal to s. The passive differentia­
tor is effective for frequencies where wRC < I. To differentiate high-frequency com­
ponents of the input signal, RC should be small. .However, a small RC product causes 
high attenuation of the input signal. To avoid these problems, the operational 
amplifier differentiator of Fig. 19.6d can be used. The transfer function of this net­
work is 

A RCs 
- 1 + A [RC/(I + A)]s + 1 ,...._, -RCs for A » (1 + RCs) (19.22) 

The high-gain feedback amplifier has the effect of increasing the frequency range of 
the differentiator by the factor (1 + A) without appreciably affecting the attenuation. 

The passive integrator of Fig. 19.6a has a transfer function given by 

Eo(s) 1 
Ei(s) = RCs + 1 (19.23) 

1 Complete circuits and discussions are given in: H. Freeman and E. Parsons, A Time 
Sharing Analog Multiplier, Trans. IRE Professional Group on Electronic Computers, March, 
1954, pp. 11-17; John Broomall and Leon Riebman, A Sampling Analog Computer, Proc. 
IRE, vol. 40, pp. 568-572, May, 1952. 

2 See Korn and Korn, op. cit., pp. 223-224, or Greenwood, et al., op. cit., pp. 50-53. 
3 For a detailed description of a highly accurate multiplier of this general type, see E. A. 

Goldberg, "A High Accuracy Time Division Multiplier," Project Cyclone Symposium II, 
pt. 2, April 28-May 2, 1952, Reeves Instrument Co., sponsored by the U.S. Navy. Also, 
in the same report, W. A. McCool, "An AM-FM Electronic Analog Multiplier." 
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Eq. (19.23) shows that the transfe:r: function reduces to 1/RCs for frequeh.Cies where 
s » 1/RC. A "perfect" integrator has a transfer function of 1/s. In Fig. 19.6a, the 
quality of integration is improved as RC and/or w is increased. An increase in RC 
in Eq. (19.23) increases the attenuation between E;, and Eo. To overcome this diffi­
culty the operational amplifier integrator of Fig. 19.6c is used. This basic circuit is 
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one of the most useful analog computing elements. The transfer function of this 
circuit is 

-A -1 
(1 + A)RCs + 1 ~ RCs 

for A » (1 + RCs) (19.24) 

The rate of integration is approximately the same as the initial rate of integration 
in a passive integrator. The integration error, however, can be substantially less than 
that of a passive integrator. 

Practical considerations such as grid current (see Sec. 3.19), temperature drift, and 
capacitor leakage are very important in the design of a high-quality integrator. The 
effects of other circuit elements, such as stray capacitance, source resil!ltance, load 
resistance, and amplifier input resistance on the values of Rand C must be included. 
The input resistance R is usually a high-precision low-temperature-coefficient resist­
ance. The feedback capacitance is usually made with polystyrene or some other 
very low leakage dielectric material. The integration constant, or "initial condition," 
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is added by charging the feedback capacitor to the initial-condition voltage just prior 
to initiation of the integration period. 

If the integration is to be taken with respect to a variable y instead of time, the 
integration can be performed as shown in Eq. (19.25): 

(19.25) 

The time derivative of y is first obtained. This is multiplied by the variable x, 
and the product is integrated with respect to time to give the required integral of x 
with respect to y. 

The summing integrator shown in Fig. 19.6e is a useful device for combining the 
operations of summing and integration. The output signal is equal to 

Eo(s) ~ _ _!___ (Ei(s) + ~2(s) + ... + En(s)) 
Cs R1 R2 Rn 

(19.26) 

A special application is illustrated in Fig. 19.6f. This "holding amplifier" is 
used to store a signal value at a chosen instant. This can. be used to obtain a "point" 
solution to a problem during a computation, to store a value for later use in the 
computation, or to check the computer during the problem. The normal con­
nection is with the relay arms in the up position. The input and feedback impedances 
are then composed of resistances shunted by capacitors of such values that the time 
constant of each network is the same. In this way the amplifier acts as an inverting 
amplifier and can be connected to the circuit whose output it is desired to "hold." At 
the hold instant, the resistance in the feedback impedance is disconnected and the input 
impedance is replaced with an equivalent resistance to ground at the input to the 
amplifier. There is zero input signal under this condition, and the stored signal is the 
last output signal on the feedback capacitor. 

A servo integrator is illustrated in Fig. 19.6g. The system consists of a servo 
amplifier driving a motor. The motor speed is proportional to the voltage from the 
servo amplifier. A tachometer or rate generator is mechanically coupled to the motor 
shaft so that it generates a voltage proportional to the motor speed. This voltage 
is fed back into the servo amplifier where it is compared to the input signal. The 
motor speed is controlled by the servo amplifier so that the rate voltage approaches 
the input voltage. Under this condition, the angular displacement of the motor shaft 
is approximately proportional to the integral of the input signal. A serious limitation 
of servo integrators is the response time due to the inertia of the rotating components. 
This restricts the use of such integrators to applications wherein the signals have very 
slow rates of change compared to the response time. Another restriction is the rela­
tive inaccuracy of the servo integrator due to tachometer inaccuracies. 

Function Generator. Another mathematical operation required in analog computa­
tion is function generation. Function generators can be formed from simple poten­
tiometers, electromechanical servo systems, or electronic circuitry of varying com­
plexity. Representative methods 1 of function generation are illustrated in Fig. 19.7. 

The "photoformer" 2 of Fig. 19.7a consists of a cathode-ray tube and associated 
deflection circuitry, a mask placed over the tube face cut to the shape of the desired 
function, and a phototube with an associated amplifier. The input signal inserted 
into the horizontal deflection amplifier causes the cathode-ray trace to sweep hori­
zontally across the tube. The vertical deflection circuitry causes the trace to move 

1 For a discussion of specific methods of performing squaring and square-root operations, 
see B. Chance et al., "Waveforms," chap. 19, McGraw-Hill Book Company, Inc., New 
York, 1949, or Greenwood et al., op. cit., chap. 6. 

2 See D. E. Sunstein, "Photoelectric Waveform Generator," Electronics, vol. 22, p. 100, 
1949. 
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upward until it is visible in the unmasked portion of the cathode-ray tube. The 
phototube detects the presence of the trace above the mask and feeds back a signal 
which moves the beam downward. In this manner, the cathode-ray beam follows 
the contour of the mask as it is swept horizontally in accordance with the input signal. 
The vertical deflection signal is proportional to the required function and is used as 
the output signal of the photoformer. 
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Fw. 19.7. Function generators. 

A mechanical equivalent of the photoformer can be constructed by using an input/ 
output table as shown in Fig. 19.7b. Cylindrical and rectangular tables are dia­
grammatically represented in the figure with the required function attached to the 
table in the form of a contact wire. The wire serves as the contact to a potentiometer 
as shown. The required function is available from the contact as a voltage varying 
with drum rotation or linear displacement of the resistance element in accordance 
with the function plotted by the wire. 

A diode function generator is illustrated in Fig. 19.7c. The required function is 
approximated by a series of straight lines. A series of diodes are caused to have 
successive limit levels1 such that the sum of the output of the diodes apprOiCimates the 
required function. 

1 See Sec. 12 for a discussion of the design of diode limiters. 
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A method of generating polynomials of time by the use of successive integrators 

is shown in Fig. 19.7d. The input to the successive integrators in the figure has been 
assumed to be unity. 

Potentiometers1 are of general use in generating linear signals as a function of shaft 
rotation. The shaft rotation is often servo-controlled in accordance with some input 
signal to the servo amplifier. Over-all potentiometer linearities of better than 0.1 
per cent are obtainable. A significant source of error is the effect of the load 2 resist­
ance on the potentiometer output signal. This effect is used to advantage in the 
generation of nonlinear functions with linear potentiometers. The possible transfer 
functions for the two configurations shown in Fig. 19.7e are plotted in Fig. 19.8 as a 
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Frn. 19.8. Loaded potentiometer functions. 

function of a, where a = R2/R1. The solid lines apply to circuit (1). The dashed 
lines apply to circuit (2). The curve for a = oo applies for either case. 

Nonlinear functions can also be obtained by tapped potentiometers3 and poten­
tiometers with nonlinear resistance windings. 

Another general type of function generator is the servo-controlled cascaded-poten­
tiometer arrangement of Fig. 19.7/. If the potentiometers are linear, the connection 
shown produces a function proportional to the square of the input voltage. The 
operational amplifier shown between the potentiometers is used to provide isolation. 
If the signal from the output potentiometer instead of the signal from the reference 
potentiometer is fed into the servo amplifier for comparison with ei, the shaft rotation 
is proportional to the square root of ei, 

Straight-line functions are useful in the simulation of physical conditions such as 
mechanical stops, hysteresis effects, backlash, frictional effects, and absolute-value 

1 For a detailed discussion of potentiometer construction, see J. F. Blackburn, "Com­
ponents Handbook," chap. 8, McGraw-Hill Book Company, Inc., 1948. For discussions 
of general techniques of function generation with potentiometers, see: Greenwood, et al., 
op. cit., chap. 5; Korn and Korn, op. cit., chap. 6; and Harold Levenstein, Generating Non­
linear Functions with Linear Potentiometers, Tele-Tech, October, 1953, p. 76. 

2 For discussions of loading error and methods of minimizing this error, see J. F. Nettle­
ton and P. E. Dole, Reducing Potentiometer Loading Error, Rev~ Sci. Instr.,. vol. 18, 
pp. 332-341, May, 1947. 

3 See Korn and Korn, op. cit., pp. 261-271. 
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determination. Diodes or relays are convenient elements to use for this purpose. 1 

Diodes have the advantage of usually requiring less space and power, but their 
operation is "soft" (i.e., they only approximate straight-line characteristics). Relays, 
on the other hand, when used in conjunction with high-gain amplifiers, have good 
straight-line characteristics. 
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FIG. 19 9. Straight-line function generation by relays and diodes. 

The relay amplifier shown diagrammatically in Fig. 19.9a is a high-gain d-c amplifier 
used to actuate a high-speed relay. The amplifier is polarity-sensitive, and only one 
polarity of input signal actuates the relay. Representative diode and relay arrange­
ments for the formation of straight-line functions are shown in Fig. 19.9b, c, and d. 
For these examples, a positive net input voltage connects the relay to the plus terminal. 

Trigonometric Functions and Coordinate Transformation. The generation of func­
tions to transform the coordinates of a problem is illustrated in Fig. 19.10. Figure 
19. lOa defines the coordinates of two rectangular systems displaced in angle with 

1 For the design of diode circuits, see Sec. 12. For a dis~ussion of diode computer func­
tions, see C. D. Morrell and R. V. Baum, "The Role of Diodes in an Electronic Differential 
Analyser," Project Cyclone Symposium II on REAC Techniques, April 28-May 2, 1952, 
sponsored by the U. S. Navy. For a discussion of relay function generation, see R. R. 
Bennett, "The Generation of Straight Line Transfer Relationships," Project Cyclone 
Symposium I on REAC Techniques, March 15-16, 1951. The notation and principles of 
relay amplifier operation discussed in this section are adopted from Bennett's article. 
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respect to each other. It is sometimes necessary to convert variables of one coordinate 
system to variables of the displaced coordinate system. If the location of a point in 
the U, V coordinate system is known, the corresponding x and y coordinates are given 
by the following equations: 

x= Ucosf3+Vsin{3 
y = - U sin /3 + V cos /3 

Figure 19.lOb defines the coordinates of rectangular and polar systems. 
related to each other by the following equations: 

x = R cos 8 
y=Rsin8 
R = (x2 + y2)~2 
0 = tan-1 (y/x) 

(19.27) 

These are 

(19.28) 

(19.29) 

The solution of equations of the types given by Eqs. (19.27) and (19.28) requires a 
convenient device to compute the sine and cosine of an angle. The resolver and the 
sine-cosine potentiometer1 shown in Fig. 19.lOc and d, respectively, are each generally 
useful for this purpose. The resolver consists of two stator windings in quadrature 
and two rotor windings in quadrature. If one of the stator windings is excited with 
an a-c voltage, voltages are induced in the rotor windings proportional to the sine 
and cosine of the angular position of the rotor. Conversely, if one of the rotor wind­
ings is excited, the sine and cosine functions are obtained at the stator windings. 

The sine-cosine potentiometer consists of a flat card resistance winding with two 
contacts mechanically displaced by 90°. The terminals for the excitation voltage 
are 180 mechanical degrees apart. The positions of the ground taps are also 180 
mechanical degrees apart, displaced 90° from the excitation voltage terminals. The 
voltages from the contacts will vary as the sine and cosine of the angle of rotation of 
the contacts. 

A method of computing the coordinate rotation of Fig. 19.l0a is shown in Fig. 
19.lOe. Signals proportional to U and V are fed into resolvers or sine potentiometers 
as shown. The angle f3 is the angular displacement between the coordinate systems. 
The outputs of the sine and cosine function generators are summed in accordance 
with Eq. (19.27) to produce the required value of the x and y coordinates. In a 
similar manner, the system in Fig. 19.10/ transforms polar to rectangular coordinates 
in accordance with Eq. (19.28). The system of Fig. 19.lOg will transform coordinates 
from rectangular to polar coordinates in accordance with Eq. (19.29). If the inputs 
to the stator windings are x and y, the output of one rotor winding is (x cos 0 + y sin 8) 
which is equal to R. The output of the other rotor winding is (y cos 8 - x sin 8) 

which is equal to zero when 8 is equal to tan-1 (y/x). This is fed into a servo which 
rotat~s the resolver shaft until this expression is satisfied. 

In a similar manner, the arcsine and arccosine functions can be produced by the 
arrangement shown in Fig. 19.l0h. The rotor is excited by a voltage e1. The output 
voltage (e1 cos 8) from the resolver stator is compared to a voltage e2, and the differ­
ence is fed into the servo amplifier. The servo causes the resolver shaft to rotate 
such that the shaft position 8 is given by cos-1 (e2/e1). 

The arctangent is obtained from the arrangement shown in Fig. 19.l0i. In this 
case, both stators are excited by out-of-phase voltages e1 and e2. The rotor is servoed 
to a null by the rotor voltage which is equal to (e2 cos 0 - e1 sin 8). The angle 8 for a 
null is 8 = tan-1 (e2/e1). The arctangent is also given directly by the circuit of 
Fig. 19.l0g. 

1 See Blackburn, op. cit. 
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19.3c. Solution of Equations. 1 Many physical problems can be described by mathe­

matical equations of a standard or easily recognizable form. An important factor, 
therefore, in the establishment of an analog for a physical problem is the ability to 
instrument commonly encountered expressions. This requires the use of the mathe­
matical operations described in the previous sections and is illustrated in the following 
paragraphs. 

Linear Simultaneous Equations with Constant Coefficients. Simultaneous equations 
containing no derivative or integral terms are expressed in the following form: 

a1x1 + a2x2 + 
b1x1 + b2x2 + 

+ anXn + ao = 0 
+ bnXn + bo = 0 

+ nnXn +no= 0 

(19.30) 

The general procedure for the solution of a set of equations such as this is as follows: 
1. Solve for x1, x2, . . . , Xn in terms of the other variables. The results appear as 

Xn + nn-1 + no) --Xn-1 -
nn nn 

2. Designate a summing amplifier to combine inputs to satisfy these equations for 
each unknown. 

3. Interconnect these amplifiers in accordance with these equations. The appro­
priate coefficients are determined by the input and feedback resistances of the summing 
amplifiers. 

4. Add the constant terms ao/a1, bo/b2, etc., into each summing amplifier by appro­
priate d-c voltages. 

This procedure is illustrated by the following example. 

Example 19.2 

Determine the analog required to solve the following set of equations. 

2xI + 2x2 - 8 = 0 
XI+ 4X2 + 8 = 0 

Solution 

1. Solve the equations for expressions for XI and x2. 
From the first equation, 

From the second equation, 

1 For additional information and procedures for solving equation forms discussed in this 
section and additional forms such as nonlinear differential equations and equations with 
variable coefficients not discussed in the section, the reader is referred to: Korn and Korn, 
op. cit., Project Cyclone Symposium I on REAC Techniques, March 15-16, 1951, and Pro­
ject Cyclone Symposium II on REAC Techniques, April 28-May 2, 1952, sponsored by 
the U.S. Navy. 
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2. Connect summing amplifiers for x1 and x2 in accordance with these equations. This 
is shown in Fig. 19.11. 

3. Add the constant terms. These are also shown in the figure. 
The d-c voltages could have been unity, in which case the resistance ratios of the summing 

amplifiers would have to be adjusted to form the proper sum. As shown, the resistance 
ratios are all unity. 

Linear Differential Equations with Constant Coefficients. Such equations are 
represented by the following general form: 

or in operational form (see Sec. 23.6) 

f~--------
e=-4 

-[fx,+2]=x., 
e=B 

FIG. 19.11. Figure for Example 19.2 

(19.31) 

(19.32) 

wheres represents d/dt. 
Equations of this form can, in theory, be 

instrumented by successive differentiations 
and additions; In practice, however, 
differentiation is usually accomplished 
implicitly by integration to avoid noise 
amplification and other problems inherent 
in differentiation systems. To solve equa­
tions such as (19.32) by successive inte­

grations, the following procedure is suggested. 
1. Equate the highest-order derivative term to the remainder of the equation. 

This results in the form: 

(19.33) 

2. Designate n integrators to successively integrate snx, yielding lower-order 
derivatives sn-1x, s"-2x, etc., until a term corresponding to xis obtained. 

3. Designate a summing amplifier to combine the outputs of the successive inte­
grators to form the sum of Eq. (19.33), using inverting amplifiers to reverse the 
algebraic signs of terms as required. Note that the output of each integration is 
multiplied by 1/RC where RC is the time constant of the electronic integrator used 
to perform the integration. Note also that each integration reverses the. algebraic 
sign. In general, approximately half as many inverting amplifiers as integrators are 
required. 

4. The output of the summing amplifier is fed back with the proper algebraic sign 
into the first integrator, thereby providing the required input for the successive 
integrations. 

5. The solution is available from the output of the last integrator. There will 
usually be more than one configuration which satisfactorily solves the equation. 

This procedure is illustrated by the following example. 

Example 19.3 

Obtain an• analog configuration to solve the following linear differential equation: 

d2z + a dx + bx = 0 
dt2 dt · · 

The initia~ conditions are that x = c at t = 0 and dx/dt = 0 at t = 0. 
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Solution 

1. Express the equation in operational form and equate the highest-order derivative term 
to the remainder of the equation. 

s2x = -(asx + bx) 

2. Designate a number of integrators corresponding to the order of the equation and 
interconnect them so as to produce a zero-order differential term. The integrators and 
their interconnections are shown in Fig. 19.12. 
The initial condition for dx/dt is set into the 
summing integrator producing dx/dt, and 
similarly the initial condition for x is set into 
the integrator producing x. The solution of 
the equation is taken at the point where the 
zero-order differential appears, yielding a 
value for x. 

Simultaneous Linear Differential Equa­
tions with Constant Coefficients. The pre­
vious techniques can be used to solve sets 
of linear differential equations. Succes­
sive integrations are used for each equa­
tion as required. Appropriate intercon­
nections are made between integrator 
chains to provide the required summation 
for each equation. This is illustrated by 
the following example. 

Example 19.4 

Determine the analog representation of 

-sx=-ft2xdt+O 

bx,;,-b/(-sxJdt+c 

b-x 
-[osx+bx]=s2x 

the mechanical system shown in Fig. 19.13a. Frn. 19.12. Figure for Example 19.3. 
The masses m1 and m2 are restrained by 
springs of stiffness k1, k12, and k2. The dashpots have damping coefficients ft and /2. 
A driving force F(t) is impressed on mass m1. The quantities xi and x2 are the displace­
ments of m1 and m2, respectively. 

Solution 

1. Write the equations of motion. 
The equation of motion of m1 is 

The equation of motion of m2 is 

d2x2 dx2 
m2 ---;fj2 + /2 dt + k2x2 + k12(x2 - xi) = 0 

Assume that the initial conditions are 

dx1 
X2 = dt 
Xl = Xo 

dx2 _ V 
dt - 0 

- 0 I fort = 0 

2. Express each equation in operational form and solve for the highest-order derivative. 
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3. Instrument each equation, designating the required inputs obtained from the solution 
of the other equation. Figure 19.13b is the required diagram of the analog system. Note 
that x2 is used in the solution of xi, and x1 is used in the solution of x2. 

It should be noted that all the required interconnections are not shown in Fig. 19.13b. 
This is to avoid confusion in relatively complicated diagrams of analog systems. 

- sx, 

~1') 

4 
0 Xz 

( a I TWO MASS MECHANICAL SYSTEM 

s&.r·1•'"_!Lsx -iLx - k,z [ x,-.c,,] +..B.!J m1 1 m1 , m1 " m1 

~---------------sx, 
.---------,~ x, 

..__ _____ ~ .x.z 

'----------------Qlp 

(bl ANALOG FOR THE MECHANICAL SYSTEM 

Frn. 19.13. Figure for Example 19.4. 

19.4. Servomechanism Design Principles1 

19.4a. General Characteristics. A servomechanism is a power-amplifying device 
in which the element driving the output is actuated by a function of the difference 
between the input and the output. Servomechanisms are used in a wide variety of 
applications such as remote control of physical apparatus, remote data transmission, 
power amplification, electrical to mechanical data transformation, and as analog 
computation elements. The primary function of a servomechanism in these applica­
tions is to control automatically a given quantity or process in accordance with a 
given command. Although the physical elements used in a servo system vary greatly 
with the application, the mathematical treatment required is similar for all applica­
tions in accordance with the basic principles of feedback systems.1 The type of 
servomechanism discussed in this section is the continuous-control type wherein a 
continuous action takes place to reduce the output error. 

1 In order to simplify the material presented in the remainder of this section, the funda­
mentals of feedback systems which form a necessary background to any discussion of 
servomechanisms have been omitted. Readers lacking this background are referred to 
Sec. 18. 
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Although this diiiicussion is limited to linear systems, the material is useful in pre­
dicting the performance of systems having certain nonlinear characteristics. Most 
servo systems contain elements that are to some extent nonlinear, but a satisfactory 
analysis of these systems can be accomplished for most purposes by the use of linear 
theory. 

Description of a General Feedback Control System. A typical closed-loop control 
system is illustrated in Fig. 19.14. The important signals and elements of the system 
are: 

Input signal (Ji. This is the input quantity controlling the output of the servo 
system. It is the independent variable of the system. 

Output signal 80. This is the quantity being controlled. It is the dependent 
variable of the system. 

&; 

ERROR 
DETECTOR 

ERROR &e CONTROLLER 
SIGNAL 

FEEDBACK 
SIGNAL 

DISTURBANCES 

POWER 
SOURCE 

FEEDBACK 
ELEMENT 

(al CONTROL SYSTEM ELEMENTS 

OUTPUT &, 

SIGNAL o 

:, ~~ &, , : K,G,ISI :--------f &, 

~--------4: KzGz(S) 1-:------'­
(b l CONTROL SYSTEM TRANSFER FUNCTIONS 

Frn. 19.14. General feedback control system. 

Feedback signal 81. This is the signal fed back to be compared with the input signal. 
It is equal to 0o modified by the transfer function of the feedback element. 

Error signal (JE• This is the difference between the input and feedback signals 
(0, - 0,). 

Controller. This is the device which converts the error signal into a form suitable 
for controlling the actuator in the desired manner. In addition, the controller may 
have a transfer function which modifies the error signal to improve the system stability 
and accuracy or to obtain other desirable over-all characteristics. 

Actuator. This is a source of mechanical power such as a motor, hydraulic piston, 
etc. 

Load. This consists of the physical equipment causing inertial and/or frictional 
loads on the actuator. These loads can vary with the output of the servo or can be 
independent of the output. External factors such as wind loading and aerodynamic 
load are also a part of the total servo load. 

Feedback element. This is an element used to change the form of the output signal 
so that it can be satisfactorily inserted into the error detector. In addition, the feed­
back element may have a transfer function which modifies the output signal to improve 
the over-all system stability. 

Disturbances. In addition to the desired input signal (J, there will, in general, be 
other signals unavoidably introduced into the servo loop which cause undesired 
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perturbations in the servo output. The performance of a servo is based upon its 
ability to respond properly to the desired input signal while minimizing the effects 
of these disturbing signals. Therefore, these signals must be considered as additional 
inputs to the system, and the response of the servo output to these disturbances must 
be determined. Various types of disturbances include: 

1. Input uncertainties. These represent differences between the correct input 
and the actual input to the servo. Noise in the input signal is an example of such a 
disturbance. 

2. Output disturbances. These are due to "stiction" (static friction), binding of 
gears and bearings, backlash, and nonrigid mechanical elements. 

3. Internal errors. These may consist of errors such as nonlinearities of the 
various components; drift; variations of characteristics of elements with time, tem­
perature, or pressure; backlash; hysteresis; friction; tube noise; unwanted electro­
static or magnetic coupling; deflections of mechanical components; and compress­
ability of hydraulic fluids, lines, and control elements. 

The detailed requirements and characteristics of servo-system elements are dis­
cussed in Sec. 19.5. Additional definitions of terms used in the analysis of servo 
systems involving the signals defined above and the transfer functions of Fig. 19.14b 
are defined as follows. 

Forward Transfer Function K1G1(s). This is the transfer function formed by the 
product of the transfer functions of the controller, actuator, and load. This is, in 
general, a term containing a gain factor K1 independent of frequency and a frequency­
dependent function G1(s). The forward transfer function is defined by 

Oo(s), G 
OE(s)'=K1 1(s) (19.34) 

Feedback Tran.sfer Function K2G2(s). This is the transfer function of the feedback 
element. It is defined as 

81(s) = Kn () 
Oo(s) 2\T

2 s (19.35) 

Open-loop Transfer Function. This is the product of the forward and feedback 
transfer functions and is defined by 

Error Transfer Function. 1 This is defined as 

1 

Sy stern or Closed-loop Transfer F·unction. 1 This is defined as 

6o(s) K1G1(s) 
8,(s) = 1 + K1K2G1(s)G2(s) 

(19.36) 

(19.37) 

(19.38) 

19.4b. Analysis of a Second-order Servo System. The predominant characteristics 
of many servo systems can be described by a second-order differential equation. 
Servos which can be so described are called second-order systems. The results of 
the analysis of a particular second-order system are generally useful in that they can 

1 The sign of the second term in the denominator depends upon the manner in which the 
input and feedback signals are combined in the error detector to produce the error signal. 
When the inputs are added, a negative sign results (see Sec. 18). When the inputs are 
subtracted as shown in Fig. 19.4, a positive sign results as shown in these equations. 
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be applied to any other second-order system. For example, consider a position servo 
intended to cause the position of the output shaft Oo to maintain correspondence with 
the input shaft Oi, as shown in Fig. 19.15. The difference between the input Oi and 
output Oo is the error Of. The input to the system is an angular displacement Oi. The 
synchro generator converts this mechanical angle to an equivalent electrical signal. 
This electrical signal and the output mechanical angular displacement are combined 
in the synchro control transformer to produce an output voltage Ve which is propor­
tional to the difference between the input angle Oi and the output angle 00 • This 
voltage is proportional to OE and is used as the input to the amplifier; the amplifier 
in turn supplies excitation to a servomotor. The output torque T mo of the motor 
is assumed to be proportional to the motor input voltage. The moving parts of the 
system are considered to have a total inertia .J at the output shaft and viscous damping 
f. The load torque on the output shaft is TL. 

For small displacement errors, the voltage output of the control transformer is 
given approximately by 

(19.39) 

where KE = gain of synchro pair, volts/unit angle of error 
Assuming a field-controlled d-c motor and neglecting any time delays inherent in 

the build-up of motor torque with applied voltage, the torque developed by the 
motor is 

where Ka = amplifier gain, volts/volt 
Km = motor characteristic, units of torque/volt 

The torque TA(t) applied to the load through the gear reduction is 

where N = gear ratio (1/N = gear reduction ratio) 
K = NKtKaKm, units of torque/unit angle of error 

The equation of motion for the system is 

or 

J a
2:;!0 + f doa,it) = TA(t) - TL(t) 

Jd
2!;;t) +fdOd}) = KOt(t) - TL(l) 

The error OE is (Oi - Oo), therefore 

Jd20t(t) +fdOt(t) +Ko(t) =Jd20.(t) +fdO,(t) +T (t) 
dt 2 dt e dt 2 dt L 

and J d
2:;?) + ,aodit) + KOo(t) = Koi(t) - TL(t) 

(19.40) 

(19.41) 

(19.42) 

(19.43) 

(19.44) 

(19.45) 
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Application of the Laplace transformation (see Sec. 23.6) to Eqs. (19.44) and (19.45) 
results in 

and · 
(Js 2 + fs + K)OE(s) = (Js 2 + fs)0i(s) + TL(s) 

(Js 2 + fs + K)Oo(s) = K0i(s) - TL(s) 

The above equations can be rewritten as 

s (s + J) 0i(s) + ¥ 
s2 + (f /J)s + K/J 

(K/J)Oi(s) - TL(s)/J 

s2 + (f /J)s + K/J 

(19.46) 
(19.47) 

(19.48) 

(19.49) 

The transient and stability characteristics of any system can be determined by the 
denominator of the system transfer function (see Sec. 18.4b). The characteristic 
equation of the system is 

s2 +ls+ !f_ = 0 
J J (19.50) 

This is obtained by setting the denominator of the expression for 0o(s) [i.e., Eq. (19.49)] 
equal to zero. The roots r1 and r2 of this equation are 

-f ± VJ2 - 4JK 
r1, r2 = 2J (19.51) 

For the system to be stable, the roots r1 and r2 must be either (1) unequal negative 
real, (2) equal negative real, or (3) complex conjugate with negative real parts. 

To simplify the expressions, it is convenient to introduce the parameters undamped 
natural frequency wn and the damping ratio ?;. The quantity wn is the frequency of 
oscillation of the system with no damping, defined by 

radians/sec (19.52) 

In this example, the attenuation factor a is equal to f /2J which is equal to zero when 
f equals zero. When a equals zero, the roots of the characteristic equation are 

(19.53) 

The parameter?; is the ratio of actual damping to critical damping. Critical damp­
ing occurs when r1 = r2. The value of damping f for critical damping is 

f. = 2 yKJ 

The damping ratio is then 

actual damping = __ ! __ 
?: = critical damping 2 v'KJ 

The characteristic equation in terms of wn and ?; is 

8 2 + 2?;°wn8 + Wn2 = Q 

where a = ?;wn and the roots are 

r1, r2 = -?:wn ± jwn Vl - ?;2 

(19.54) 

(19.55) 

(19.56) 

The damped frequency, which is the actual frequency of damped oscillation, is 
wo where 

Wo =wn~ (19.57) 
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The positions of the roots r1 and r2 in the s plane are shown in Fig. 19.16. Note 
that the locus of roots for constant damping ratio is a straight line passing through 
the origin in the complex plane and the locus of roots for constant wn is a circle with 
its center at the origin. For critical + j(.rJ 

LOCUS OF {lOOTS , 1 - - + jcd11 
FOR.C.Q~STANT ~ I//,., 

damping (r = 1), the roots of the charac­
teristic equation occur at the intersection 
of this circle with the negative real axis. 
Equations (19.48) and (19.49) can be 
rewritten as follows: 

0¥lMPIN6 RATIO ill+ jo,, 
/ \ (Jjn 

lOlUS/.jf .QP.OJS I 1 ,1, ,.=(J'O'c- ,1, 
FQR CONSTANT~ 1 l"' ~ "' l"' 

fJJn -a ----- +u 

\r2-1/ -j.,,, 
/I', 

/ i .... __ -Jwn 

(19.58) 

-/f.tJ 
These equations are useful in determining Fm. 19.16. Complex plane plot of roots of 
the response· for specific input functions. second-0 rder system. 

Effect of a Step Displacement Input. If a step displacement cf> is given to 0i(t), 

For this condition and assuming TL(s) = 0, Eq. (19.58) becomes 

OE(s) = (s + 2fwn)<f, 
8 2 + 2rwn8 + Wn 2 

(19.60) 

(19.61) 

The solution of the error as a function of time, 0E(t), is made by determining the 
inverse transform according to the principles outlined in Sec. 23.6. The result 
assuming complex conjugate roots is given by 

(19.62) 

-Vl - r2 

where f = tan-1 r 
Note that as t approaches infinity the steady-state error becomes zero. Figure 19.17 
gives the error as a function of time for various values of damping ratio. 

Effect of a Step Input Velocity. If a step velocity Wi (the input is instantaneously 
changed from zero velocity to the value Wi) is given to 0i(t), with all other initial con­
ditions equal to zero, 

(19.63) 

Inserting this in Eq. (19.58) and assuming TL(B) to be equal to zero, 

{JE(B) = (8 + 2rwn)vJ,; 
8(82 + 2rwn8 + Wn2

) 
(19.64) 

The final value theorem 1 is applied to Eq. (19.64) to find the steady-!'!tate error (0t)sa• 

The result is 

(19.65) 

1 See Sec. 23.6. 
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Equation (19.65) states that the steady-state error for a step-input velocity is pro­
portional to the damping and inversely proportional to the system gain. The error 
is 

2r v1 - r2 
where y/ = tan-1 -----

2f2 - 1 

(19.66) 

Figure 19.18 gives the ratio between the actual error and the steady-state error as a 
function of w,.t. 
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Frn. 19.17. The error response of a second-order system subjected to a step input. 

Effect of a Load Disturbance. If a step load disturbance TL is impressed on the 
output shaft with zero input fh, then 

(19.67) 

Inserting in Eq. (19.58): 

(19.68) 

and the steady-state error is 

(19.69) 
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Equation (19.69) states that the steady-state error for an applied load torque is 
inversely proportional to the system gain; The error as a function of time for this 
input is 

-Vl - r2 
where if; = tan-1 t 

This error response is plotted for various values of r in Fig. 19.19. 
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12 14 

Fw. 19.18. Dimensionless transient curves of the error response of a second-order system 
when subjected to a step velocity input. 

Transient Response Curves. The following general remarks may be made from an 
inspection of the dimensionless curves of Figs. 19.17 to 19.19. 

1. The system eventually reaches a steady state for all values off. 
2. The steady-state value is approached but never exceeded for t = 1, that is, 

there is no overshoot. 
3. If r ~ 1, the system oscillates about the steady-state value. The initial over­

shoot is small, and oscillations die out quickly for values of r near unity, but the over­
shoot increases and the oscillations continue for longer periods for values of t much 
less than unity. 

4. The rise time of the system response is shortest for t much less than unity, and 
the rise time is longest for r much greater than unity. Some overshoot is usually 
accepted as the penalty for faster rise time. Most practical servos employ values of 
damping ratios from approximately 0.4 to 0.8. 

In servomechanism work, speed of response is defined as the time required for the 
system output to approach within some arbitrary percentage of its steady-state 
value. It depends only on the factor e-r(,Jnt. This is illustrated in Fig. 18.12, where 
t = C. By this definition the time constant T of the system is 

T=!=_!_ 
a fwn 

(19.71) 

The response is within approximately 37 per cent of the final value fort ~ T and is 
within approximately 2 per cent of the final value for t ~ 4T. A servomechanism 
has a. high speed of response for large values of the product twn. It is desirabk, 
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therefore, to make rwn as large as possible to provide rapid system response. How­
ever, regardless of the value of wn, the damping ratio r is usually restricted to a value 
between 0.4 and 0.8 to achieve the best compromise between system rise time and 
overshoot. Therefore, wn is the parameter which indicates the speed of response of a 
correctly damped system. 

In an actual servo the speed of response can be increased only by increasing the 
damping for decreasing the inertia J. If the damping ratio is to be maintained con­
stant, a change in gain K is necessary when a change is made in either for J. 

0.0 ..-----.------.------,------r-----r----i---, 

1.6 .___ ___ ..___ ___ ,___ ___ ...__ ___ ....._ ___ ....._ ___ -1---.J 

. 0 

(//nf 

Fm. 19.19. Dimensionless transient curves of the error response of a second-order system 
subjected to a suddenly applied load torque. 

For a specified f /J ratio, optimum response (rise time and overshoot) is obtained 
by increasing the loop gain K (and consequently raising wn and reducing r) until the 
minimum tolerable value of r is obtained. An increase in viscous damping fallows 
an increase in system gain K without a corresponding decrease in the damping ratio r. 
This increase in viscous damping results in a loss of energy dissipated as heat in the 
viscous drag. Methods other than viscous damping such as the insertion of phase­
compensating networks in the loop are used for stabilization purposes. These net­
works allow increased gain and speed of response while maintaining the damping 
ratio within the desired limits. See Sec. 19.7c for the design and application of these 
stabilizing networks. 
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Frequency Response of a Second-order Syatem. • · The difficulty of analyzing closed­
loop systems by the transient method of analysis soon becomes apparent with systems 
higher than second order. The frequency-response method of analysis and synthesis 
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Frn. 19.20. Amplitude response of a second-order system. 

'\ 
4 

overcomes many of the shortcomings of the transient analysis method but does not 
give factors such as the time response ·of the system directly. 

The steady-state frequency response of the system in Fig. 19.15 is obtained by 
substituting jw for sin Eq. (19.59). The result for TL equal to zero is 

(19.72) 
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Equation (19.72) can be expressed in terms of an amplitude and a phase function as 

(19.73a) 

and (19.73b) 

where M is called the magnification ratio. M and ct, are plotted in Figs. 19.20 and 
19.21, respectively, as functions of the ratio w/wn. Figure 19.22 is a plot of the output 

0 

-10 

-20 

-30 

-40 

-50 

-60 

V) -70 
~ 
a:: 
<!) ,:_80 
~ 
I .... 

-90 ,.J 
<!) 
z 
<( 

.... ~100 
V) 
<( 
:I: 
a. 

-110 

-120 

-130 

-140 

-150 

-160 

-170 

-180 

0.1 0.2 

(=t.0 

=o.e:t::t::!:=f=f= 
=0.6..L-!--1---1-Htltft\~~~ 
=0.4 
= 0.2 -+--+--+-t-~lftt~cWl.:'r-+----+---+--t--+--Hr+-f 
= 0. 1 -+---+--t-+--+--

: ~~~ ~• ~~MW~~-j---+++-H-H 
= 0.04 t---t--H--i-lofllll 
= 0.02 t=i=I==;::::;!!: 
= 0 -+-+-+-+-...,.. 

0.4 0.6 0.8 1 

"' 7iii, 

4 6 8 10 

Fm. 19.21. Phase response of a second-order system. 

of a second-order system as a function of tl.mefor a step displacement input. A com­
parison with Fig. 19.20 shows a correspondeilce between· the peak overshoot of the 
output and the peak magnitude Mp of the frequency response. It can be seen that 
both the peak overshoot in the transient response and the peak ma.gnitude of the 
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frequency response vary inversely with damping ratio. Figure 19.23 is a plot of Mp 
versus the damping ratio r. The frequency wp associated with MP is given by 

Wp = Wn Vl - 2r2 

The majority of higher-order servomechanisms behave in a manner similar to 
second-order systems. Even though the transient response of a higher-order system 
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FIG. 19.22. Dimensionless response func­
tions of a second-order system for a unit 
step input. 

contains damped sinusoids of several fre­
quencies, one frequency usually predomi­
nates. The peak magnitude MP of the 
frequency response is a measure of the 
damping of the predominant oscillation 
of the transient response. For these 
reasons a higher-order system can usually 
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Fm. 19.23. Peak magnification ratio Mp as a 
function of damping ratio for a second-order 
system. 

be analyzed by using the response curves of a second-order system. In addition, the 
frequency band over which the amplitude response has substantially a constant 
magnitude is a measure of the speed of response; i.e., a high speed of response corre­
sponds to a high upper cutoff frequency of the amplitude response. 

19.5. Servomechanism Elements. The following paragraphs discuss representa­
tive servo elements which might be used in the design of an electromechanical servo 
system. There are many possible variations. Factors to be considered in the final 
selection are the physical form of the data to be used in the input and output of each 
element, the accuracy requirements of each element, response time, desirable and 
undesirable effects of the element transfer function on the servo performance, and the 
suitability of such characteristics of the element as cost, availability, size, and vari­
ations in performance with temperature and wear. 

19.5a. Error Detectors. The error signal OE of Fig. 19.14 is the difference between 
the input signal Oi and the feedback signal 01. The error detector is the servo element 
which obtains this difference and is indicated by the symbol shown in the figure. 
The + and - signs adjacent to the error detector indicate the variation in sign which 
occurs to each quantity as it goes through the error detector. As shown, +oi and 
-01 produce an output of ( +o. - o1). Several commonly used error detectors are 

shown in Fig. 19.24. The differential amplifier (see Sec. 3.17) is also commonly used as 
an error detector. 
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Frn. 19.24. Error detectors. 

The potentiometer bridge of Fig. 19.24a is a convenient means of producing an 
electrical error voltage as the difference between two shaft positions o1 and Oi,. 

The E transformer of Fig. 19.24b produces an error voltage proportional to the 
relative displacement of the two portions of the magnetic circuit as shown. The 
cent.er arm of the E section is excited by an a-c voltage. The outer windings are 
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similar and connected in series opposition. The error voltage is zero for a sym­
metrical position of the movable arm. AB the movable arm is displaced either side 
of the symmetrical position, the reluctance of each magnetic circuit changes, producing 
the resultant error voltage. 

The synchro error detector of Fig. 19.24c produces an electrical error signal which 
is a function of the difference in shaft positions of the two units. 

The mechanical differential of Fig. 19.24d consists of a mechanical arrangement of 
gears as shown. The center gear is free to rotate, but the shaft is attached to the 
frame. The angular rotation of the frame is proportional to the difference in angular 
rotation between the other gears, assuming positive directions of rotation of (Ji and 
Oo as shown in the figure. 

In the tachometer error detector shown in Fig. 19.24e the error voltage is propor­
tional to the difference between the potentiometer setting and the derivative of the 
output shaft position. The error voltage therefore controls the velocity of the output 
shaft. 

The gyroscope shown diagrammatically in Fig. 19.24f can also be used as an error 
detector. The gyroscope is composed of a high-speed rotor mounted on gimbals (1) 
and (2) as shown. The mass rotates about axis A and, in the ideal case, maintains this 
axis in a fixed position. Gimbal (1) is free to rotate about axis B. A torque applied 
to gimbal (2) about axis C will cause gimbal (1) to process about axis B with an angular 
velocity proportional to this torque. Conversely, if gimbal (1) is rotated about 
axis B with a fixed angular velocity, a torque will appear acting on gimbal (2) about 
axis C. Angular position and rate data are measured by maintaining axis A in a fixed 
position and measuring angular displacements about axis B and/or C with respect 
to an external reference frame. 

The light splitter shown in Fig. 19.24g is an optical means of producing an error 
signal which is a function of linear displacement along the axis between the phototubes. 
The outputs from the phototubes are compared in a bridge circuit. The output of 
the bridge circuit is the error signal and depends upon the difference in light intensity 
received by each phototube. 

The transfer function of error detectors is equal to K.G.(s) where K. is the gain 
change and accounts for the transducer action changing the physical form of the 
variables. G0 (s) is a function of frequeMy defining the dynamic properties of the 
error detector. It can usually be assumed equal to unity over the frequency band of 
interest, although this must be determined for a particular error detector in a par­
ticular application. 

19.5b. Controllers. The controller is used to modify the physical form and the 
phase and amplitude characteristics of the error signal in order to drive the servo 
actuator. For small servos where the actuator power requirements are small, con­
ventional electronic amplifiers are generally used. Magnetic amplifiers can be 
used for small or large power applications. The main requirements for the amplifier 
are that it provide sufficient power to drive the actuator and that it introduce negligible 
phase shift over the frequency band of interest. If a d-c amplifier is used, phase shift 
is usually not a serious problem. If an a-c or modulated-carrier amplifier is used to 
drive a two-phase induction motor, care must be taken to ensure that the phase of 
the carrier of the amplifier output and the reference phase applied to the motor are 
approximately 90° apart. 

The controller usually contains whatever stabilization networks are necessary for 
proper operation of the complete servo. Stability analysis and the use of stabilization 
networks are discussed in Secs. 19.6 and 19.7. The gain of the amplifier is primarily 
determined by the system accuracy requirements. Variations in gain under operating 
conditions should be minimized so as to decrease problems of stabilization. 

The choice between a-c and d-c controllers is dependent upon many factors such 
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as the type of signals available and actuator considerations. An a-c amplifier is 
sometimes preferred to avoid drift problems inherent in d-c amplification. On the 
other hand, a-c stabilization networks are sensitive to changes in the carrier frequency, 
and consequently stabilization with d-c networks is often preferred. These con­
siderations often lead to a requirement for conversion between d-c and a-c signals in 
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Fm. 19.25. Modulators and demodulators for signal conversion. 

servo controllers. Modulators and demodulators are used to provide these con­
versions. When these devices are used, it is important to consider their effects on the 
controller transfer function. 

Representative modulators and demodulators are shown in Fig. 19.25. The 
chopper modulators of Fig. 19.25a employ a reed vibrating at the carrier frequency. 
The output of the first circuit is single-ended and uses a single-ended input. A 
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chopper modulator can produce a double:-ended output from a single-ended input as 
shown in the second circuit. The third circuit has a single-ended output which is the 
difference between the two input signals. 

The double-diode modulator is equivalent to the first chopper circuit. Both 
diodes conduct simultaneously on alternate half cycles of the reference signal and 
effectively ground the output during conduction. The instantaneous value of eac is 
equal to the input Ede when the diodes are not conducting. The difference between 
two input signals can be obtained by inserting the second signal between the center 
tap of the input transformer and ground. The modulator can then be used as the 
error detector. 

The bridge circuit of Fig. 19.25c is another example of a diode modulator. 
The triode modulator of Fig. 19.25d is another form of an a-c-actuated switch. 

The grids are connected in phase. , During the positive half cycle of the reference 
signal on the grids of the tubes, one of the two tubes conducts (depending on the 
polarity of the input signal), and this results in an output signal. During the negative 
half cycle of the reference signal, neither tube can conduct and the output voltage 
is zero. The phase of the a-c output is a function of the input polarity, and the 
output amplitude is proportional to the input amplitude. 

The triode demodulator shown in Fig. 19.25e is a half-wave phase-sensitive detec­
tor. The d-c output is proportional to the a-c amplitude, and the d-c polarity is 
dependent upon the relative phase between the input and reference signals. The 
grids are connected in phase. If the grids and the input signal are in phase, the first 
tube conducts and the d-c signal is positive. If the grids and the signal are 180° 
out of phase, the second tube conducts and the output signal polarity is negative. 
Grid-leak bias is employed so that grid conduction takes place only during the peak 
of the positive half cycle of the reference signal. It is important that the a-c input 
and reference signals have a O or 180° phase relationship. 

Many other demodulators can be used: For example, the choppers used for modu­
lation can be used as demodulators by synchronizing the chopper with the a-c signal 
so as to connect the a-c signal to the output only on alternate half cycles. The output, 
which can then be filtered, is a unipolar signal with a polarity dependent upon the 
relative phase between the chopper and the a-c signal. The main requirements for a 
demodulator are that it (1) provide amplitude and polarity of the d-c output as a func­
tion of amplitude and phase of the a-c signal being modulated, (2) have satisfactory 
linearity over the range of signals to be encountered, and (3) have low d-c drift. 

The use of signal conversion is shown in Fig. 19.25f. The over-all servo controller 
utilizes modulation and demodulation to avoid a-c stabilization networks which may 
be sensitive to a-c carrier frequency changes, yet take advantage of drift-free a-c 
amplification. The chopper or "carrier" frequency should be at least ten times the 
highest significant component of the control signal. 1 

19.5c. Actuators. The actuator of a servomechanism can be an electric, pneumatic, 
or hydraulic motor, or any other device capable of converting the commands of the 
controller into the proper output response. Only electric-motor servo actuators 
are considered here .. 

There are many factors to consider in the selection of the proper motor for a servo 
application. 2 These factors can be classified as follows. 

System. These include requirements dictated by the application such as type of 
output (e.g., displacement, constant velocity, etc.), limits of acceleration, allowable 
time delay, allowable error, maximum speed, available power source, probable 

1 A maximum phase shift of approximately 36° can occur when a frequency ratio of 10: 1 
is used. See Fig. 5.47. 

2 See, for example, R. S. Edwards, Selecting Electric Servomotors, Machine Design, 
January, 1949. 



19-40 ELEC'l'RONIC DESIGNERS' HANDBOOK 

duty cycle, need for reversibility, smoothness, and system damping or stability 
considerations. 

Load. These include requirements dictated by the load such as power required 
and torque required to handle the inertial and frictional characteristics of the load. 

Environmental. These include factors such as temperature, humidity, and vibration. 
The ability of a servomotor to accelerate the load is usually of prime importance. 

This depends upon the torque available from the motor and is inversely proportional 
to the inertia of the motor and load. Accordingly, the torque-to-inertia ratio T /J 
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FIG. 19.26. Servomotor characteristics. 

is an important figure of merit for servomotors. Under some conditions, conven­
tional d-c or a-c motors can be used, but usually a special design is required to obtain 
the desired high T / J ratio for servo applications. 

Servomotors can be either series or shunt-wound d-c motors or a-c induction 
motors. The advantages of d-c motors are less weight for the same power and higher 
starting torque. The advantage of an a-c motor is greater reliability due to freedom 
from commutation problems such as noise, wear, and failure at high altitude. 

1. D-C Shunt Motor. A schematic is shown in Fig. 19.26a. A servomotor of this 
type -can be controlled by means of either the armature or the field winding. If 
armature control is used, the field is excited from a constant-current source and the 
armature voltage is supplied from the servo controllers. In high-power applications, 
the armature control power is usually supplied from a separate motor generator with 
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the generator field controlled by the servo amplifier. For lower-power applications 
the armature can be supplied by thyratron or vacuum-tube circuits1 or by magnetic 
amplifiers. The armature-controlled motor has the disadvantage of requiring all the 
motor power to be 1mpplied by the controller. It has the advantage of a fast response 
time, however, because of the low armature inductance and relatively high starting 
and reversing torques. The torque equation for an armature controlled d-c motor is 

T Vm - KewmK 
mo= T Ra 

where T mo = motor torque 
V m = armature voltage 
Wm = motor speed 
Ra = armature resistance 
Ke = ratio of back emf to motor speed 
KT = ratio of torque to current 

(19.74) 

Idealized torque speed curves are shown in Fig. 19.26a as a function of terminal 
voltage. The reduction in torque proportional to the speed of the motor (due to back 
emf) is considered as viscous damping. The damping coefficient f is equal to minus the 
slope of the torque-speed characteristic of the motor. Motor reversal is accomplished 
by reversing the polarity of the armature terminal voltage. 

The transfer function for armature-controlled constant-field d-c motors2 is 

Wm(s) 1/Ke 
V m ( 8) = T mS + l 

where Tm = motor time constant given by Eq. (19.76) 

Tm= J/f =JI (KtT) 
The relationship between motor shaft position Om and applied voltage is 

1/K, 
s(Tms + 1) 

(19.75) 

(19.76) 

(19.77) 

2. Field-controlled D-C Generators. The transfer function of a field-controlled 
generator running at constant speed is 

Va(s) KG 
E,(s) = R1(T1s + l)(Tas + 1) 

where Va = armature output voltage 
KG = output voltage per ampere of field excitation 
E 1 = input field excitation voltage 
R 1 = field resistance 

(19.78) 

T 1 = field time constant = ratio of field inductance to total resistance in field 
circuit 

Ta = armature time constant = ratio of armature inductance to total resist­
ance in armature circuit. 

In most cases, the armature time constant is much less than the field time constant 
and can be neglected. If the field is excited from a high-resistance source, however, 

1 See I. A. Greenwood, Jr., J. Vance Holdam, Jr., and Duncan MacRae, Jr., "Electronic 
Instruments," pp. 405-427, McGraw-Hill Book Co., Inc., New York, 1948. 

2 See H. Chestnut and R. W. Mayer, "Servomechanisms and Regulating System Design," 
pp. 113-117, John Wiley & Sons, Inc., New York, 1951. 
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the effective field time constant can be much less than the armature time constant. 
The over-all transfer function between input voltage to a generator and shaft position. 
of a motor driven by the generator is the product of Eqs. (19.77) and (19.78). 

3. D-C Series Motor. Series-wound d-c motors can be used for servo applications 
requiring very high starting and reversing torques and high viscous damping. They 
have the disadvantage of poor speed regulation with torque. For bidirectional con­
trol, split windings are required. 

4. Permanent-magnet Motors. Compact and efficient d-c servomotors are con­
structed by using permanent magnets instead of the field windings. The characteris­
tics of these motors are the same as shunt-wound armature-controlled motors. Very 
large armature currents which might demagnetize the permanent magnets must be 
avoided in the use of these motors. 

5. A-C Induction Motors. A two-phase induction motor is shown in Fig. 19.26b. 
This motor utilizes control and reference windings. The control winding is excited 
by the controller which has an output voltage displaced in phase 90° from the reference 
winding. The reference winding is connected directly to the power source. The 
starting torque is proportional to the product of control and reference winding 
voltages. Representative torque-speed curves for various control voltages are shown 
in Fig. 19.26b. The slope of these curves at any point is the speed-to-torque ratio 
which is equal to the negative of the viscous damping coefficient f. The motor 
time constant Tm is equal to J /f. Equations (19.75) and (19.77) also give the transfer 
function of an a-c motor. The value of Ke for an a-c motor is the ratio of the back 
emf to the shaft velocity and is constant only for the case when the motor speed is 
sufficiently below the maximum speed. 

6. Clutch Actuators.1 A conventional motor can be used in servo applications by 
the use of clutches as shown in Fig. 19.26c. The clutches, which are electrically 
actuated, are used to couple power from a constant-speed motor to the load. By 
this method, energy which is stored in the inertia J 1 by a small, high-speed, con­
tinuously running motor can be transferred to the load in a short time by one of 
the clutches. The clutches usually have a very high torque-to-inertia ratio. The 
servomotor does not require a large torque-to-inertia ratio in this application, yet 
very fast response times are possible with this system. Bidirectional operation can 
be achieved through the use of two clutches and the appropriate gearing as shown in 
the figure. The output torque of a clutch is approximately proportional to the cur­
rent of the actuating coil as given by Eq. (19.79). 

(19.79) 
where le = clutch coil current 

Tc = torque output 
Kc = proportionality constant relating clutch torques to clutch current 

No damping is inherently present in a clutch mechanism. This causes the output to 
accelerate to the speed of the input shaft for any excitation current, assuming Tc is 
greater than the load torque. 

19.6. Stability and Methods of Analysis. One of the primary requirements for 
any automatic control system is that it be stable. The controlled variable or output 
of a servo system must have a definite relationship to the input. A system may be 
defined as stable if a temporary change in the input or any temporary disturbance 
produces only a temporary change in the controlled variable. 

Graphical methods for determining the stability of a system are usually the most 
useful in servomechanism analysis and design. These methods determine whether 
or not a system is stable and, in addition, can be used to determine the degree of 

1 See I. A. Greenwood, Jr., J. Vance Holdam, Jr., Duncan MacRae, Jr., "Electronic 
Instruments," pp. 393-397, McGraw-Hill Book Company, 'Inc., New York, 1948. 
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stability. Graphical procedures also lead to suggestions as to methods of improve­
ment of servo systems and· permit the effects of various ~system elements on per-
formance to be considered independently. · 

The various graphical methods most useful to servo design engineers are reviewed 1 

briefly in the following discussion. 
19.6a. Nyquist Diagram. To apply Nyquist's stability criterion, it is necessary 

to determine if the open-loop transfer function KG(s) is itself stable, i.e., contains 
no poles in the right half of the s plane. If poles of KG(s) do appear in the right half 
plane, then the open loop is unstable by itself. This does not necessarily result in 
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Fm. 19.27. Nyquist diagrams. 

servo-system instability, however, since all of the poles of the closed loop can be in 
the left half plane even though there are poles of KG(s) in the right half plane. 

Most practical servo systems do not have poles of KG(s) in the right half plane 
since the designer usually chooses stable components and also stabilizes subsidiary 
portions of a system. Thus, it is seldom that a pole of KG(s) appears in the right 
half plane in a practical servomechanism unless deliberately inserted by the designer. 
Thi3 leads to the simplified Nyquist criterion which states that if no poles of KG(s) 
exist in the right half of the s plane, a system is stable if there are no encirclements of 
the -1, jO point on the KG(jw) plane as jw is varied from -j oo to +j oo (see Sec. 
18.4c2). The complete plot is shown in Fig. 19.27a. The portion of the locus from 

1 See Sec. 18.4 for a development of graphical methods of stability analysis. 
2 Note that in Sec. 18.4c the open-loop transfer function consists of the control or forward 

transfer function KG(s) and the feedback transfer function K1G1(s). In the material 
herein, the open-loop transfer function has been referred to as KG(s) for the sake of 
simplicity. 
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0 to +i 00 is usually shown without the mirror image from Oto -j 00 and the semi­
circle in the right half plane completing the closed contour. 

Typical Nyquist plots of stable and unstable systems are illustrated in Fig. 19.27. 
The conditionally stable system of Fig. 19.27b is stable for a value of gain K = A. 
As the gain is increased or decreased from this value, the -1 point is encircled by the 
locus and the system becomes unstable. 

19.6b. Inverse Nyquist Plot. It is sometimes found more convenient to use the 
inverse Nyquist plot. This is a plot of the inverse open-loop transfer locus 1/[KG(jw)]. 

Assuming there are no poles of KG(s) in the right half plane, the conditions for 
stability are demonstrated in Fig. 19.28. The conditions for stability are reversed 
from the normal Nyquist plot, and stability is achieved only when the ( -1) point is 
encircled. 

+J(JJ +/(JI 

lOl (bl 
Fm. 19.28. Inverse Nyquist plots. 

19.6c. Graphical Determination of the Open-loop Transfer Locus. The coordinates 
of points on a Nyquist plot of the open-loop transfer function can be graphically 
determined from a plot of the poles and zeros of the transfer function on the s plane. 
For example, consider the function 

KG(s) = K -------c=--"''
2
(Tis + l) (19 80) 

s(T2s + 1) (s2 + 2twnS + Wn2) · 
or, rearranged 

KG(s) _ K 2 Ti s + l/T1 
- Wn T2 s(s + l/T2)(s + fwn - jwo) (s + twn + jwo) 

(19.81) 

At a frequency s = jw1: 

(19.82) 

Equation (19.82) can be evaluated by locating the poles and zeros of Eq. (19.81) on 
the s plane and measuring lengths and angles to the point on the jw axis correspond­
ing to the frequency w1 at which KG(jw) is being evaluated. This is illustrated in 
Fig. 19.29. From the figure, 

KG(jw1) = Kw 2 Ti [ La ] 
n T 2 L1L2L4L. 

and q,(jwi) = -[c/>1 + 4'2 - c/>a + cp4 + <Pol 

where L1 = liw1I 

L2 = I jwi + ~
2

1 

La = I jw1 + ~
1 
I 

L4 = ltwn + j(wi - Wo)I 
Lo = ltwn + j(w1 + Wo)I 

(19.83) 

(19.84) 
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and c/>1 = 90° 

c/>2 = tan-1 w1T2 
c/>a = tan-1 w1T1 

cp4 = tan-1 WI - Wo 

SWn 
.I. t _1 W1 + Wo 
'+'o= an ~ 

19.6d. Logarithmic Coordinates (" Bode" Diagram). Although a Nyquist diagram 
is useful for the determination of system stability, it is not easily interpreted in terms 
of circuit parameters and may require considerable labor. 

By plotting 20 log10 IK (jw) I on a linear scale as a function of w on a logarithmic 
scale, a simpler and less laborious method can be used to determine system stability. 
Such a diagram will simplify the determination of steady-state performance and the 

+fro 

-~.F-P = -JfJio 

-//JI 
Fm. 19.29. Graphical determination of transfer functions. 

visualization of the effects of adjustments of gain, bandwidth, and stabilization net­
work parameters. 

The use of such attenuation-log frequency diagrams for representing control ele­
ment transfer functions is greatly facilitated by the use of straight-line approximations 
to the actual curve (see Sec. 18.5b). The resultant straight-line plots differ from the 
actual attenuation characteristic by only a few decibels, and with a little experience 
the system performance can be determined from the straight-line approximation with 
equal facility. This greatly reduces the labor of plotting and evaluating transfer 
functions. The straight-line functions commonly encountered are as follows: 

1. Frequency invariant factors (K). 

20 log10 K = A db 

This plots as a horizontal straight line as shown in Fig. 19.30a. 
The phase angle cf> of the factor K is equal to zero for all frequencies. 
2. Terms of the form (jwT + 1). 
If wT « 1, then 

20 log10 ljwT + 11 = 20 log10 1 = 0 db 
and if wT » 1 

20 log10 ljwT + 11 = 20 log10 [jwTl = +6 db /octave 

(19.85) 

(19.86) 

(19.87) 
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Therefore, the term (jwT + 1) may be represented by two straight-line asymptotes: 
a horizontal line at 0 db for low frequencies and a line of +6 db per octave at high 
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frequencies. These lines intersect at a break point corresponding to a break fre­
quency w such that wT = 1 as shown in Fig. 19.30b. 

The asymptotes are in error -3 db at w = 1/T, -1 db one octave either side of 
the break frequency and -0.3 db two octaves either side of the break frequency. 
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3. Terms of theform (jwT + 1)-1. The 
function (jwT + 1)-1 can be approxi­
mated by asymptotes having a slope of 
0 db at low frequencies and -6 db per 
octave at high frequencies. These lines 
intersect at the break frequency w such 
that wT = 1 as shown in Fig. 19.30c. 

The asymptotes are in error +3 db at 
w = 1/T, +1 db one octave either side of 
the break frequency and +o.3 db two 
octaves either side of the break frequency. 

The phase angles associated with 
(jwT + 1) and (jwT + 1)-1 are 

cf, = ± tan-1 wT (19.88) 

Frn. 19.31. Attenuation-phase plot of 

The phase angle is positive for jwT + 1 
and negative for (jwT + 1)-1. Figure 
19.31 is a plot of phase angle and ampli­
tude for the term (jwT + 1)-1. This plot 
can be used for the jw T + 1 term by 
changing the sign of the ordinates. (iwT + 1)-1• 

4. Terms of the form jwT or (jwT)- 1• 

±20 log10 JjwTJ = ±6 db/octave (19.89) 

These factors have ± 6 db per octave slopes with a value of O db at such a frequency 
w that wT = 1 as shown in Fig. 19.30d. 

The phase angles associated with these terms are 

ct, = +90° for jwT } . 
900 f 1 /. T for all frequencies 

cf,= - or Jw 
(19.90) 



PRINCIPLES OF ANALOG COMPUTERS AND SERVOMECHANISMS 19-47 
1 

5. Terms of the form (jwT) 2 + 2tjwT + 1-

For wT « 1 

-20Jog10 \(jwT) 2 + 2tjwT + 1\ 

For wT » 1 the value becomes 

-20 log10 1.0 = 0 db 

-20 log10 \(jwT) 2 \ = -12 db/octave 

(19.91) 

(19.92) 

The typical plot of such a quadratic factor is shown in Fig. 19.30e. The break 
frequency occurs at wn = 1/T. The error of the straight-line asymptotes depends 
on the value of the damping ratio r. If r is greater than 1, the roots are both real and 
the denominator is better handled by factoring into two first-order terms. The exact 
amplitude response as a function of r is shown in Fig. 19.20. The error between the 
straight-line asymptote and the true curve should always be taken into account for 
values of r less than 0.4 and for frequencies within an octave of w,.. 
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~ T, 
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(0) AMPLITUDE RESPONSE 
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tv (LOG SCALE)-

(bl PHASE RESPON~s_ 

K(jwT1 + 1) 
Frn. 19.32. Magnitude and phase plot of KG(jw) 

jw(jwT2 + l)[(jwTa) 2 + 2siwTa + 1]
0 

The phase angle is also a function of r and is given by 

_ 1 2twT 
cf, = - tan 1 - w2r2 (19.93) 

The phase angle for all values of r is -90° when wT = 1 and asymptotically approaches 
0 and -180° as w approaches zero and infinity. The phase angle is shown in Fig. 
19.21 as a function of rand w/wn. 

Summary. The straight-line approximations of individual factors can be combined 
to form the over-all transfer function of several factors by the addition of the magni­
tude in decibels resulting from each term and the addition of the phase angle con­
tributed by each term. A typical transfer function combining several of these factors 
'8 

. jwT1 + 1 
KG(3w) = K jw(jwT2 + l)[(jwT3) 2 + 2tjwTs + 1] (19.94) 

The resultant composite Bode diagram is shown in Fig. 19.32. The following factors 
are useful in determining the location of the 0-db gain line on the composite Bode 
plot: 

1. The intersection of the -6-db-per-octave initial slope with the w = 1 line 
determines the location of the 0-db gain line for K = 1. In general, the 0-db line 
for K = 1 is determined by the intersection of the initial slope of the Bode plot with 
w = 1. 
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2. The intersection of the Bode plot with the value of w = w1 such that 

gives the location of the 0-db line for gain K = K1, The frequency w1 is called the 
cutoff frequency. 

3. This line is displaced an amount 20 log10 K1, from the 0-db line at K = 1. The 
displacement is below the K = 1 line for K1 > 1 and above the K = 1 line for K1 < 1. 

The phase of the function is obtained by 

cJ,(w) = tan-1 wT1 - [~ + tan-1 wT2 + tan-1 _
2_r_w_T_a_] 

2 1 - (wT3) 2 
(19.95) 

or by the graphical method shown in Fig. 19.29. 
It should be noted that rapid changes in phase occur only in the vicinity of the 

break frequencies at which the slope of the amplitude characteristic changes. If the 
amplitude has a constant slope over any appreciable frequency range, then the asso­
ciated phase is essentially constant. This correspondence of slope and phase is 
such that 

1. Zero slope corresponds to 0° phase shift. 
2. ± N 6 db per octave corresponds to ± N 90° phase shift. 
This allows a quick check to be made on the correctness of the composite plot. 
Occasionally it is necessary to determine experimentally the transfer function of a 

particular component of a complete servo system, e.g., by measuring the amplitude 
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FIG. 19.33. Representative Bode plots for stability analysis. 

and phase response of the component for sinusoidal imputs. By the approximation 
methods discussed in connection with Bode plots (see Sec. 18), the analytical expression 
for the transfer function can be obtained from the frequency-response data. This 
expression can then be combined with the transfer functions of other components 
in the system. 

Stability. In a stable system, the open-loop amplitude curve must cross the 0-db 
line at a frequency where the corresponding phase lag is less than 180°. Figure 19.33 
shows representative Bode diagrams illustrating how the stability can vary as a func­
tion of open-loop gain. 
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19.6e. Root-locus Method. 1 This method is extremely useful in the analysis and 

synthesis of closed-loop systems. The application of this method leads directly to 
the location of the poles of the closed-loop system transfer function in the s plane. 
The system is stable only if all of the poles appear in the left half plane. 

The general expression for the system 
transfer function is (see Sec. 19.4a) 

Oo(s) K1G1(s) 
o,(s) = 1 + K1G1(s)K.£J2(s) 

K1G1(s) 
1 + KG(s) 

(19.96) 

The poles of ::i:~ are determined by the 

values of s which make 

or 
1 + KG(s) = 0 

KG(s) = -1 = 1/180° 
(19.97) 
(19.98) 

The values of s which result in a net phase 
of 180° determine the locus of all possible 
roots of 1 + KG(s) on the s plane. The 
value of K determines the particular value 

+/(JI 

S=L 1 

of s on the locus of roots which satisfies -jw 
IKG(s)I = 1 and thereby establishes the Fw.19.34. Vectorrepresentationoffactors 
exact location of the poles on the locus. of KG(s). 

To illustrate this method, consider the open-loop transfer function 

(19.99) 

To visualize the application of the root-locus method more easily, rewrite Eq. (19.99) 
as 

KG ( ) _ K T 2 [ s + 1 / T 2 ] 8 
- T 1TaT4 s(s + l/T1)(s + 1/Ta)(s + l/T4) 

(19.100) 

The factors in the brackets are used to determine the locus of roots. Each factor 
can be represented as a vector as seen in Fig. 19.34. The locus of roots is found by 
determining the values of s such that 

-cf,1 - c/,2 + c/,a - cf,4 - cf,5 = 180° (19.101) 

The value of K which will establish the location of the roots at a particular point 
on the locus is determined from Eq. (19.97); therefore 

(19.102) 

All the factors of the above equations can be measured directly from the plot. It 
should be noted that all the signs in Eq. (19.101) could be reversed and Eq. (19.97) 
would still be satisfied. Thus, there is another pole located at the mirror image about 

1 To the authors' knowledge, this method was first proposed by W.R. Evans. For addi­
tional details, see Sec. 18.4e. Note that in Sec. 18.4e the open-loop transfer function con­
sists of the control or forward transfer function KG(s) and the feedback transfer function 
K1G1(s). In the material herein, the open-loop transfer function has been referred to as 
KG(s) for simplicity. 
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the real (a) axis of sin Fig. 19.34. The poles of a physically realizable network will 
always occur in conjugate pairs on the s plane if they are not located on the real axis. 

Figure 19.35 illustrates the locus of roots method for determining system stability. 
Note that the number of poles of Oo(s)/0,(s) located on the plot is always equal to 
the number of poles of KG(s). 

19.6f. Degree of Stability. In the design of servo systems, the system must not 
only be stable but must be designed with a definite degree of stability. The degree of 

K=A 

-I 
,;, 

-, 
Ti 

-1 -7 -I r; Ti Ti 

STABLE FORK< K1 

D AR£ TH£ ROOTS OF 
f+ KG(s) FOR K=A 

...,..,.,----l(=K, 

KG(s) =K (T3s+tl(T4S+/) 

S( r,s+ I)( T2 s+I )(T5 s+f)(T5 s+I) 

STABLE K<K1 

K2<K<l<3 

Frn. 19.35. Determination of stability from locus of roots. 

stability is a measure of the closeness of the system to an unstable condition. Factors 
useful in determining the degree of stability from frequency-response data are phase 
margin, gain margin, and maximum magnification ratio, [see Eq. (19.73)] since the 
value of r cannot be found directly from the frequency plot of the open-loop transfer 
function. 

Phase margin is defined as the difference between 180° and the phase of the open­
loop transfer function KG(jw) at unity gain. Gain margin is defined as the difference 
in decibels between unity gain and the magnitude of KG(jw) at the frequency for which 
the phase of KG(jw) is -180°. For a reasonable degree of stability, typical values for 
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phase and gain margin are 30 to 45° and -6 to -12 db, respectively. Figure 
19.36 demonstrates the measurement of the gain and phase margins on Nyquist 
and Bode plots. 

In most servo systems, satisfactory phase and gain margins are obtained by choosing 
the gain so that the 0-db gain line crosses the Bode plot through a slope of 6 db per 
octave at a point one or two octaves before the slope increases to 12 or more db per 
octave. If the slope is greater than 6 db p~r octave at frequencies both lower and 
higher than those frequencies at which the slope is 6 db per octave, the gain should be 
chosen such that the zero db point is at least two octaves above and two octaves 
below those frequencies at which the slope is greater than 6 db per octave. 

CUTOFF 
FREOUENCY 

KG(jUI) PLANE 

GAIN MARGIN= 
20LOG,0 a 

PHASE MARGIN 

(O) NYQUIST PLOT 

008 - - =-=-=} 6-AIN MARO/N 08 
-12 

-270° f------------'--------':::,,,,,­al, CUTOFF f REQIJENC'Y 

w(LOG SCALE)-­

(b) BODE PLOT 

Fm. 19.36. Gain and phase margin. 

The peak magnification ratio MP is also a measure of the degree of stability. The 
inverse Nyquist plot can be used to determine MP· The reciprocal of the closed-loop 
transfer function for a system with unity feedback 1 is 

8,(jw) 1 1 
8o(iw) = KG(jw) + l = M I- cf, (19.103) 

The loci of constant magnification ratios Mare concentric circles about the -1 + jO 
point on the inverse Nyquist plot. Radial lines from this point correspond to lines 
of constant rf,. The value of MP is the inverse of the radius of the smallest M circle 
which is tangent to the locus of the inverse open-loop transfer function 1/KG(jw) as 
shown in Fig. 19.37a. A complete plot of M versus w can be obtained by determining 
the inverse of the radial line to the locus at each frequency. A typical result is shown 
in Fig. 19.37b. 

The conversion of the open-loop transfer locus to the closed-loop transfer locus 
can also be obtained by the use of a Nichols chart. 2 The coordinates of this chart are 
20 log 10KG(jw) and the phase of KG(jw) in degrees. Contours of constant Mand rt, 

are plotted on the chart, where 

8o(jw) = M /q, 
8.(jw) -

(19.104) 

1 For a general discussion of the case where the feedback is not unity, see Chestnut and 
Mayer, op. cit., p. 236. 

2 See H. M. James, N. B. Nichols, and R. S. Phillips, "Theory of Servomechanisms," 
McGraw-Hill Book Company, Inc., New York, 1947. 
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The phase and amplitude of the open-loop frequency response, which can be obtained 
from a Bode plot, are plotted on the Nichols chart with was a parameter. The values 
of Mand ct> are obtained from the intersection of the plot with the constant Mand ct> 

contours. Shifting the plot parallel to the amplitude axis corresponds to changing 
the loop gain K, that is, an increased gain calls for an upward shift along the amplitude 

+jrJ/ 

(d) fNVERSE NYQlJl6T PLOT - j(// 

~1~Mp 
~~ 41---_...,= -.­
~ 

{bl AMPLITUDE RESPONSE 

Fm. 19.37. Closed-loop amplitude response as related to the inverse Nyquist plot for a 
system having unity feedback. 
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Fm. 19.38. Nichols chart. 

axis by an amount equal to the gain change in decibels. By this method, the open­
loop gain for the desired maximum magnification ratio MP can be determined. Figure 
19.38 is a typical plot of KG(jw) on a Nichols chart. The value of MP for this plot 
is +2 db at w = 0.7 radian/sec. 

A rule of thumb for most servo systems is that MP should be limited to 1.2 < MP < 
1.4 for optimum operation. The value of w for which the function JKG(jw)I = 1 is a 
measure of the speed of response of a system. This is designated as the cutoff fre­
quency w1 on Fig. 19.36b. 
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Since all poles of the closed-loop transfer function are located on a root-locus plot, 

the value of rand woof predominant complex poles can be readily determined from 
the locus of roots. The desired degree of stability and speed of response can be 
defined by the selection of the area in the s plane where the predominant poles of a 
system should be located. The predominant poles are those contributing the greatest 
amplitude to the time response. The damping ratio r of the complex conjugate poles 
which are closest to the jw axis is often used as a measure of stability (see Sec. 18.4b 
for an exception to this rule). In most servo systems 0.4 < r < 0.8 represents the 
region of best compromise between the speed of response and overshoot of the system 
to a step displacement input for a specified value of wn. 

The root-locus method directly determines the loctttions of the poles of the closed­
loop transfer function and provides a visualization of the effect on the closed-loop 
poles of changes in the location of the open-loop zeros and poles. The time response 
of the system can be determined from these roots by the methods of Sec. 23.6. 

19.7. Error Coefficients and Stabilization Networks 
19.7a. Types of Servo Systems. The type of servo system is defined by the number 

of poles n at the origin in the open-loop transfer function KG(s). It also indicates 
the number of series integrations in the 
open loop. 

Type O system. The open-loop transfer 
function KG(s) has no net integrations or 
no poles at the origin. A system of this 
type is usually considered to be a regu­
lating device and not a servomechanism. 

Type 1 system. The open-loop transfer 
function has one net integration or a 
single pole at the origin. 

Type 2 system. The open-loop transfer 
function has two net integrations or two 
coincident poles at the origin. 

The general shapes of the Nyquist and 
Bode plots for frequencies near zero are 
illustrated by the solid lines in Fig. 19.39. 
Typical responses at higher frequencies 
are illustrated by the dotted lines. The 
initial slopes of the Bode plots are 0 db per 
octave, -6 db per octave, and -12 db per 
octave for Type 0, Type 1, and Type 2 
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Frn. 19.39. Representative open-loop sys­
tem plots. 

servos, respectively. It should be noted from Fig. 19.39 that the axis approached 
by the KG(jw) locus as "' approaches zero on the Nyquist plots is dictated by the 
number of poles at the origin, increasing clockwise from the positive real axis one 
quadrant for each pole. 

19.7b. Error Coefficients. The performance of a system is generally specified in 
terms of either its static or its dynamic accuracy. Static accuracy is a measure of 
system performance for desired values of the output in the steady state. Dynamic 
accuracy indicates the system performance for desired values of the output considering 
non-steady-state conditions and the effect of system time constants. 

The following static error coefficients are defined. 
1. Position error coefficient 

K = output 
11 actuating error 

for a constant value of the output. 

(19.105) 
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2. Velocity error coefficient 
Kv = velocity_of output 

actuatmg error 

for a constant velocity of the output. 

3. Acceleration error coefficient 

K _ acceleration of output 
a - actuating error 

for a constant acceleration of the output. 

(19.106) 

(19.107) 

KP is dimensionless; Kv has the units per second and K,,, the units per second 
squared. The actuating error in each case is the error signal for fixed output position, 
uniform output velocity, and uniform output acceleration respectively. 

The static error coefficients can also be defined as follows 

Kp = lim KG(s) 
a-0 

Kv = lim sKG(s) 
s-o 

Ka = lim s2KG(s) 
a-0 

(19.108) 

(19.109) 

(19.110) 

These error coefficients can be interpreted in terms of the steady-state error by use 
of the final value theorem. The results are that KP, Kv, and Ka are each inversely 
proportional to the steady-state error if the input is a unit step [Oi(s) = 1/s], unit 
ramp [Oi(s) = 1/s2], and unit parabolic function [Oi(S) = 1/s3] respectively. The static 
error coefficients for type 0, type 1, and type 2 second-order systems with unity feed­
back are, from Eqs. (19.108) to (19.110), 

Type 0 Type 1 Type 2 

Kp K 00 00 

Kv 0 K 00 

Ka 0 0 K 

where K is the gain term associated with the open-loop transfer function KG(s). 
Dynamic error coefficients obtained from the input function and the error transfer 

function have a more direct physical significance than those obtained in the above 
procedure from the output function and the open-loop transfer function. The 
determination of these error coefficients usually requires considerable calculation, 
however, which may be prohibitive.1 

The following conclusions may be drawn from the preceding discussion: 
1. The Type 0 system has a static error proportional to the output displacement 

for a constant output displacement. 
2. The Type 1 system has zero static :error for a constant output displacement. 

For a constant output velocity, the Type 1 system has a constant error which is 
proportional to the output velocity. 

3. The Type 2 system has zero static error for a constant output displacement or a 
constant output velocity. For a constant acceleration of the output, the Type 2 
system has a constant error which is proportional to the output acceleration. 

1 For a general discussion of error coefficients see S. G. Truxal, "Automatic Feedback 
Control Systems Synthesis," pp. 8~97, McGraw-Hill Book Company, Inc., New York, 1955. 



PRINCIPLES OF ANALOG COMPUTERS AND SERVOMECHANISMS 19-55 
The static error coefficients are equal to the loop gain in each case. The dynamic 

error is a function of both the loop gain and the time constants of the system. 
The error coefficients discussed in this section are based on no torque loading on the 

output. In a practical system having static torque loading, the exact error cannot be 
established by the use of these coefficients. If the actuator has been properly chosen 
so as to satisfy the actual torque losses, the error in utilizing these error coefficients 
will be small. 

19.7c. Stabilization. It is usually found in the design of high-performance servo 
systems that the maximum system gain determined from stability considerations is 
insufficient to provide the desired accuracy and that the closed-loop transfer-function 
time constants do not provide the desired speed of response. Adjustments in the 
open-loop transfer function to improve the performance characteristics of the system 
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thereby permitting an increase in gain can be made by inserting a "stabilizing net­
work'' in series with the forward-loop transfer function or in series with the feedback 
element. Characteristics of the most generally useful series stabilization networks 
are discussed in the following paragraphs. Phase and amplitude characteristics of a 
variety of RC networks which may be useful in this application are given in Table 1.4. 

1. Lead Network. A system may often be required to respond to frequency com­
ponents of the input signal higher than can be accomplished for the existing loop gain 
and system bandwidth. Such a requirement imposes a problem of synthesis involv­
ing the addition of a compensating network exhibiting a· positive phase shift 
over portions of the frequency range to increase the cutoff. frequency thereby 
permitting an increase in the loop gain commensurate with the desired degree 
of stability. 

A network that accomplishes this form of eompensation is shown in Fig. 19.40a. 
The phase characteristic of the network produces a leading phase shift only over a 
limited range of frequencies. The proper choice of T = R1C is determined by the 
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frequency region in which it is desirable for the phase lead to be appreciable. The 
maximum value of phase lead obtainable is determined by the value of a. 

The complex plane plot of the transfer function of this network is shown in Fig. 
19.40b. The maximum phase lead Om obtainable for a given value of a is the angle 
between the tangent to the locus and the positive real axis as shown on the figure. 
The table of Fig. 19.40b gives values of Om corresponding to various values of a. The 
amplitude and phase characteristics of this network are shown in Fig. 19.40c. The 
6-plane location of zeros and poles of the transfer function is shown in 19.40d. 

Disadvantages of lead networks are d-c attenuation which must be compensated 
by increased amplifier gain and amplification of "noise" due to the increased high­
frequency response. 
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Fm. 19.41. Sample lag or integral network. 

2. Lag or Integral Network. It is usually necessary to increase the static error 
coefficients of an uncompensated system. The lag network shown in Fig. 19.41a 
permits the gain to be increased at low frequencies without altering the gain char­
acteristic near the cutoff frequency. The complex plane plot, amplitude and phase 
responses, ands-plane representation are shown in Fig. 19.41b, c, and d, respectively. 

In general, the allowable increase in gain of a system after insertion of a lag network 
is approximately equal to 1/a. The choice of the time constant Tis determined by 
the frequency region in which it is desired to increase the loop gain. The frequency 
w = 1/T should be at least two octaves below the cutoff frequency. 

3. Lag-Lead Network. The advantages of lag and lead networks can be obtained 
with the single lag-lead network shown in Fig. 19.42. This network may provide 
the phase lead required to extend the cutoff frequency without decreasing the degree 
of stability and also provides an increased low-frequency gain, thereby improving the 
static error coefficient. These characteristics combine to allow a greater increase in 
loop gain than would be possible with either network used alone. The region between 
l/T1 and 1/Tb adds phase lead near the cutoff frequency. The region between 1/Ta. 
and l/T2 provides increased low-frequency gain where required. The frequency 

w = l/VT1T2 must occur below the uncompensated cutoff frequency of the system. 
The various time constants are interrelated by the circuit constants, and only three 
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variables can be selected independently, for example, 7\, T2, and Ta or T1, T2, and A. 
The general characteristics of a lag-lead network are shown in Fig. 19.42b, and the 
location of zeros and poles of the transfer function are shown in Fig. 19.42c. 
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Frn. 19.42. Sample lag-lead network. 

The use of these stabilizing networks is illustrated by the following example. 

Example 19.5 

A Type 1 servo system is shown in Fig. 19.43. The open-loop transfer function is 

where KE = error detector gain, volts per degree error 
KN = equalizer gain, in volts/volt 
KA = amplifier gain, amp/volt 
Ka = generator gain, volts/amp 
Km = motor speed constant, deg/sec/volt 

1 / N = gear reduction between motor shaft and load 
GN(s) = frequency-variant portion of equalizer transfer function 

Ta = generator time constant 

(19.111) 

Tm = motor time constant including effect of load inertia and damping reflected to 
motor shaft 
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Frn. 19.43. Type 1 servo system. 

The velocity error coefficient K v is 

GEAR LI 

RATIO --~u-o,_ 
1/N 

degrees per second output per degree error (19.112) 

The frequency variant portion of the open-loop transfer function G(s) is 

G(s) = GN(s) 
s(Tas + l)(Tms + 1) 

(19.113) 

The characteristics of the motor-generator combination are shown in Fig. 19.44. The 
slopes of the Bode plots without equalization are determined by the motor-generator com­
bination, as they are the only components with frequency variant transfer functions. The 
requirement is to improve the performance of this system by use of a lag network, then a 
lead network, and finally a lag-lead network. 
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Lead Network. The uncompensated Bode plot of the system is shown by the solid lines 
in Fig. 19.45a. The slopes in decibels per octave are indicated by the numbers on the 
amplitude plot. The cutoff frequency corresponding to a reasonable phase margin is 
indicated by w1. 

1. Determine the location of the lead network time constants on the Bode diagram. 
The lead network should be introduced in the 12-db-per-octave section between the 

motor and generator time constants to introduce phase lead at the proper point. This 
results in the modified amplitude and phase curves indicated by the dotted lines. 

2. Determine the new cutoff frequency. 
The new cutoff frequency is located on the modified amplitude curve, approximately 

midway between the break points of the lead network where a satisfactory phase margin is 
provided. A suitable frequency is shown in the diagram as w2. 

3. Determine the allowable increase in gain. 
The allowable increase in gain is equal to the difference in position of the 0-db line for the 

compensated and uncompensated cutoff frequencies This is in addition to the increase in 
gain 1 /a required to offset the attenuation introduced by the lead network. The effect of 
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Fro. 19.44. D-c motor and generator. 

lead-network compensation on the root-locus diagram of the system is shown in Fig. 
19.45b. The solid curve gives the locus of the roots in the uncompensated system. The 
squares show the location of the roots in the uncompensated system if the gain is increased 
to the value of the compensated system. It can be seen that such a gain increase without 
compensation would result in instability. The location of the roots in the compensated 
system are shown on the dotted curve. The effect of lead compensation in this example 
has been to increase the cutoff frequency and increase the gain of the system without 
changing the degree of stability. This results in an increase in the velocity error coefficient 
and a reduction in the response time. 

Lag Network. The uncompensated Bode plot is repeated in Fig. 19.46a. The low-fre­
quency portion has been expanded for the purpose of illustration. The cutoff frequency 
of the uncompensated system is again indicated by w1. 

1. Determine the location of the lag-network time constants on the Bode diagram. 
The lag-network time constants should be effective at low frequencies to improve the 

relative gain in this region. They should be as far from the cutoff frequency as practical. 
Placing the time constants at lower frequencies than are necessary generally results in 
poorer dynamic accuracy and increases the time required for the system to respond to a 
step displacement. For the position chosen on the diagram, the amplitude and phase 
plots are indicated by the dotted lines. 

2. Determine the allowable increase in loop gain. 
The 0-db gain position for the uncompensated system is shown in the figure. The lag 

network reduces the gain at frequencies above l/T1 by the factor 20 log 1/a. The over-all 
system gain can therefore be increased by this amount, thereby increasing the low-fre.;. 
quency gain and restoring the cutoff frequency to a frequency slightly below the cutoff 
'1-equency before compensation. 
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3. Determine the new cutoff frequency. 
The new cutoff frequency can be established as shown in the figure by determining the 

frequency corresponding to the original phase margin. This frequency is slightly lower 
than in the uncompensated case because of the additional lagging phase introduced by the 
lag network. The effect of this type of compensation on the root-locus plot of the system 
is shown in Fig. 19.46b. The solid lines show the loci of roots of the uncompensated sys­
tem. The squares on these lines show the location of the roots in the uncompensated 
system for the desired value of gain. It can be seen that this system is unstable at that 
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Fm. 19.45. Type 1 system with lead equalization. 

value of gain. The dotted curve shows the modified root-locus plot andc.the position of 
the roots for the same gain after stabilization. 

The effect of lag stabilization in this example is to increase the low-frequency gain, 
thereby increasing the velocity error coefficient without appreciably affecting the cutoff 
frequency or the degree of stability. 

Lag-Lead Network. The uncompensated Bode plot is again repeated by the solid curves 
of Fig. 19.47a. The cutoff frequency w1 is selected for a reasonable phase margin. 

L Determine the location of the lag-lead-network time constants on the Bode diagram. 
The previous requirements f@r lead and lag networks apply to this case with the restric­

tion imposed by the interrelation between time constants as indicated in Fig. 19.42. A 
representative choice is shown in Fig. 19.47a. The amplitude and phase plots for this 
location of time constants are shown by the dotted lines. 
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2. Determine the allowable increase in loop gain. 
In this case the allowable gain is increased to make up for the reduction in high-frequency 

gain due to the lag portion of the network in addition to the increase in gain made possible 
by the use of the lead portion of the network. The new cutoff frequency w2 is located on 
the 6-db-per octave slope between the l/T1 and 1/Tb break points at a position correspond­
ing to the original phase margin. The gain change is then the vertical separation between 
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Frn. 19.46. Type 1 system with integral network. 

the compensated and uncompensated 0-db lines plus approximately 20 log1 0 T ,,JT2 for the 
lag portion of the network. 

The effect of stabilization on the root-locus plot for this system is illustrated by the 
curves of Fig. 19.47b. The effect of lag-lead stabilization in this example has been to 
improve considerably the velocity error coefficient and response time with no decrease in 
the degree of stability. 

Compensation by Tachometer Feedback. An alternate method of stabilization is to 
modify the forward transfer function of the system by means of an auxiliary feedback 
loop as shown in Fig. 19.48. This loop can be reduced to a single transfer function 
which can then be incorporated in the over-all closed loop as shown in Fig. 19.49. 
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A tachometer providing an output voltage proportional to the rate of rotation of 
the input shaft of the tachometer is often used as the feedback element in this applica­
tion. The modified transfer function of the tachometer feedback loop corresponds 
to a second-order system as discussed in Sec. 19.4b. The characteristics of the 
tachometer are shown in Fig. 19.50 for reference. 

The effect of tachometer feedback on the system performance is illustrated by the 
Bode plot of Fig. 19.51a. The solid curves show the amplitude and phase of the 
open-loop transfer function before application of tachometer feedback. The dotted 
curves show the improvement in amplitude and phase characteristics after application 
of feedback. In effect, this form of compensation extends the break point of the 
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Frn. 19.49. Modification of a servo system by tachometer feedback. 
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Frn. 19.50. Tachometer characteristics. 

6-db-per-octave slope to a point determined by wn as given in Fig. 19.48. This allows 
an increase in cutoff frequency to w2 and an increase in system gain as shown in Fig. 
19.51a without a reduction in degree of stability. 

The effect of tachometer feedback on the root-locus plot of the system is shown in 
Fig. 19.51b. 

When tachometer feedback is employed, due consideration must be given to the 
performance of the tachometer loop considered as an isolated feedback system. 

An advantage of tachometer feedback is the very large system gain available to 
counteract steady-state and frictional load disturbances. This is because any dis­
turbance which reduces the motion of the output shaft also reduces the feedback 
signal from the tachometer, causing the over-all system gain to be increased by as 
much as K:KaKmKT. 

19.7d. Design Procedure. The design of a servomechanism usually involves a 
compromise between the performance objectives and limitations imposed by the 
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characteristics of the system elements. . .Jt is usually necessary to obtain an approxi­
mate equipment configuration ba,ged. on available or achievable element character­
istics, a,nalyze the resultant system performance, correct or adjust the performance 
by means of gain changes and equalization, reanalyze the modified system, and finally, 
experimentally verify the indicated performance characteristics. No fixed procedure 
is applicable for all design problems; however, the following suggested steps are 
usually helpful in organizing the design effort. 

1. Statement of Requirements. This includes all known performance objectives, 
load characteristics, and physical or environmental conditions. 

The specification of objectives includes factors such as the type of servo required 
(constant output for constant input, constant rate of change of output for constant 
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FIG. 19.51. Type 1 system stabilized with tachometer feedback. 

input, etc.), the form of input and output data (electrical signals, shaft rotation, 
etc.), required bandwidth, speed of response, allowable steady-state error, overshoot, 
time delay, and duration of transient oscillation. 

The specification of load characteristics includes the expected load inertia, damping 
characteristics, and load disturbances; limits of displacement, velocity, and accelera­
tion; and duty cycle of operation. 

2. Selection of Elements. The elements discussed in Sec. 19.5b are selected in 
accordance with the requirements of the system. The servomotor is usually chosen 
first with characteristics which are compatible with the load and system requirements. 
The controller is then specified with power characteristics suitable for the chosen 
motor. Tentative compensation networks are included in the controller when they 
can be determined in advance. The other elements can usually be chosen in any 
order, or they may be specified by the original requirements of the system. 
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3. Analysis of Open- and Closed-loop Characteristics. Using the methods of Sec. 
19.6, degree of stability, overshoot, speed of response, and transient behavior to step 
and ramp input functions are determined. This analysis usually results in a need 
for modification of gain and adjustment of the controller transfer function to provide 
proper equalization. 

4- Stabilization and Improvement of Performance. This consists of applying the 
methods of Sec. 19.7 to improve the characteristics analyzed in step 3. 

5. Experimental Verification. After the over-all system transfer function has been 
adjusted to prove the best compromise between the requirements of the system, the 
complete servomechanism should be simulated in the laboratory to obtain experi­
mental confirmation of the design. In many cases, the system design cannot be 
completed without considerable effort in experimentally determining such factors 
as transfer functions of elements, evaluating nonlinearities, and observing the effect 
of disturbances on the system. It is often necessary to simulate load effects in such 
tests. 
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20.1. Fundamentals of Transmission . Lines. Transmission lines are used to 
convey energy from a source to a load. They can be of many types depending upon 
the application and frequency involved. The length of the line can be a fraction 
of a wavelength as in the case of a 60-cycle power-distribution line where a wavelength 
is approximately 3,100 miles, or it can be many wavelengths as in the case of a radar 
transmission line operating at 30,000 Mc where a wavelength is only 0.39 in. At the 
lower frequencies, open-wire lines a,re usually employed and conventional concepts 
of current flowing through the conductors and potential difference between con­
ductors may be used without restriction. At high frequencies, open-wire lines are 
replaced by coaxial lines, and at very high frequencies (1,000 Mc and up) waveguides, 
consisting of hollow metal tubing, are used. 

Transmission lines contain "distributed constants," i.e., resistance, capacitance, 
inductance, and conductance spread uniformly along the line. An analysis of trans­
mission-line behavior can be made, however, based on the assumption that the con­
stants of the line are divided into small sections of lumped elements, in which case the 
accuracy of the assumption and the validity of the results increase as the number of 
such sections increases for any given length of line. 

20.ta. Transmission-line Equations. For purposes of analysis, a transmission line 
is considered to consist of the following elements: 

l, series inductance per unit length 
r, series resistance per unit length 
c, shunt capacitance per unit length 
g, shunt conductance per unit length 

The lumped network representation of a unit section of line is shown in Fig. 20.1. 
The shunt voltage e along a transmission line is attenuated because of the voltage 

drop caused by the flow of current i through the series impedance z. The series 

SERIES Z 

r 

g SHUNT y 

current along the line is attenuated because of the 
shunt current through the shunt admittance y. 

If the load impedance at the receiving end of a 
transmission line does not have a particular value 
called the characteristic impedance Z 0 , a portion of 
the voltage and current traveling along the line 
toward the load will be reflected at the load, result­
ing in voltage and current waves traveling back 

Fm. 20.1. Lumped section of toward the generator end of the line. 
transmission line. If at the load, ea+ and io + are the incident volt-

age and current and ea - and io - are the reflected 
voltage and current, the voltage ez and current iz at any point a distance x from the 
receiving end of the line are given by 

ez = (eo+)(E'Yz) + (eo-)(E-'Yz) 
iz = (io+)(E'YZ) + (io-)(E-'YZ) 

20-2 

(20.1) 
(20.2) 
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where 'Y is the propagation constant given by 

'Y = v"ii! = v (r + iwl)(g + iwc) 

The propagation constant can possess real and imaginary parts as follows: 

'Y = a + j(3 
Therefore, 

20-3 

(20.3) 

(20.4) 

(20.5) 

The quantities eax and e-ax are real numbers representing an increase and decrease 
in amplitude, respectively, with increasing x. The factors effJx and e-f{Jx result in 
a phase advance and delay, respectively, with increasing x. 

20.Jb. Line Characteristics. 
Characteristic Impedance. The characteristic impedance of a transmission line 

is defined by 

Zo = ✓~ = ✓r + ~wl 
' · y g + JwC 

(20.6) 

Zo can also be defined in terms of the voltage and current amplitudes of the incident 
and reflected waves as follows: 

ex+ ex 
Zo = 7+ . 

ix ix-
(20.7) 

It can be seen from Eq. (20.6) that for a line with negligible losses (wl » r, we » g) 

Zo = ✓i (20.8) 

If this assumption is not valid, Eq. (20.6) must be used and Zo will be complex. 
Attenuation. The real part a of the propagation constant is the attenuation con­

stant in nepers per unit length (1 neper equals 8.686 db). The ratio of voltages or 
currents at points A and B due entirely to a wave going from A to Bis given by 

~ = ~ = Ea!J.z 
eB '/,B 

(20.9) 

where .1.x is the separation between A and B. 
The attenuation constant can be expressed in terms of the line constants by expand­

ing Eq. (20.3). The result is, for small values of attenuation, 

a=_!__+ gZo 
2Zo 2 

nepers per unit length (20.10) 

The first term is due to conductor losses, and the second is due to dielectric losses. 
Phase Shift. The imaginary part (3 of the propagation constant is the phase con­

stant expressed in radians per unit length. In one wavelength, the phase of a prop­
agated signal will shift 21r radians; therefore, 

(20.11) 

where>. = wavelength in transmission line 
The phase constant expressed in terms of the line constants is given by Eq. (20.12) 

for small values of attenuation. 

(3 = w '\,ffc [ 1 + ! (_'!__ - ..JL) 2

] 
2 2wl 2wc 
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For a lossless line this reduces to 

(20.13) 

Equation (20.13) is also valid for the condition where the conductor and dielectric 
losses are equal and approximately correct when wl »rand we» g. 

Group and Phase Velocity. The amplitude of the voltage or current of steady-state 
traveling wave at any point a distance x along a transmission line in the direction of 
wave travel is proportional to cos (wt - {3x) where (wt - {3x) is the phase angle. A 
point of constant phase of the traveling wave is represented by maintaining a constant 
value for the parenthetical expression, i.e., wt - {3x = k. If this equality is differ­
entiated with respect to time, the following expression for velocity Vp of a point of 
constant phase of the traveling wave is obtained. 

dx w 
Vp = dt = ~ = f'A (20.14) 

The velocity represented by Vp is normally called the phase velocity of the traveling 
wave. If this traveling wave is a carrier signal of amplitude Ee of angular frequency 
we, the expressions for the instantaneous voltage e at any point on the line, time of 
transmission te, and velocity of phase propagation Vp are as follows: 

e = Ee COS (wet - /3eX) 

te = /3eX 
We 

We 
Vp = -

f3c 

(20.15) 

(20.16) 

(20.17) 

If this carrier is modulated at a frequency wm with an amplitude Em, upper and 
lower sideband frequencies will be propagated down the line along with the carrier. 
If the difference in phase constant between the value f3c at the carrier frequency and 
the values /3.1 and {3.2 at the sideband frequencies is the same magnitude and of oppo­
site sign, i.e., {3.2 is greater than f3e by the amount that f3c is greater than f3a1, and is 
designated as f3m, the expression for the modulated carrier is 

(20.18) 

The expressions enclosed within the brackets is the peak amplitude of the carrier, or 
the modulation envelope. From the previous discussion it can be seen that the 
velocity Vu of the modulation envelope and the time of transmission tm of the modula­
tion envelope are given by 

(20.19) 

(20.20) 

Since wm is the difference in frequency between the carrier and either sideband and 
f3m is the difference in phase constant between the carrier and either sideband, Eq. 
(20.19) can be expressed as follows: 

Wm dw 
Vg = f3m = d{3 (20.21) 

If the value of {3 is proportional tow, then dw/d{3 is equal to we/fJe and the velocities 
expressed by Eqs. (20.14) and (20.21) are equal. In this case the carrier and modula­
tion envelope travel down the line with the same velocity. If {3 is not proportional 
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to w, then dw/d{J is not equal to wc/fJc and the carrier and modulation envelopes are 
propagated with different velocities. _The velocity as given by Eqs. (20.19) and 
(20.21) is called the group velocity. Intelligence or signal energy is seen to travel at 
group velocity. 

In a nondispersive medium the phase velocity is not a function of frequency and 
the group and phase velocities are equal. 

In a dispersive medium the phase velocity is a function of frequency causing the 
group and phase velocities to differ. In communication systems employing dis­
persive transmission lines, the group velocity is almost always less than the phase 
velocity. 

It can be seen from Eq. (20.12) that, a transmission system will be non.dispersive 
if it is without dissipation, that is, r = g = 0, or if r / wl = g / we, or if the conductor 
loss is equal to the dielectric loss. Under these conditions, from Eqs. (20.13) and 
(20.17) 

1 
Vp = Vg =-= = V 

vlc 
(20.22) 

where v = velocity of light in a vacuum 
In a complicated wave train containing more than one frequency component the 

signal intelligence is propagated at the group velocity; however, if the spectrum of the 
modulating signal becomes very wide, the concept of group velocity loses significance 
because of the large differences in arrival time of the various signal components unless 
<U,J/d{J is constant over the frequency range of the entire signal spectrum. 

In waveguide transmission systems, the wavelength in the guide Ag is greater than 
the velocity of light divided by the frequency of the source. Since the propagated 
frequency is not altered by the transmission system, it can be seen from Eq. (20.14) 
that the phase velocity in this case is greater than the velocity of light. 

It can be shown that 

and 

(20.23) 

(20.24) 

In a waveguide transmission system phase velocity can be measured by measurement 
of Ao and use of Eq. (20.14). Group velocity can then be determined by use of 
Eq. (20.23), (20.24), or direct measurement of intelligence transmission time. 

20.Jc. Reflections and Standing Waves. If a transmission line is infinitely long or is 
terminated with the characteristic impedance at the frequency of the applied signal, 
there will be no reflections from the end of the line and· the only signal appearing on 
the line will be the incident wave. If some other termination is used, a portion of 
the incident wave will be reflected and the total signal appearing on the line will be 
the sum of the incident and reflected waves. The maximum voltage will be the sum 
of the maximum magnitudes of the incident and reflected voltages. The minimum 
voltage will be the difference between the maximum magnitudes of the incident and 
reflected voltages. Voltage or current maxima or minima will be separated by one­
half wavelength measured along the line. Maximum voltage will occur at the point 
of minimum current, and this will be the point of maximum impedance. Minimum 
voltage will occur at the point of maximum current, and this will be the point of 
minimum impedance. Minimum and maximum impedance points will be separated 
by one-quarter wavelength. If the line has attenuation, the voltage and current 
standing wave ratios will decrease in amplitude exponentially as the distance from the 
load is increased. The maximum and minimum values of impedance will decrease 
in a similar manner and will approach the characteristic impedance of the line as a 
Umiting value. 
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The voltage standing wave ratio (VSWR, or p) is the ratio between the maximum and 
minimum values of voltage or current. The power standing wave ratio (SWR, or p2) 

is the square of the voltage standing wave ratio. Thus, 

emax ima"1', 
p=--=-.-

emin 'tmin 

SWR = (VSWR) 2 = p2 

(20.25) 

(20.26) 

If losses are negligible and if the termination is a pure resistance, the voltage standing 
wave ratio is equal to the ratio of the magnitudes of the terminating resistance to 
0haracteristic impedance, or characteristic impedance to terminating resistance, 
whichever is greater than 1. 

The relationship between the incident and reflected voltage waves at any point 
.along a transmission line is expressed by the reflection coefficient r xLi/,t x• The reflection 
coefficient gives the magnitude r x and phase angle V'x of the ratio of reflected voltage 
to incident voltage. If a transmission line has appreciable attenuation, the reflection 
coefficient will vary in magnitude, decreasing exponentially toward zero as the dis­
tance from the load is increased. 

The voltage of the incident wave at a point a distance x from the load is 

(20.27) 

The voltage of the reflected wave at the same point is 

(20.28) 

where eo +, eo - are incident and reflected voltages at load (x = O) 
If the magnitude and phase (in radians), respectively, of the reflection coefficient at 
the load are denoted by ro and V'o, then 

(20.29) 

The reflection coefficient, a distance x from the load, can then be expressed as 

or 

It can be seen from Eq. (20.31) that the magnitude 
r x of the reflection coefficient decreases exponentially 
toward zero as the distance from the load increases. 
Equation (20.31) is shown graphically in Fig. 20.2. 

The effect of attenuation on the impedance along the 
line can be seen from the following. 

At any instant the total voltage at any point x along 
the line is equal to the sum of the incident and reflected 
voltages. Thus, 

(20.32) 

Therefore, from Eq. (20.30) 

(20.30) 

(20.31) 

Frn. 20.2. Variation of re­
flection coefficient along a 
transmission line (attenua­
tion exaggerated). 

ex =ex++ ex+rxLfx = ex+(l + rxLfx) (20.33) 

The reflection coefficient expressing the relationship between reflected and incident 
current waves is the negative of the reflection coefficient discussed above because the 
phase difference between incident and reflected voltage differs 180° from the phase 
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difference between incident and reflected current. Therefore 

Dividing Eq. (20.33) by (20.34), 

Z ex +(1 + rxLfx) 
x = ,,-~+(1 r L·'·) ~~ - X Y,X 

2(}-c7 

(20.34) 

(20.35) 

At any point along a transmission line the absolute magnitude of the ratio of incident 
voltage to incident current or reflected voltage to reflected current is the characteristic 
impedance of the line, Zo, The ratio of total voltage (incident plus reflected) to total 
current is the actual impedance at that point of the line, Zx. Therefore, 

(20.36) 

and in terms of the reflection coefficient at the load, 

(20.37) 

Neglecting attenuation, the maximum and minimum values of Zx are obtained 
when the quantity Vlo - 2~x is equal to zero and 1r, respectively. The result is 

z 1 + ro 
max = Zo l _ ro 

1 - ro 
Zmin = Zo 1 + r 

0 

(20.38) 

(20.39) 

The VSWR has been defined as the ratio of adjacent maximum and minimum 
voltages on the line. The maximum voltage is the sum of the magnitudes of the 
incident and reflected voltage waves, and the minimum voltage is equal to the dif­
ference between the incident and reflected waves. Thus, 

From Eq. (20.33) 

and 

emax = \e+ maxi + \e-maxl 
emin = \e+maxl - \e-maxl 

emax = e+ max(l + l'x) 

emin = e+max(l - rx) 

Dividing Eq. (20.42) by (20.43), 

where p = VSWR 

Conversely 

= emax 1 + rx 
p emi n = 1 - r X 

p - 1 
rx = P + l 

(20.40) 
(20.41) 

(20.42) 
(20.43) 

(20.44) 

(20.45) 

For Eqs. (20.44) and (20.45) to be valid when the line has appreciable attenuation, 
r x and p must be evaluated at the same point. Equations (20.38) and (20.39) can 
also be expressed as 

and 

Zmax = ZoP 

Zmin = Zo 
p 

(20.46) 

(20.47) 

The limiting cases of reflection are expressed as follows for various load impedances 
ZR: 
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1. If ZR = Z 0 , then r,,Ly;,, = r 0 Ly;o = 0, p = 1, eo- = io- = 0, and all of the 
incident energy is absorbed by the load. 

2. If ZR= 0, then r 0 Ly;0 = 1Ll80° = -1, p = oo for a lossless line, eo- = -eo+, 
io- = io+, and the incident energy is totally reflected. 

3. If ZR= oo, then roLV!o = 1L0 = 1, p = 00 fora lossless line, eo- = eo+, io- = -io+, 
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and the incident energy is totally 
reflected. 

The relationships expressed by Eqs. 
(20.44) and (20.45) are plotted for con­
venience in Fig. 20.3. 

Several additional useful relationships 
involving standing wave ratio are as 
follows: 1 

1. Effect of VSWR on Attenuation Con­
stant. The attenuation constant of a 
transmission line is increased when stand­
ing waves are present because of the 
increased copper loss caused by the higher 
current densities in the conducting sur­
faces. The corrected value of attenua-
tion constant ar is given by 

(20.48) 

where a = attenuation constant for p = 1 
2. Resultant VSWR when n mismatches 

combine in the worst phase combination 
(highest VSWR). When a transmission­
line system has more than one discontin­
uity or point reflecting a portion of the 
incident power, the resultant standing 
wave pattern is a combination of the 
individual standing waves. If there are 

1.0 n points of reflection and voltage stand­
ing wave ratios corresponding to each 
point of reflection are P1, P2, ••• , Pn, then 
the resultant VSWR when the n mis-

Fw. 20.3. Relationship between reflection 
coefficient magnitude and voltage standing 
wave ratio. matches combine in the worst manner is 

Pmo.x = P1P2Pa · • , Pn (20.49) 

3. Resultant VSWR when n mismatches combine in best phase (lowest VSWR). If 
the n mismatches combine in the best possible phase, the resultant VSWR is given 
by 

Pmin = 
P1P2 

Pn 

P(n-1) 
(20.50) 

or is equal to unity, whichever is greater, where 

PI < P2 < Pa < • ' • < Pn 

1 G. L. Ragan, ed., "Microwave Transmission Circuits," Table 2.2, p. 35, Radiation 
Laboratory Series, vol. 9, McGraw-Hill Book Company, Inc., New York, 1947. 
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Equations (20.49) and (20.50) are strictly true only for the case where each dis­

continuity, except the termination at the load end of the line, is a pure reactance 
(lossless). 

4. Reduction of VSWR by means of an Isolating Attenuator. 1 It is often necessary 
to reduce the VSWR presented to a generator by an unmatched load, e.g., a trans­
mission line with reflections or a short 
line not terminated in its characteristic 
impedance. This can be accomplished 
by inserting an isolating attenutttor be­
tween the generator and the load. A 
design chart for determining the required 
attenuation a to achieve a desired reduc­
tion in VSWR is shown in Fig. 20.4. 

20.td. Impedance. The input imped­
ance of a transmission line of length x 
and termination ZR is given by 

Zx = Zo ZR + Zo tanh ")'X ( 20_5l) 
Zo + ZR tanh ")'X 

,P, 2 0 

1 5 3 4 5 6 7 8 9 10 
h 

The use of this equation is somewhat 
complicated in that the quantity "YX is in 
general a complex number, and charts of 
the functions of complex hyperbolic 

1 b ·i· d I • • Fm. 20.4. VSWR reduction by isolation 
ang es must e ut1 1ze . n a maJonty attenuation. 
of practical cases this difficulty can be 
overcome by assuming the losses (attenuation) to be negligible. Equation (20.51) 
then becomes 

(20.52) 

Equation (20.52) can be evaluated by the use of standard tables of trigonometric 
functions. 

Several special cases are of interest. If the line is sufficiently long that no energy 
is reflected to the point x during the interval that the incident signal is present, the 
input impedance Zx can be considered equal to Zo. If the terminating impedance 
ZR is equal to Zo, then Zx = Zo for all lengths of the line. If the line is short-circuited, 
Zx is given by Eq. (20.53). If the line is open-circuited, Zx is given by Eq. (20.54). 

Zx = jZo tan {3x (20.53) 
Zx = -jZo cot {3x (20.54) 

The input impedances expressed by Eqs. (20.53) and (20.54) are inverse with respect 
to each other; i.e., the coefficients of Zo are reciprocal. These expressions are shown 
graphically in Fig. 20.5. Short- or open-circuited lines of the proper length will 
exhibit the impedance properties of series and parallel resonant circuits. 

The following conditions should be noted: 
1. Short-circuit termination 

Zx is inductive for 0 < x < >./4 
Zx is oo for x = >./4 
Zx is capacitive for >./4 < x < >./2 
Zx is zero for x = >./2 

1 Adapted from unpublished papers of J. G. McCann. 
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2. Open-circuit termination 

Zx is capacitive for O < x < Xf 4 
Zx is zero for x = X/4 
Zx is inductive for X/4 < x < X/2 
Zx is 00 for X = X/2 

3. For a line one-half wavelength long: 

4. For a line one-quarter wavelength long: 

z - zo2 
X - ZR 

(20.55) 

(20.56) 

Equation (20.56) shows that a quarter-wavelength line can be used to transform 
impedances from a high ZR to a low Zx or from a low ZR to a high Zx, 
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FIG. 20.5. Input impedance of short-circuited and open-circuited lossless transmission lines. 

20.le. Power and Efficiency. In a transmission line containing standing waves, 
the net power P transmitted down the line is 

(20.57) 

where p+ is the incident power, p- is the reflected power, and emax and emin are rms 
voltages. When no standing waves are present, 

e 2 
p = p+ = _..:'_ 

Zo 
(20.58) 

The maximum power which can be sent down the line is limited by the line breakdown 
voltage and standing wave ratio and is given by 

(20.59) 

where eb = rms breakdown voltage 
Standing waves decrease the maximum power which can be sent down the line by 

the factor 1/ p. This is illustrated in Fig. 20.6. 
The effect of altitude upon maximum power is shown in Fig. 20.7. This is based 

upon the breakdown voltage being proportional to air density. It is of interest to 
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note that humidity makes only a 5 per cent reduction in the maximum power which 
can be sent down a transmission line. The effect of sharp corners or bends, however, 
is very pronounced in reducing the maximum power. For pulse applications, the 
breakdown power is approximately inversely proportional to the cube root of the 
pulse length and to the eighth root of the repetition frequency over a range of pulse 
lengths from approximately 0.5 to 5 µsec and a range of repetition frequencies from 
15 to 2,000 cps. 1 
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FIG. 20. 7. Variation of maximum power 
with altitude. 

20.Jf. Losses and Skin Effect. Power loss in a transmission line consists of both con­
ductor loss and dielectric loss. The total loss in any transmission line is always the 
sum of these two quantities. The attenuation in decibels per unit length because of 
these losses is 8.68a. The attenuation constant a must be evaluated for each type of 
transmission line, but in general is given by Eq. (20.10). 

a = _!__ + gZo 
2Zo 2 

nepers per unit length (20.10) 

The first term is due to conduction loss, the second to dielectric loss. 
In high-frequency or microwave transmission-lines, the resistance per unit length r 

is greater than the d-c resistance. This is because the current density in the conduct­
ing elements decreases exponentially for increasing distance from the surface exposed 
to the electromagnetic fields. This phenomenon is known as skin effect. For pur­
poses of determining power loss, a current density equal to 0.707 of the surface current 
density can be considered to be distributed uniformly from the surface to the penetra­
tion depth o as given by Eq. (20.60). 

where f = frequency, cps 

o=-1-
v',nrfµ 

µ = permeability, henrys/m 
u = conductivity, ohms/m 

meters (20.60) 

The permeability µ is equal to 41r X 10-7 henry /meter for nonmagnetic materials 
and k times that value for magnetic materials, where k is the ratio of the permeability 
of the material to the permeability of air. 

1 Ragan, op. cit., pp. 227-242. 
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For copper, o reduces to 
6.6 

Ocopper = Vf cm (20.61) 

Physically, o is the depth at which the current density has decreased to 1/E of its 
surface value. At this depth the current lags the surface current in phase by 1 radian. 
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Fw. 20.8. Rectangular impedance or admittance chart. 

The dielectric loss expressed by the second portion of Eq. (20.10) is the result of 
the continual reorientation of the molecules of the dielectric by the electric field. 
Attenuation due to losses in the dielectric is often difficult to compute from Eq. (20.10) 
because values for the conductance g per unit length of the dielectric are usually 
not available; however, a more useful expression is given by Eq. (20.62). 

iled =~tan r 
X 

nepers per unit length (20.62) 
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where a.a = attenuation in nepers per unit length due to dielectric loss 
A = wavelength 

20-13 

tan r = loss "tangent" (loss tangent is approximately equal to power factor of 
dielectric) 

Dielectric loss increases approximately proportionately with frequency, while 
copper loss increases as the square root of frequency. At lower frequencies copper 
losses usually predominate, and at higher frequencies dielectric losses become increas­
ingly important. 

20.1 g. Transmission-line Diagrams. Several types of transmission-line diagrams 
have been devised to solve transmission-line problems graphically. The time and 
effort required to learn the significance of these diagrams and to master their use is 
justified in that through using such diagrams a majority of practical transmission-line 
problems can be solved rapidly without laborious calculations. The following dis­
cussion describes two of the most commonly used transmission-line charts. 

Rectangular Impedance or Admittance Chart. A rectangular impedance or admit­
tance chart is shown in Fig. 20.8. It is used to portray graphically impedance rela­
tionships at points along a transmission line. The following facts are useful in 
utilizing this chart. 

1. The horizontal axis is the normalized resistive component of impedance (real 
part of Z/Zo where Z is the impedance being plotted and Zo is the characteristic 
impedance of the transmission line). 

2. The vertical axis is the normalized reactive component of impedance (imaginary 
part of Z/Zo), 

3. Each circle corresponds to a constant voltage standing wave ratio p. 

4. Curves orthogonal to the p circles correspond to a constant number of electrical 
degrees from a voltage minimum. 

5. Maximum and minimum impedances occur at the intercepts of the constant p 

circles with the horizontal axis (pure resistances equal to pZo and Zo/p). 
6. The point p = 1 corresponds to Z = Zo, 
7. The vertical axis corresponds to the circle p = oo • 

8. Clockwise rotation around the constant p circles is toward the generator end 
of the line. 

Admittance, the reciprocal of impedance, can be obtained by rotating 90 electrical 
degrees of line length along the appropriate p circle from the point Z /Zo and reading 
values directly off the chart as normalized conductance along the horizontal axis 
and normalized susceptance along the vertical axis. Points below the horizontal axis 
represent negative (inductive) susceptance, while points above represent positive 
(capacitance) susceptance. This chart does not account for dissipation in the trans­
mission line. 

Example 20.1 

For a 100-ohm line terminated in "too + jlOO ohms, determine the impedance one-eighth 
wavelength away from the termination and the equivalent admittance at this point. 

Solution 

1. Determine the normalized load impedance. 
The normalized load impedance ZR/Zo is 

ZR = RR + XR = l + jl 
Zo Zo Zo 

2. Obtain the impedance A/8 from the termination. 
Enter the chart at RR! Z 0 = +1, XR/Zo = +1. Read the standing wave ratio of 2.6 at 

this point and the phase angle of 148°. Traveling around the p = 2.6 circle clockwise 45°, 
read the normalized impedance components at this point of R,,,/Zo = 2.0, X,,,/Zo = -1.0. 
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The impedance at this point X/8 from the termination is therefore 

Zx - Z Zx = 200 - jl00 
-

0 Zo 

3. Determine the equivalent admittance. 

To find the equivalent admittance rotate an additional 90°. The normalized con­
ductance Gx/ YO is 0.4, and the normalized susceptance Bx/Y O is 0.2. The line admittance 
b therefore 

Yx 1 Yx 1 . 
Yo Yo = Zo Yo = lO0 (0.4 + J0.2) = 0.004 + j0.002 

(bl RADIAL ARM TO BE PIVOTED ABOUT .CENTER OF CHART 

Fm. 20.9. Smith chart. 
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Reflection Coefficient Chart or Smith Chart. 1 The Smith chart is perhaps the most 

useful type of transmission-line chart. A conv~ntional Smith chart is shown in 
Fig. 20.9, while an expanded version is shown in Fig; 20.10. The following para­
graphs discuss the factors related by the Smith chart. 

Normalized Impedance or Admittance. Normalized impedance Z/Zo or admittance 
Y /Yo is the actual impedance or admittance at. any point on the transmission line 

c-~0-+T-~+l-~+1-i+,-~+,-~~,-~~1-f--~-~?-~,1 ) 

Fm. 20.10. Expanded Smith chart. 

divided by the characteristic impedance or admittance of the line. Normalized 
impedances and admittances are used so that the chart is not limited by the char­
acteristic impedance of the particular type of line under study. Actual impedance 
or admittance val{ies are obtained by multiplying the normalized values by the char­
acteristic impedance or admittance, respectively, of the line. 

Points of normalized impedance are located by the intersection of the circle whose 
intercept along the horizontal axis is normalized resistance with the circle whose 
intercept along the outer periphery of the chart is normalized reactance. 

Generally, the impedance or admittance at a point along a line is considered to be 
the impedance or admittance which would be measured looking toward the load end of 

1 Phillips H. Smith, Transmission Line Calculator, Electronics, January, 1939, and also 
An Improved Transmission Line Calculator, Electronics, January, 1944. A permanent 
plastic version or transparent paper versions of this chart similar to Fig. 20.9 can be pur­
chased from the Emeloid Co., Hillside, N .J. 
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the line if the line were cut at that point. The impedance or admittance at any 
point completely describes the ratio of the magnitudes of the voltage and current a11d 
their relative phase angle. It should be noted that for steady-state conditions the 
generator impedance and the impedance looking toward the generator from the point 
at which the line is cut do not affect the distribution of voltage and current along the 
line. The generator impedance will affect the amount of power transferred to the 
line, however, and consequently will affect the amplitudes of voltage and current but 
not the ratio of maximum to minimum values. 

The outer angular scale of the chart gives the distance between any two points in 
terms of fractions of a wavelength as measured toward the generator or toward the 
load. For example, if in Fig. 20.9 the sliding index of the radial arm is set across the 
coordinates corresponding to the normalized terminating impedance of the line, the 
normalized impedance (assuming negligible attenuation) one-eighth wavelength 
toward the generator will be found by rotating the arm clockwise 0.125 wavelength 
along the outer scale. 

If the components of admittance are to be considered instead of impedance, the 
resistance axis (R/Zo) becomes the conductance axis (G/Yo) and the positive reactance 
scale (+jX/Z 0 ) becomes the positive susceptance scale (+jB/Yo) while the negative 
reactance scale ( -jX /Zo) becomes the negative susceptance scale ( -jB /Yo), Capac­
itive susceptance is positive, and inductive susceptance is negative. 

The normalized admittance corresponding to a given normalized impedance, or in 
general the reciprocal of any complex number, can be obtained by determining the 
coordinates of the point on the chart diametrically opposite the original point on the 
chart an equal distance from the center of the chart. 

If the index is adjusted at the correct value of voltage standing wave ratio on the 
arm, the entire locus of impedances along the line will be obtained as the arm is 
rotated around the chart. These impedances repeat every 180°, neglecting attenua­
tion, and have a maximum value (corresponding to a current minimum) when the 
index intersects the horizontal bisecting line (pure resistance) between 1 and oo. A 
minimum impedance value (also a pure resistance at a voltage minimum) occurs where 
the index intersects the horizontal bisecting line between O and 1. 

Reflection Coefficient. The magnitude of the reflection coefficient is read directly 
from the radial arm when the index is aligned over the normalized impedance at the 
point on the line under consideration. The phase angle of the reflection coefficient 
is read at the intersection of the radial arm and the angular scale along the periphery 
of the chart. This phase angle is the angle by which the reflected voltage wave lags 
the incident voltage wave. It should be noted that all normalized impedances along 
the radial arm correspond to the same phase angle of reflection coefficient. All 
normalized impedances around the chart, a given radial distance along the arm, 
correspond to a given amplitude of reflection coefficient, assuming the line has negligi­
ble attenuation. 

Attenuation. The attenuation due to leakage, copper, and dielectric losses is 
plotted in 1-db steps along the radial arm. Normalized impedance values must be 
corrected when the attenuation is significant. This is accomplished by first cal­
culating the total attenuation over the length of line under consideration from a 
knowledge of the attenuation per unit length (or wavelength) and the separation 
between points under consideration. The index is then moved outward or inward 
the required number of decibels as the arm is rotated, depending upon whether the 
direction is toward the load or toward the generator, respectively. 

The scale along the radial arm labeled transmission loss coefficient gives a factor by 
which the calculated loss in decibels sho.uld be multiplied to account for the increased 
loss due to higher voltages and currents along the line when standing waves are pres­
ent. This does not affect the standing wave ratio or line impedance. The transmis-
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sion loss coefficient should be averaged over the length of the line under consideration 
if the normal attenuation is sufficient to cause the standing wave ratio to change 
appreciably. 

The total reflection loss Lr is defined as 

L lO l Pabsorbed 
r = - ogio Pinoident (20.63) 

or in terms of reflection coefficient, 

Lr = 10 log10 (1 - r .,2) (20.64) 

This represents a real loss when attenuation is present to dissipate the energy of the 
reflected wave. The reflection loss is obtained from the reading on the arm when the 
index is positioned at the proper value of reflection coefficient. Equations (20.63) 
and (20.64) assume that there is no secondary reflection from the generator end 
of the line and that power not absorbed in the load is completely dissipated by the 
attenuation of the transmission line. 

Example 20.2 

A transmission line has a characteristic impedance of 50 + j0 ohms and a voltage stand­
ing wave ratio of 2.0 measured near the load end of the line. A current minimum exists 
0.35 wavelength from the load. The line is 9.5 wavelengths long and has an attenuation 
of 0.1 db per wavelength. Find (1) the load impedance, (2) the input impedance, and (3) 
the total attenuation in the line. 

Solution 

1. Find the load impedance: 
a. Set the slide on the radial arm to a VSWR of 2.0. 
b. Rotate the arm until the index intersects the R/Zo axis at a current minimum (between 

1 and oo ). 
c. Rotate the radial arm 0.35;\ counterclockwise (toward the load) and read the series 

components of impedance as R/Zo = 0.67 and jX/Zo = -0.48. As Zo = 50 + j0, 
ZR = 34 -j24. 

2. Find the input impedance: 
a. The line is 9.5 wavelengths long; therefore the line is an exact multiple of ;l,2>.. and the 

sending end impedance equals the terminating impedance, neglecting attenuation. 
The total attenuation = 0.1 db per wavelength X 9.5 wavelength = 0.95 db. With 

the slide aligned over ZR!Zo, move the slide 0.95 db "toward the generator" and read 
the corrected coordinates of sending end impedance as R/Zo = 0.75, X/Zo = -j0.41; 
therefore, Zs = 37.5 - j20.5. 

3. Find total insertion loss: 
a. To determine the increased attenuation due to standing waves average the two values 

of "transmission-loss coefficient" obtained at the load end and the generator end. These 
are 1.26 and 1.16, respectively, therefore the total attenuation Ls corrected for standing 
wave ratio is 

Ls = 0.95 db X 1.
26 t 1.l

6 

= 1.15 db 

20.1 h. Transmission Lines as Circuit Elements. Transmission lines are often used 
as circuit elements. For example, a re-examination of Fig. 20.5 will show that neg­
lecting loss the input reactance of a line terminated in a short circuit varies from zero 
to plus infinity (inductive) as the line length varies from zero to X/4. As the line is 
further lengthened, the input reactance varies from minus infinity (capacitive) to 
zero at >../2. A similar situation occurs in the case of an open-ended line; however, 
the regions of inductive and capacitive reactance are reversed. The equations relat­
ing the reactance to the line length are repeated here for reference. 
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For a short-circuit termination, 

Zz = jZo tan {3x 

For an open-circuit termination, 

Zz = -jZo cot {3x 

Example 20.3 

(20.53) 

(20.54) 

Provide an inductive reactance of +jlO0 ohms using both a short-circuited transmission 
line and an open-circuit transmission line having a characteristic impedance equal to 
100 ohms and negligible attenuation. The wavelength is 0.4 m. 

Solution 
{3 = 21r/X = 21r/0.4 = 51r radians/meter 

From Eq. (20.53), for the short-circuit line 

+1100 = jlO0 tan (51r)x 
,,nerefore, 

x = _!__ tan-1 1 
51r 

x = _!__ ~ = _.!._ meter 
51r 4 20 

NoTE: Since A = % m, this corresponds to a line A/8 long. 
From Eq. (20.54), for the open-circuit line, 

+JlO0 = -1100 cot (51r)x 
1 

x = 
5

1r cot-1 (-1) 

x = _!__ 3
1r = ~ meter 

51r 4 20 

There is exactly A/4 difference between the length of the two lines for the same reactance. 
A ;\/8 line or odd multiple thereof will give a reactance equal in magnitude to the character­
istic impedance when the lines are terminated in a short or open circuit. 

Transmission lines can also be used to simulate series or parallel resonant circuits. 
The short-circuited line presents an infinite impedance (assuming no losses) for lengths 
whfoh are odd multiples of A/4, while an open-circuited line presents zero impedance 
(again assuming no losses) for lengths which are odd multiples of A/4. If the termina­
tion is neither an open- nor a short-circuited, but is a pure reactance, the line length for 
zero or infinite impedance can be calculated by means of Eq. (20.52). 

Example 20.4 

Assume the line of the previous problem to be terminated in an inductive reactance of 
+1100. The line length for an infinite input impedance is calculated as follows: 

From Eq. (20.52) 

therefore 

or 

Zz = Zo ZR + Zoi tan {3x = 00 
Zo + ZRj tan {3x 

Zo + ZRi tan {3x = 0 

j tan {3x = _ Zo = +i 
Zr 
1 = 

20 
meter = A/8 

20.2. Open-wire Transmission Lines. Open-wire lines are usually employed for 
power transmission at frequencies where radiation does not present a serious problem. 
The field configurations for open-wire lines are relatively simple, and the conventional 
concepts of voltage and current distribution as discussed in Sec. 20.1 can be applied. 
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To prevent considerable complication in the calculation of transmission-line constants, 
the following simplifying assumptions are made. 

1. Skin effect is present. 
2. The proximity effect is negligible; i.e., the spacing between conductors is at least 

10 times the conductor diameter, yet small compared to the wavelength. 
3. The conductor diameter is very small compared to the wavelength. 
4. The height of the conductors above the ground is great compared to the separa­

tion. 
5. The length of the line is long compared to the spacing. 
Some general relationships applying to parallel-wire transmission lines are as follows: 

Zo = ✓? ohms 

r 
a = 

2
z

0 

nepers per unit length 

fJ = w ·•·/lc radians per unit length 

(20.65) 

(20.66) 

(20.67) 

where Zo is the characteristic impedance, l is in henrys per unit length, c is in farads 
per unit length, a is the attenuation constant in nepers per unit length, fJ is the phase 
constant in radians per unit length, and r is in ohms per unit length. 
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FIG. 20.11. Single-wire transmission line-characteristic impedance, inductance per unit 
length, and capacitance per unit length as a function of D / d. 

20.2a. Single Wire Above Ground Plane. A single-wire line is shown in Fig. 20.11. 
The constants for this type of line are: 

4D 
Zo = 138 log10 d ohms 

4D 
l = 0.460 log10 d µh/m 

C = 24.12 µµf/m 
log10 (4D/d) 

8.3 v} h / f r = --d- µo ms m or copper 

(20.68) 

(20.69) 

(20.70) 

(20.71) 

where dis in centimeters for Eq. (20.71), D,d in consistent units for Eqs. (20.68) to 
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(20.70), and/ in cycles per second. Zo, l, and care shown in Fig. 20.11 as a function 
of D/d. 

20.2b. Two-wire Transmission Lines. A two-wire balanced transmission line is 
shown in Fig. 20.12a. This type of line is perhaps the most conventional. There is 

~ GI-+ DIELECTRIC CQNOIJCTOR 

~.9 /////t \J;~~t 
(al CONVENTIONAL (bl PA,RALLEL LINES ( l'dlCROSTRIP) FOR 

TWO WIRE LINE MICROWAVES 
Frn. 20.12. Parallel-wire transmission lines. 
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FIG. 20.13. Characteristic impedance, inductance per unit length, and capacitance per 
unit length for a parallel-wire transmission line as a function of D / d. 

less radiation1 than with the single wire line, and in addition, the ground currents are 
essentially zero. The constants for this type of line assuming a well-developed skin 
effect are: 

2D 
Zo = 276 log10 d ohms (20.72) 

2D 
l = 0.921 log10 d µh/m (20.73) 

12.06 
c = log10 (2D/d) µµf/m (20.74) 

8.3Vf 
r = --a:72 µohms/m for copper (20.75) 

where dis in centimeters in Eq. (20.75). Zo, l, and care shown in Fig. 20.13 as a func­
tion of D/d. 

The two-wire transmission line shown in Fig. 20.12a is usually restricted to fre­
quencies at which the losses from radiation are negligible. It has been recently 
shown2 that an extension of parallel-wire transmission systems can be used up to 

1 For a treatment of radiation on open-wire lines, see E. J. Sterba and C. B. Feldman, 
"Transmission Lines for Short Wave Radio Systems," Proc. IRE, vol. 20, p. 1163, July, 
1932. 

2 Proc. IRE, vol. 40, No. 12, 1952: Microstrip-A New Transmission Technique for the 
Kilomegacycle Range by D. D. Grieg and H.F. Englemann, Simplified Theory of Micro­
strip Transmission Systems by F. Assadourian and E. Rimai, Microstrip Components by 
J. A. Kostriza. 
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microwave frequencies. To reduce the radiation loss and provide u~able line con­
stants, the configurations shown in Fig. 20.12b are used. For large values of b/h 
essentially all of the energy is confined to the space immediately surrounding the line. 
The attenuation is greater than with waveguide but less than coaxial line using the 
same dielectric material. For small values of h/X the radiated power per wavelength 
is a small fraction of the transmitted power. This type of line has reduced power 
capabilities and greater cross coupling between adjacent lines than other microwave 
structures. However, it is possible to greatly simplify microwave components by the 
use of this technique. 1 

20.2c. Four-wire Balanced Line. This type of line provides greater shielding and 
less radiation than the balanced pair. The constants for this type of line are given 
by the following: 

Dv2 
Zo = 138 log10 -d-

D V2 
l = 0.460 log10 -d-

ohms 

µh/m 

24.1 
C = ----.,-

D ,V 2 
logio--d-

µµf/m 

8.3 Vf 
r = --d- µohms/m 

(20.76) 

(20.77) 

(20.78) 

(20.79) 

where d is in centimeters in Eq. (20.79). Zo, l, and c are shown in Fig. 20.14 as a 
function of D/d. 
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Frn. 20.14. Four-wire transmission line characteristics. 

20.3. Coaxial Transmission Lines. Coaxial lines are used for signal and power 
transmission from low frequencies up to thousands of megacycles. The line currents 
can be considered to flow along the outside surface of the inner conductor and along 
the inside surface of the larger·coaxial outer conductor, since the thickness of the con­
ductors is almost always large compared to the depth of penetration of current into 
the conductors because of skin effect. Consequently, external radiation from coaxial 
transmission lines having a solid outer conductor is virtually nonexistent, and insulated 
structures supporting the outer conductor are not required. Coaxial lines can be 
either flexible with one or more layers of conducting braid for the outer conductor, or 
they can be rigid, using solid metallic tubing for the outer conductor. The inner con­
ductor can be supported by a continuous dielectric, by spaced dielectric beads, or by 
"stubs" consisting of short sections of coaxial line in parallel with the main line. 

1 Licensed for use through the Internationl Telephone and Telegraph Company. See 
Section 20.5g. 
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The primary considerations in the design or use of a coaxial line are: 
1. The conditions under which the line must operate such as temperature, humidity, 

shock, vibration, etc. 
2. The "mode" of propagation to be utilized (this is usually the "dominant mode" 

or mode having the lowest cutoff frequency as is discussed in Sec. 20.3g) 
3. The constants of the line such as characteristic impedance, series inductance, 

series resistance, shunt capacitance, shunt conductance, attenuation, and phase shift 
4. The power carrying capacity 
The most significant parameter in the design and use of coaxial lines is the ratio of 

the inside diameter D of the outer conductor to the outside diameter d of the inside 
conductor. As all of the above factors are not optimized at the same value of D/d, 
a compromise is necessary. For high-frequency applications (1,000 Mc and above), 
a characteristic impedance of 50 ohms is customarily used. This corresponds to a 
value of D/d equal to 2.3, assuming air dielectric between the conductors. A discus­
sion of the manner in which the significant parameters of coaxial line operation vary 
with D /d is given in the following paragraphs. Unless noted otherwise, data are 
given for the dominant (TEM) mode. 

20.3a. Coaxial-line Constants. The characteristic impedance Zo, as discussed in 
Sec. 20.lb, is given by the general expression 

Zo = ✓r +~wl 
g +JwC 

where r = resistance, ohms per unit length 
g ~- conductance, mhos per unit length 
c = capacitance, farads per unit length 
l = inductance, henrys per unit length 

(20.6) 

The conductance g is almost always small compared to we, and at the frequencies 
usually employed r is small compared to wl. Zo then becomes essentially a pure resist­
ance given by 

or in terms of dimensions of the line, 

D 
Zo = 138 log10 d ohms 

(20.8) 

(20.80) 

The above expression assumes the medium between the inner and outer conductor 
is air or another gas with an effective dielectric constant of unity. If the medium has 
a dielectric constant different from unity, Zo is reduced by the factor 1/("VEr) where 
Er is the dielectric constant of the medium relative to air. 

If the dielectric medium is not continuous, but is in the form of sections or beads 
supporting the inner conductor, the effective dielectric constant E; is given by 

where t = length of dielectric section 
s = spacing between sections 

(20.81) 

The inductance per unit length l, assuming a well-developed skin effect, is given by 

D 
l = 0.46 log10 d µh/m (20.82) 
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The capacitance per unit length c with a homogeneous medium between the conduc­

tors is given by 
24.lEr 

c = -lo-g-10-(D-/ d-) µµf/m (20.83) 

The loop resistance per unit length r is given by the sum of the resistances of the inner 
and outer conductors. 

Inner conductor 

Outer conductor 

where o = skin depth 
u = conductivity 

If each conquctor is copper 

1 
Ta,= --

1rodu 
1 

rn =--
1r0Du 

r = 8.3 v1 G + A) µohm~/m 

(20.84) 

(20.85) 

(20.86) 

where f is in cycles per second and D and dare in centimeters. Z 0 , l, and care shown 
in Fig. 20.15 for an air-filled line as a function of D / d. 
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Fm. 20.15. Characteristic impedance, inductance, and capacitance-•as a function of the 
ratio D/d for a coaxial line. 

20.3b. Coaxial Line Supports. 1 Dielectric Supports. The inner conductor of a 
coaxial line can be supported with dielectric material by several different methods. 
Where the dielectric loss is not prohibitive, solid dielectric lines are used. Such 
lines are free from internal reflections and, except for temperature effects upon 
the dielectric at extreme ambients, are very rugged mechanically. A lower charac­
teristic impedance is obtained from a dielectric-filled line compared to an air-filled 
line with the same conductor dimensions. 

The dielectric loss can be reduced through the use of dielectric beads spaced along 
the line, thereby decreasing the total amount of dielectric contributing to line loss. 
A simple bead as shown in Fig. 20.16a will produce a reflection in the line at the sur­
face of the bead. Such reflections can be theoretically eliminated at one frequency 
by utilizing beads X/2 long as shown in Fig. 20.16b. The input impedance of any 
half-wave section is equal to the terminating impedance of the half-wave section; con-

1 Ragan, op. cit., p. 155. 
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sequently, no mismatch occurs and there are no reflections. It should be remembered 
the actual length must be corrected because of the decrease in wavelength within the 
dielectric. The corrected length x' is given by 

, Xo 
X =--

2 VEr 
(20.87) 

where Xo = wavelength in air 
Beads can also be spaced approximately Xo/4, causing the reflections to add out of 
phase and cancel. Transmission lines utilizing these two methods are frequency­
sensitive, however, and large standing wave ratios can occur at frequencies other than 
the design frequency. 

(0 l SPACED DIELECTRIC BEADS ( bl HALF-WAVELENGTH BEAD (ClUNDERCUT DIELECTRIC BEAD 

FIG. 20.16. Dielectric beads. 

Undercut beads as shown in Fig. 20.16c can be used to avoid this frequency depend­
ence. The impedance of the dielectric section is adjusted by means of the D/d ratio 
to be equal to the characteristic impedance of the air-filled portion of the line. This 
type of bead support provides relatively broadband operation. The corrected value 
of inner conductor diameter d' is given approximately by 

d'=__!!:__ v~ (20.88) 

There are some constructional difficulties in assembling this type of coaxial line. 
In addition, the power-handling capacity of a beaded line is reduced because of high 
electric-field gradients produced at the sharp corners of the undercut section, and 
there is increased leakage over the face of the dielectric bead. 

=========z. [rn=== =Zo==,=z.=, =W1=z.=, ==Z.=o = 

(o) SIMPLE STUB (b) BROAD BAND STUB 

FIG. 20.17. Stub supports. 

Because of these limitations, stub supports are frequently used in coaxial lines hav­
ing rigid walls in preference to bead supports. A stub is a section of coaxial line ;>,.,/4 
long-shorted at one end as shown in Fig. 20.17a. The input admittance of a X/4 
shorted line with no losses is zero, and since the reflection at such a junction is propor­
tional to the stub admittance, the stub has no effect upon the operation of the line. 
This will only be true, however, at one frequency. At frequencies different from the 
design frequency, the stub will no longer be a X/4 section and reflection will occur at 
the junction. 

A broadband stub support overcoming this difficulty is shown in Fig. 20.17b. A 
transformer is added to the transmission line changing the characteristic impedance 
from Z 0 to Z 1 for a distance of a quarter wavelength each side of the stub. At the 
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design wavelength Ao the transformer is Al2 long, the stub is effectively Al4 long, 
and no reflection occurs. At frequencies less than the design frequency, the trans­
former has a capacitive susceptance; however, the stub has an approximately equal 
inductive susceptance, and the parallel combination has a zero admittance at the 
junction, resulting in no reflection. In a similar manner, for frequencies greater than 
the design frequency the transformer has an inductive susceptance approximately 
canceled by the capacitive susceptance of the stub. Design equations applicable to 
wideband stubs are as follows: 1 

tan2 (!: ~) = tan 2 c~ ~) = A 2 
2 A1 2 A2 

(z1)a + 2 (z1
)

2 + ~ (Z1) _ 2 = O 
Zo Zo A Zo 

where A = a constant determined from values of Ao, >-1, and A2 

(20.89) 

(20.90) 

The frequencies corresponding to the wavelengths >-1 and A2 are spaced the same 
percentage each side of the frequency corresponding to the design wavelength Xo and 
are the frequencies at which minimum reflection will occur. Broadbanding over a 
wavelength variation of ± 10 per cent is possible by this method. 

Because of fringe effects at the junction of the stub and the transformer section, 
the optimum length of the stub is not exactly X/4 and consequently must be adjusted 
experimentally. 

20.3c. Losses, Attenuation, and Phase Shift. From Sec. 20.1 the following general 
expression for the propagation constant 'Y is given by Eq. (20.3). 

-y = a +j~ = v(r +jwl)(g +jwe) (20.3) 

The minimum possible value of the real part a of Eq. (20.3) is given by Eq. (20.91) 

;­
am\n = V rg nepers per unit length (20.91) 

and this is the d-c value of attenuation. At higher frequencies where r « wl and 
g « we the following expression for a applies from Sec. 20.lb. 

a=_!_+ gZo 
2Zo 2 

nepers per unit length (20.10) 

If the range of frequencies is such that r ~ wl or g :::::: we, then the more cumbersome 
Eq. (20.3) must be used. 

The conductor loss is 

db per unit length (20.92) 

The expression for conductor attenuation ac in terms of the line constants is, for a 
copper transmission line, 

ac = v'"l;;. [(Did) + 1] 10_6 

3.8D log10 (Did) 
dblm 

where f is in cycles per second and D and dare in centimeters. 

(20.93) 

For a fixed outer diameter, ac has a minimum value at Did = 3.6 which corresponds 
to Zo = 77 ohms for an air-filled line. This minimum value of ac is given by 

_ 2.2 -v1r;;. 
10

_
6 ac - D dblm (20.94) 

1 From Radiation Laboratory Report 53-2 by R. V. Pound. 
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When the outer conductor is not solid but is braided to give flexibility, the attenu­
ation in decibels per unit length due to the resistance of the outer conductor is multi­
plied by a factor of approximately 2.75. 

To compute the dielectric loss, it is assumed the dielectric material can be described 
by a complex dielectric constant: 

I • II 
Er = E - JE 

and tan f = E
11 /f' (20.95) 

Tan ?; is commonly known as the "loss tangent." The conventional power factor 
of the dielectric is cos 8, where () = 90° - r. Dielectric attenuation is then equal to 

27.3 y;t ,. 
ad = hair an~ db per unit length (20.96) 

Phase Shift. The expression for the imaginary part (3 of the propagation constant 'Y 

is given approximately by Eq. (20.12). 

(3 = w Vlc 1 + - - - --- [ 1 ( r g )
2

] 
2 2wl 2wc 

radians per unit length (20.12) 

which reduces to the following expression for a lossless line 

(3 = w vrc radians per unit length (20.13) 

Equation (20.13) is generally applicable in high-frequency transmission lines. 
Where the losses are significant, Eq. (20.12) must be used. 

20.3d. Maximum Power and Voltage Gradient. Assuming a fixed outer diameter and 
a matched line, maximum power can be transmitted on a coaxial line when D /d = 1.65, 
which corresponds to a characteristic impedance of 30 ohms for an air-filled line. 
Maximum voltage can be impressed on the line when D/d equals 2.718 corresponding 
to a characteristic impedance of 60 ohms. 

A transmission line experiences its maximum voltage gradient at the inner con­
ductor. Breakdown gradients are normally assumed to be between 20 to 30 kv /in., 
but irregularities, an appreciable standing wave ratio, dielectric structures, or other 
factors can cause accelerated breakdown. The gradient at the surface of the inner 
conductor is 

G d
. 2E 

ra ient = din (D/d) 

where E = potential between conductors 
In = logarithm to base E 

(20.97) 

20.3e. Line Wavelength. If a dielectric other than air is used in a coaxial line, the 
wavelength in the dielectric relative to the wavelength in air is given by 

where X1 = wavelength in dielectric 
Ao = wavelength in air 
µ = permeability of medium relative to air (almost always = 1) 
Er = dielectric constant of medium relative to air 

(20.98) 

20.3J. Q Considerations. A transmission line with small attenuation per wave­
length and with a nondissipative termination can be considered to have a Q given by 

1 2a r g -=-=-+-Q (3 wl we 
(20.99) 
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Since r « wl and g « we, transmission lines can have Q values relatively high 

compared to lumped constant circuit elements. 
The Q of a resonant section can also be approximated by Eq. (20.99). 
20.3g. Coaxial,-line Modes. The modes of a transmission line designate the dis­

tribution of the electric and magnetic fields. Specific modes are indicated by symbols 

TE1,-, TE2,1 

™o,, ™,,, TEo, 1 

--- ELECTRIC FIELD ----- MAGNETIC FIELD 

Fro. 20.18. TE and TM coaxial modes. 

such as TEM, TEmn, and TMmn• The symbol TEM indicates that this mode has 
both electric and magnetic fields transverse to the axis of the line only. TEmn indi­
cates that modes of this classification have only the electric field transverse to the axis 
of the line. TM11in indicates that modes of this classification have only the magnetic 
field transverse to the axis of the line. 
The subscript m denotes the number of 
full period variations of the radial com­
ponent of field in the angular direction. 
The subscript n denotes the number of 
half period variations of the angular 
component of field in the radial direction. 
Pictorial diagrams of the electric- and 
magnetic-field distribution transverse to 
the axis of a coaxial line are shown in 
Fig. 20.18 for the important TE and TM 

JH1•• ,ttttHt1
""1ilH --~g~ 

fttt•u HlHH+•••tHH--~%:t-; 
-- ELECTRIC FIELO -- - MAGNETIC FIELO 

ELECTRIC ANO MAGNETIC FIELOS 0£CREi4S£' WITH 
RAO/AL OISTANCE FROM CENTER CONOVCTOR 

Fro. 20.19. TEM coaxial mode. 

modes. These modes degenerate to similar modes for circular waveguide as the 
diameter of the inner conductor becomes vanishingly small. The dominant mode 
is the mode with the lowest cutoff frequency, i.e., the frequency below which the 
transmitted energy is rapidly attenuated and no useful transmission takes place. 
The dominant mode is almost always the only desirable mode, and except for 
special applications, an effort is made to prevent higher-order modes from being 
propagated. The dominant mode for coaxial lines is the TEM mode shown w 
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Fig. 20.19. It should be noted that the electric and magnetic fields are mutually 
perpendicular. It is also true that the current in the walls of the transmission line 
is perpendicular to the magnetic field. 

The TEM mode has no lower cutoff frequency. The first higher-order mode is the 
7'E11• It can be propagated when the frequency is such that one wavelength in the 
medium between the conductors is approximately equal to the mean circumference C 
of the line. The cutoff frequency is equal to C/Xc ,v;,: where Ac is determined from 
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0/d 

Frn. 20.20. Relationship between cutoff 
wavelength and line dimensions for 
higher-order coaxial modes. (Adapted 
from Moreno, "Microwave Transmission 
Desion Data," McGraw-Hill Book Com­
pany, Inc., New York, 1948.) 

Fig. 20.20. The order in which higher­
order modes will also be propagated as the 
frequency increases depends upon the 
D/d ratio. It follows that the frequency 
separation between modes is a function 
of D/d. This effect can be important in 
applications where it is required to separate 
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two higher-order modes. Figure 20.20 shows the order in which higher-order coaxial 
modes are propagated as a function of line dimension. The attenuation of any mode 
in the cutoff region is given by Eq. (20.100). 

where Ac = cutoff wavelength of the mode 
X = actual wavelength 

db per unit length 

Equation (20.100) is shown graphically in Fig. 20.21. 

(20.100) 

The transmission-line constants such as characteristic impedance, attenuation, 
and phase velocity differ in the higher-order modes from the conventional values 
associated with the dominant mode. 1 

1 For details see Radiation Laboratories Series, vol. 9, G. L. Ragan, "Microwave Trans­
mission Circuits," sec. 2.10, McGraw-Hill Book Company, Inc., 1947 
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20.4. Coaxial Circuit Elements. Transmission lines are often called upon to 

perform many specialized circuit functions in addition to their conventional use as a 
means of conveying signal power at high frequencies. The following paragraphs 
discuss the specific coaxial configurations designed to provide the functions of imped­
ance matching, impedance transformation, mode excitation, and mode filtering. 1 

20.4a. Impedance Elements. Impedance elements can be added to a coaxial 
transmission line in series with the line or in shunt with the line. Series elements 
are added in such a manner as to interrupt the circuit along the axis of the line and 
consequently are placed in series with either or both the inner and outer conductors. 
Shunt elements are added in such a manner as to cause a common electric field to 
exist between the element and the line. Consequently, shunt elements do not inter­
rupt the entire line but branch the inner and outer conductors at one side of the line. 

_____r.::= ___________ _ 

---------==Jr-------
----..___ 

(0) SERIES ELEMENTS (bl SHUNT ELEMENTS 

FIG. 20.22. Coaxial series and shunt elements. 

Figure 20.22 shows both series and shunt elements added to a coaxial transmission 
line. 

Stubs. Because of its versatility, the shorted stub is the most conventional form 
of shunt element. The shunt impedance presented to the transmission line can be 
inductive, capacitive, resonant, or antiresonant, depending upon the wavelength 
and the length of the stub. A plot of the relationship between reactance and stub 
length is shown in Fig. 20.5. Figure 20.5 assumes that the stub has no attenuation. 
If this is not the case, the minimum and maximum impedances corresponding to the 
resonant and antiresonant conditions are given by Eqs. (20.101) and (20.102). 

Zmin = Zo coth ax ~ ZoaX ohms 

Zmax = Zo tanh ax ~ Zo ohms 
ax 

where Zo = characteristic impedance, ohms 
a = attenuation constant, nepers per unit length 
x = stub length in units consistent with a 

(20.101) 

(20.102) 

Impedance Matching. One of the most useful functions of a coaxial stub is to 
match impedances. More specifically, stubs are used to cancel the effect of a mis­
match, thereby eliminating the standing wave which would otherwise exist. It was 
previously shown that a stub can have either an inductive or capacitive input reactance 
depending upon its length. As the admittances of two elements connected in shunt 
add algebraically to form a resultant admittance, it follows that a stub in parallel 
with a coaxial line can be caused to cancel any reactive component of line impedance 
resulting from mismatch, etc. The stub susceptance must be equal in magnitude and 
opposite in sign to the line susceptance at the point of connection. The only addi­
tional requirement is to choose the point of attachment so that the real part of the 

1 For additional design data on these and other coaxial circuit elements see ibid. and 
vol. 10, N. Marcuvitz, "Waveguide Handbook," 1951. 
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impedance or admittance looking toward the load is equal to the characterietic 
impedance or admittance of the line. 

Example 20.5 

It is required to eliminate the standing wave on a lossless transmission line which has a 
characteristic impedance of 100 ohms and is terminated in a pure resistance of 50 ohms. 

Fro. 20.23. Single-stub tuner design example. 

8.Jlution 

1. Determine by the use of a Smith chart as shown in Fig. 20.23 the distance x from the 
load at which the real part of the normalized line admittance is unity. 

Zo = 100 ohms 
therefore Yo = 0.01 mhos 

The normalized receiving-end impedance is 

a.nd the normalized receiving-end admittance is 

YR Z 0 • , 

Yo == ZR = 2.0 + JO ohms 

The Smith chart is entered at this value of admittance which is point 1 in Fig. 20.23. The 
radi.al arm is rotated toward the generator until the index intersects the circle correspond-



TRANSMISSION LINES 20-31 
ing to unity normalized conductance which is point 2. At this point the line length is 
0.097>1., and the normalized susceptance is 1.0 - j0. 7 mhos. 

2. Determine the length of shorted stub to give a positive (capacitive) susceptance of 
j0.7 mhos. 

The normalized receiving-end (i.e., shorted-end) impedance of the stub is 

~ = O + jO = 0 ohms 
Zo Zo 

and the normalized receiving-end admittance is 

YR = Z,, = oo mhos 
Yo ZR 

Entering the chart at the extreme right end.of the horizontal axis, which corresponds to 
infinite normalized conductance, the radial arm is rotated until the index intersects the 
+j0.7 intercept along the outer circumference at 0.347>.. This is point 3 on Fig. 20.25. 
The final design, therefore, is for a stub of length 0.347>. located 0.097>. from the termina­
tion. It can be seen that in this case an open-circuited stub a >./4 shorter than the short­
circuited stub could have also been used. As the coordinates of point 2 are 1 - j0.7, it 
can be seen that adding the stub susceptance of +i0.7 will shift the Smith chart plot from 
point 2 to point 4 with coordinates 1 + j0 for a perfect match. 

It is often not convenient to allow the stub to slide along the line. This limitation 
can be overcome by the use of a double-stub section consisting of two stubs with 
fixed spacing and of fixed posit.ion along the line. The operation of a double-stub 
tuner is similar to a single stub in that the first stub, nearest the generator, is used to 
add susceptance of equal magnitude and opposite sign to the line susceptance at that 
point. The stub nearest the load, however, is used to cause the normalized con­
ductance to equal unity at the first stub. The spacing between stubs is usually 
taken to be an odd multiple of an eighth wavelength, for example, 3>./8. In terms 
of the Smith chart, the function of the stub nearest the load is to add a susceptance 
to the line so as to place the line admittance at the first stub somewhere on the unit 
conductance circle. The problem then is the same as for a single stub. It can be 
shown that two stubs with an odd-multiple eighth-wavelength spacing can only 
match loads to the characteristic admittance Yo if the conductance of the load at the 
second stub is less than twice Yo, As the stub spacing approaches >-/2, the range of 
conductances that can be matched increases; however, practical limitations make the 
odd A/8 spacing a good compromise. It should be noted that either a A/4 section of 
line between the second stub and the load when required or the addition of a third 
stub will allow any load to be matched, except a pure reactance. When three stubs 
are used they are spaced >./4 apart. 

The following example illustrates the design of a double-stub tuner. 

Example 20.6 

Determine the constants of a double-stub tuner as shown in Fig. 20.24 to eliminate the 
standing wave on a transmission line with Zo of 100 + j0 ohms which is terminated in an 
impedance of 100 - jlO0 ohms. The stub spacing is 3/8>. (135°), and one stub is located 
>../2 from the termination of the line. Neglect attenuation. 

Solution 

1. To simplify calculation, change impedance values to normalized admittance values. 
The characteristic admittance is 

Yo - _.!._ = 0.01 mho 
- Zo 

The terminating admittance becomes 

l jlO0 :a: 0.005 + j0.005 mho 
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The normalized terminating admittance becomes 

Yr=~:= 0.5 +J0.5 

Because the termination is X/2 from stub 1, the value of Yr referred to the position of 
stub 1 is also 0.5 + j0.5. 

Zr= f00- jl00 

Fm. 20.24. Double-stub tuner design example. 

:t. To eliminate standing waves the normalized admittance at the junction of the line and 
the stub away from the load must equal I + jO. This means the admittance at this point 
must be on the unit conductance circle of a Smith chart (refer to Fig. 20.24). The admit­
tance at the junction of the stub nearest the load must be adjusted, therefore, so that it 
intersects a circle of diameter equal to the unit conductance circle which is rotated 3X/8 
toward the load from the normal position of the unit conductance circle (see Fig. 20.24). 
This can be accomplished as follows: 

a. Locate the normalized terminating admittance 0.5 + j0.5 on the Smith chart. 
b. Add the required normalized susceptance to move the point 0.5 + j0.5 around the 

0.5 conductance circle until it intersects the displaced unit conductance circle. This 
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requires an additional normalized susceptance of -j0.63. This is the required normalized 
susceptance of the first stub. 

c. Rotate the point located above (0.5 - j0.13) 3X/8 away from the load. The point 
so located will be on the unit conductance circle (1 - j0.72). 

d. The normalized admittance of the second stub must therefore be +j0.72 to bring the 
point along the unit conductance circle to the point 1 + jO required for perfect match. 

The lengths of the stubs can be determined from Eq. (20.53) or by using the scales on 
the Smith chart as follows: 

(1) The reflection coefficient for a short-circuit termination is 1 J 180°. Therefore, enter 
the chart at point 5 (infinite conductance). 

(2) Rotate the radial scale "toward the generator" until it is aligned with the intersec­
tion of the required normalized susceptance line at the periphery of the chart. 

(3) The stub length in wavelengths can then be read directly from the outer scale of the 
Smith chart. 

In this example, the stub lengths are 0.17X for a susceptance of -j0.63 (point 6) and 
0.349>.. for a susceptance of j0.72 (point 7). 

20.4b. Impedance Transformation. 1 In addition to matching impedances, it is 
often necessary to transform from one impedance to another as in the case of a junction 
between two coaxial lines having different characteristic impedances. In general, 
transmission line impedance transformers do not have the frequency sensitivity 
inherent in lumped matching devices. The conventional types of transmission line 
impedance transformers are discussed in the following paragraphs. 

Tapered Lines. A tapered line is one in which the diameter of one or both of the 
conductors is varied so as to cause the characteristic impedance of a section of trans­
mission line to vary continuously along its length. The taper is usually extended 
over several wavelengths to minimize reflections and frequency sensitivity. Tapered 
lines are constructed so that the inductance and capacitance per unit length vary 
logarithmically, one increasing and the other decreasing, causing the characteristic 
impedance also to vary logarithmically. 

Tapered lines are also constructed so that the ratio D/d varies linearly with length. 
The impedance change in this case is logarithmic, and again the line should be as 
long as possible to minimize undesirable reflection effects.2 

Quarter-wave Section. A quarter-wave line transforms impedances by the relation­
ship Zo2 = Z1Z2 where Z1 and Z2 are the impedances at either end of a X/4 section of 
characteristic impedance Zo. The section will not remain a quarter wavelength 
long if the frequency is altered and consequently is frequency-sensitive. 3 This 
frequency dependence can be greatly minimized by cascading two or more X/4 sec­
tions having different characteristic impedances. The required impedance relation­
ships for two sections are given in Eqs. (20.103) and (20.104). 

(Z:) 4 (Z1)3(Z2) 
(Z:') 4 = (Z1)(Z2) 3 

where Z1, Z2 = impedances to be matched z: = characteristic impedance of X/4 section adjacent to Z1 z:' = characteristic impedance of X/4 section adjacent to Z2 
A two-section transformer of this type is shown in Fig. 20.25. 

(20.103) 
(20.104) 

20.4c. Mode Excitation and Filtering. Higher-order modes are usually undesirable 
in coaxial lines. In some instances, however, higher-order modes are daliberately 
excited at one point in the transmission system and separated from the dominant 

1 For additional design data on the items discussed in this section see ibid. 
2 See H. J. Reich, P. F. Ordung, H. L. Krauss, and J. G. Skalnik, "Microwave Theory 

and Techniques," pp. 183-191, D. Van Nostrand Company, Inc., Princeton, N.J., 1953, for 
additional information. 

3 The frequency sensitivity is dependent on the ratio Zt/ Z2, increasing as this ratio departs 
from unity. 
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mode at another point in the system. When any of these modes exist simultaneously 
with the dominant (TEM) mode, the actual fields existing in the line are the linear 

superposition of the fields corresponding to each mode. 
In general, the composite field will resemble neither 
mode separately. 

In general, either the electric or magnetic field can 
be used to excite a given mode. If the electric field 
is to be excited, one or more probes must be oriented 
so as to be aligned with the direction of each maxi­
mum of the electric field as shown in Fig. 20.26a. 
If the magnetic field is to be excited, a loop must be 

.FIG. 20-25· Two-stage quarter- oriented so as to align the plane of the loop normal 
wave transformer. 

to the direction of the magnetic field as shown in Fig. 
20.26b. When higher-order modes are to be excited, the line dimensions must be such 
that the line is not in the cutoff region for these modes. 

Mode filtering or suppression can be accomplished in a variety of ways. One 
method is to attenuate higher-order modes by restricting the line dimensions so that 
the line is below cutoff for these modes. Obstacles placed on the line will also serve 
to separate modes. In general, a metal obstacle should be placed so that the metal 
surface is parallel tt:> the maximum electric field of the mode to be eliminated and 
perpendicular to the maximum electric field of the mode to be passed. Fig. 20.26c 
and d show methods for filtering higher-order modes. 

TEtt 

(q) 

MOOE EXCITATION 

--- ELECTRIC FIELO 

- - - - - MAGNETIC FIELO 

REJECT TM0n 
TRANSMIT TEOII 

(cl 

• REJECT TEon 
TRANSMIT TMon 

ldl 

MOOE FILTERING 

FIG. 20.26. Coaxial mode excitation and filtering. 

20.4d. Baluns. 1 Occasionally, it is necessary to convert from a coaxial line (unbal­
anced line) to a two-wire transmission line (balanced line). A balun is used for the 
purpose as shown in Fig. 20.27. Configurations a and b in this figure are narrow­
band baluns. Configuration c has a wider bandwidth than a or b. Configuration d 
is a folded version of c with the same bandwidth, but only half as long. 

20.4e. Coaxial Attenuators and Terminations.2 Coaxial attenuators are used for 
isolation between components or to obtain a reduction of power level on a transmission 
line. Coaxial terminations are used to provide a nonreflecting load at the end of a 
section of coaxial lines. Representative attenuators and terminations are shown in 
Fig. 20.28. The "below cutoff" attenuators shown in Fig. 20.28a and bare sections 
of circular waveguides with dimensions such that the wavelength in the guide is 

1 For design data on Baluns, see "Very High Frequency Techniques," vol. 1, pp. 86-92 
and 382-390, McGraw-Hill Book Company, Inc., New York, 1947. 

2 C. G. Montgomery," Technique of Microwave Measurements," pp. 679-803, Radiation 
Laboratory Series, vol. 11, McGraw-Hill Book Company, Inc., New York, 1947. 
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belo•v the cutoff wavelength. For this condition, the attenuation is given by Eq. 
(20.105). 

neper per unit length (20.105) 

Equation (20.105) is valid for TE and TM modes in either circular or rectangular 
waveguides. 

~ 
J,+)/f 

(al 

L A/f --l 
(bl 

ii~ 
(C) 

1-

(d l 

Fm. 20.27. Balun configurations. 
SLIDING COUPLING SLIDING COUPLING 

~~~-:!!:.✓~ ✓ 
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LOOP COUPLED 

COATED GLASS 
ROD• INSIJLATO? 

:~~ 
(C) GLASS ROD ATTENUATOR 

RESISTIVE MATERIAL 

(e) DIVIDED LINE 

3 

(/J) BELOW CUT-OFF 
CAPACITIVE COUPLED 

RESISTIVE MATERIAL 

), 
(dl ABSORBING LOAD 

(fl POLYIRON INSERT 

Fm. 20.28. Coaxial line attenuators and terminations. 

The attenuator can be made variable by changing the length of the waveguide 
s9ctions. 

The coupling between the waveguide and the coaxial line can be a resistive loop 
as shown in Fig. 20.28a or a capacitive disk as shown in Fig. 20.28b. The loop is 
made resistive to terminate properly the coaxial line and can be formed from either a 
very small fixed resistor or a strip of resistive material. The metallic capacitive disk 
in Fig. 20.28b is often preceded in the coaxial line by a second disk of resistive material 
to terminate properly the coaxial-line impedance. 
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Resistive material can be used directly as shown in the glass-rod attenuator of 
Fig. 20.28c and the load of Fig. 20.28d. Glass rods can be metalized or coated with 
a resistive material such as Aquadag. Terminations can be made from mixtures of 
sand with lossy material. Polyiron can be used as an attenuating insert as shown 
in Fig. 20.28f. The step aides in matching the polyiron section to the input coaxial 
line. Polyiron has the advantage of possessing high attenuation at microwaves, and 
therefore only a small insert is required. In addition, it is rugged mechanically. It 
has the disadvantage of being hard to machine, it often varies in characteristics, and 
the dimensions of the insert are usually critical if broadband operation is desired. 

Another approach is shown in the divided line attenuator of Fig. 20.28e. In this 
case the power is divided between the concentric coaxial lines and absorbed in the 
outer coaxial line by the use of resistive material. 

Additional variations of these types are also used; for example, the glass-rod 
attenuator can be made variable by sliding a section of the inner conductor of the 
coaxial line over the resistive coating on the glass rod. 

A limitation of attenuators and terminations which must be carefully considered 
is the power-handling capacity of the resistive material, which is often quite low. 

20.6. Waveguide Transmission Lines. Waveguides are usually the most desirable 
form of transmission line for applications at wavelengths shorter than approximately 
10 cm. At longer wavelengths the size becomes increasingly prohibitive. At wave­
lengths shorter than about 1 cm the small size of the waveguide becomes a practical 
limitation. Basically, the advantage of waveguides over coaxial lines of comparable 
size is their greater power-handling ca­
pacity and lower attenuation. Along 
with waveguide transmission lines there 
have been developed a large number of 
waveguide circuit elements and special 
devices making it possible to duplicate at 
microwaves most of the circuit configura­
tions used at lower frequencies. 

Although the lower-frequency concepts 
of voltage and current are usually re­
placed by electric- and magnetic-field 
concepts when considering waveguides, 
quantities such as standing waves, reflec­
tion coefficient, propagation constant, 
etc., are also applicable to waveguide 
transmission lines. 
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20.5a. Waveguide Modes. The modes 
of a waveguide transmission line desig­
nate the distribution of the electric and 
magnetic fields. Specific modes are indi­
cated by symbols such as T Emn and 
TMmn• The symbol TE indicates the 
electric field is everywhere transverse to 
'the axis of the transmission line. The 
symbol TM indicates the magnetic field 
is everywhere transverse to the axis of the 

FIG. 20.29. TE and TM rectangular wave­
transmission line. In addition, the elec- guide modes. 
tric and magnetic fields are orthogonal. 

For rectangular waveguide, the subscript m denotes the number of maxima of 
electric field along the wide or a dimension as shown in Fig. 20.29. The subscript n 
denotes the number of maxima of electric field along the narrow or b dimension. 
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Figure 20.29a shows the dominant mode for rectangular waveguide. This is the mode 
with the longest cutoff wavelength. This subscript notation for rectangular wave­
guides applies for both TE and TM modes. 

For circular waveguide, the subscript designations are similar to those used for 
coaxial lines. The subscript m denotes the number of full period variations of radial 
component of field in the angular direction. The subscript n denotes the number of 
half period variations of angular component of field in the radial direction. This 
subscript notation applies for either TE or TM modes. This is illustrated in Fig. 
20.30. 
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(q) 

TM1,1 
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ldl 
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Ac= l.~41 

(C) 

--- ELECTRIC FIELD 

-- - -- MAGNETIC FIELD 

c = CIRCUMFERENCE OF 
CIRCULAR WAVE GUIDE 

Frn. 20.30. TE and TM circular waveguide modes. 

Field configurations for several higher-order modes of rectangular and circular 
waveguides are shown in Figs. 20.29 and 20.30. For convenience, the cutoff wave­
lengths are also given. 

The general expressions for the cutoff wavelength Ac of rectangular and circular 
waveguides are given by Eqs. (20.106) and (20.107), respectively. 

Xe= 2 

✓(~Y +Gr 
(20.106) 

where m, n are the mode subscripts and a, b are the rectangular waveguide dimen­
sions from Fig. 20.29. 

Xe= KD (20.107) 

where Dis the circular waveguide diameter. KD is given in Table 20.1. 



20--38 ELECTRONIC DESIGNERS' HANDBOOK 

TABLE 20.1. CIRCULAR WAVEGUIDE CUTOFF WAVELENGTHS 

m m 
TE TM 

0 1 2 2 1 0 

1 0.82D 1. 7D 1.03D 0.61D 0.82D 1.3D 1 
n n 

2 0.45D 0.59D 0.47D 0.38D 0.45D 0.57D 2 

At wavelengths longer than the cutoff wavelength for each mode, the mode will be 
rapidly attenuated. The attenuation below cutoff for rectangular and circular 
guides is given by 

or 

ac = 8.69 ✓G~r -Er (2;)2 db per unit length 

54.6 
ac ~-­

Ac 
db per unit length for A» Ac 

(20.108) 

Normally, waveguides are not operated near cutoff for any desirable mode. The 
group velocity v" and phase velocity vp are rapidly changing functions of frequency in 
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this region as shown in Fig. 20.31. The 
analytical relationships for the curves shown 
in the figure are as follows: 

v2 
=-

Vp 
(20.109) 

where v = velocity of light in unbounded 
medium 

Jc == frequency of cutoff 
In general the guide wavelength is greater 

than the free-space wavelength. The de­
pendence of guide wavelength A" upon cutoff 
wavelength Ac is given in Eq. (20.110). 

(20.110) 

where Er = dielectric constant of medium 
relative to air 

A = free-space wavelength 
20.5b. Attenuation. The attenuation 

7;" caused by conductor losses in a waveguide 
FIG. 20.31. Group and phase velocity transmission system depends upon the distri­
as a function of the ratio of operating bution of current in the walls of the guide 
to cutoff frequency. 

and consequently is different for each mode. 
In general, the attenuation decreases from a very high value at frequencies below 

the cutoff frequency to a broad minimum for frequencies several times the cutoff 
frequency. For frequencies considerably above the cutoff frequency, the attenuation 
increases as the frequency is increased. Representative values of attenuation of 
rectangular waveguides are given in Table 20.2 along with other pertinent data. 
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TABLE 20.2. ARMED SERVICES STANDARD LIST OF RIGID RECTANGULAR WAVEGUIDES 

Dimensions (inches) 

Inside Outside I Wall thickness I 1:!!':!-
Recommended 

operating range for 
TE10 mode 

Cutoff for 
TE10 mode 

Material 1---------1--------,---------

Toler­
Width I Height I ance 

inner I 
Devia- j corner ----.,----- ------

Width I Height I Toler- , Nomi-1 tion radius
2 Fre­

quency, 
kmc/sec 

Wave­
length, 

cm 

Fre- I Wave­
quency, length, ance nal from 

meant kmc/sec cm 

Theoretical 
attenuation 

Range in I Range in I lowest to 
2>./>. c Xo/>. highest 

frequency,1 

db/100 ft 

Theoretical 
cw power 

rating 
lowest to 
highest 

frequency,4 
megawatts 

1--1---1---1---1---1---1---1---1---1-----------1---1---1---1-----1-----

RG-69/U .. ·j Brass j j j j j j j j j I I I j j j ,0.317--0.212 RG-103/U. Aluminum 6.500 3.250 ±0.005 6.660 3.410 ±0.005 0.080 ±0.008 ~ 1.12-1.70 26.79-17.65 0.908 33.04 l.62-l.071.70-1.180.269--0.1781 11.9-17.2 , ___ , ___ , ___ , ___ , ___ , __ , ___ , __ _ 
RG-104/U.. Brass 
RG-105/U .. Aluminum 4.300 

0. 588--0. 385 
2.1501±0.005 I 4.460 I 2.310 J±o.0051 0.080 J±o.0081 ¾4 1 uo-2.60111.65-11.541 1.315121.82 11.62-1.061uo-1.1810.501-o.33ol 5.2-1.5 

RG-48/U ... Brass . 1.102--0. 752 
RG-75/U ... Aluminum 2.840 1.340 ±0.005 3.000 1.500 ±0.005 0.080 ±0.006 ¾4 2.60-3.95 11.54-7.60 2.080 14.42 1.60-1.05 1.67-1.17 0.940--0.641 2.2-3.2 
--------1--------------------
RG-49 /U. . . Brass 2. 08 -1. 44 
RG-95/U ... Aluminum 1. 872 0. 872 ± 0.005 2.000 1.000 ± 0.005 0.064 ± 0.004 ;f12 3. 95-5. 85 7. 6o-5.13 3.155 9. 51 1. 60-1.08 1.67-1.19 1. 77 -1.22 1.4-2.0 
-----+----1---1-- ------------
RG-50/U ... Brass 2.87-2.30 
RG-106/U .. Aluminum 1.372 0.622 ±0.004 1.500 0.750 ±0.004 0.064 ±0.004 ¼2 5.85--8.20 5.13-3.66 4.285 7.00 l.47-1.051.48-1.17 2.45-1.94 0.56-0.71 

1---1---1---1---1---1---1---1---1---1--------1 1---1---1---1-----l-----
RG-51/U ... Brass 4.12-3.21 
RG-68/U ... Aluminum 1.122 0.497 ±0.004 1.250 0.625 ±0.004 0.064 ±0.004 ¼2 7.05-10.00 4.25-3.00 5.260 5.70 l.49-1.051.51-1.17 3.S0-2.74 0.35--0.46 

----------------------
RG-52/U. . . Brass 6. 45-4. 48 
RG-67/U ... Aluminum 0.900 0.400 ±0.003 1.000 0.500 ±0.003 0.050 ±0.004 ;f12 8.20-12.40 3.66-2.42 6.560 4.57 1.6o-1.06 1.68-1.18 5.49-3.83 0.20--0.29 

RG-91/U ... Brass 
RG-107 /U .. Silver 

RG-53/U ... Brass 
RG-66/U. . . Silver 

-------- --------1------1-----
9.51-8.31 

0.622 I o.311 l±o.002 I 0.102 I o.391 1±0.003I o.040 1±0.003 %4 12.40-18.00I 2.42-1.67 9.490 I 3.16 l1.53-1.06lt.55-1.18I 6.14-5.36 0.12-0.16 
---,---,---,---,---,---,---,---,---1--------1 I I l-----1-----

20. 7-14.8 
o.420 I 0.110 l±o.002 I o.500 I 0.250 1±0.003I o.o4o !±0.003I ;t\4 118.00-26.501 1.67-1.13 I 14.080 I 2.13 IL57-1.06ll.60-1.18I 13.3-9.5 I 0.043-0.058 

----1-------l--l--l---l--l--l--l--l--l--l----____ _, I 1---1 l----1-----
RG-96/U. . . Silver 

1--1--1---,--,--,--,--,---
0.280 I 0.140 l±o.0015I o.360 I 0.220 J±o.0021 o.040 l±o.0021 ~,26.S0-40.001 1.13--0.7501~1.100 I 1.423l1.59-1.05l1.65-1.17I 21.9-15.o I 0.022-0.031 

RG-97 /U .. · 1 Silver 
--------1--1--1---1--1--•---,--,--
RG-98/U. . . Silver 
--------l--1--1---1--1---,--,--,--
RG-99 /U .. , Silver 

0.224 I 0.112 1±0.00101 0.304 I o.192 l±0.0021 o.o4o l±0.0021 0.010 

0.148 I o.074 l±o.00101 0.22s I 0.154 l±o.0021 o.o4o l±0.0021 0.008 

0.122 I 0.061 l±o.0005I 0.202 I o.141 l±o.0021o.0401±0.002
1 

0.006 

33.00-50.001°' 909--0. 600i 26. 350 

50.00-75.0010.600-0.400: 39.900 

60.00-90.001°'500-0.330' 48.400 

1.138l1.60-t.05l1.67-1.17I 31.0-20.9 I 0.014--0.020 ___ , 
o. 752 I 1. 60-t.06l1. 67-1.171 52. 9-39 .1 I0.0063--0.0090 

0.62011.61-1. 06: 1. 68-1.18j 93. 3-52. 2 I0.0042-0.0060 

1 The mean wall thickness is defined as one-half the difference between corresponding inside and outside dimensions as measured at any cross section perpendicular to the longitudinal axis. 
2 Minimum outer corner radius-}t\4 in., maximum outer corner radius->fi2 in. 
3 Resistivity of brass-7.0 X 10-s ohm-cm, silver-1.62 X 10-e ohm-cm, aluminum-2.83 X 10-s ohm-cm. 
4 Breakdown of air-15,000 volts/cm (safety factor of approximately 2 at sea level). 
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If a material other than copper is used, the attenuation values in the table will be 
multiplied by the square root of the ratio of the resistivity of the new material to the 
resistivity of cepper. 

If a waveguide is filled with dielectric material other than air, the attenuation due 
to conductor losses is increased. 

In addition to the effect on conductor loss, the presence of a dielectric material 
other than air inside a waveguide introduces an additional attenuation given by 
Eq. (20,111) for TE and TM modes. 

8.381rAu t 
OlD = ~ an r 

where Ao = guide wavelength in dielectric material 
r = loss tangent of dielectric material 

db/m 

Ao = wavelength in unbounded dielectric material 

(20,111) 

The increased attenuation due to the dielectric loss will be much larger than the 
increased conductor losses caused by the presence of the dielectric. 

20.5c. Phase Constant. 1 The numerical value of the phase constant of a transmission 
line is dependent upon the mode of propagation, the dimensions of the line, and the 
frequency. The following expressions give the phase constant of rectangular and 
circular waveguides. 

For rectangular guide 

TEmn and TMmn, w2 (m2 n2) 
l3mn2 = c2 - ,r2 a2 + b2 (20.112) 

For circular guide 

TEu, 132 = ~ - (3.682) 2 

v2 D 
(20.113) 

TE01, 132 = ~ _ c.664r 
v2 D 

(20.114) 

TM01, 132 = ~ _ ( 4.81 r 
v2 D 

(20.115) 

where v = velocity of light in an unbounded medium 
It can be seen from these expressions that at very high frequencies the phase con­

stant becomes almost proportional to frequency and from Sec. 20.2d the group and 
phase velocities approach the velocity of light. At lower frequencies where the 
second factor in each expression is significant, group and phase velocities differ 
considerably. 

20.5d. Characteristic Impedance. The value of the characteristic impedance of a 
waveguide transmission line cannot be uniquely determined in terms of conventional 
voltage, current, and power relationships. This is partially because the currents and 
voltages are nonuniform and do not follow the distribution normally assumed in 
transmission-line theory. Several different bases are used in practice for determining 
waveguide impedance; however, they yield different numerical values. A factor 
common in each expression for impedance is the wave impedance Zw of free space 
given by Eq. (20.116). 

Zw = ✓; = 377 ohms 
Eo 

(20.116) 

where µo and Eo are the permeability and dielectric constant (permittivity), respec­
tively, of free space and Zw can also be regarded as the ratio of electric- and magnetic­
field intensities. 

1 See T. Moreno, "Microwave Transmission Design Data," McGraw-Hill Book Com­
pany, Inc., New York, 1948. 
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If the transmission system involves a medium with a permeability relative to air 

µr and a dielectric constant relative to air Er, the wave impedance Zw for the TEM 
mode becomes 

z: = 377 ~ 
Er 

ohms 

and the wave impedances for TE and TM modes are 

TE, 

TM, 

ohms 

ohms 

(20.117) 

(20.118) 

(20.119) 

Equations (20.120) to (20.122) give 3everal of the commonly used expressions for 
the characteristic impedance of a rectangular waveguide. 

VI, 
1rb 

Zo = Zw 2a ohms (20.120) 

WV, 
2b 

Zo = Zw-
a 

ohms (20.121) 

WI, 
,rb 

Zo = Zw 4a ohms (20.122) 

The symbols V, I, and W denote the basis upon which the determination is made, 
i.e., voltage and current, power and voltage, or power and current. 

For circular guide with the dominant TE11 mode 

WV, Zo = 754 
Vl - ('"A/'Ac) 2 

where;\ = wavelength in an unbounded medium 
Ac = cutoff wavelength 

ohms (20.123) 

20.5e. Ridge Waveguide. 1 Circular and rectangular ridge waveguides are shown 
in Fig. 20.32. The general properties of ridge waveguide are a lower cutoff frequency, 

(Q) RIDGE IN CIRCULAR GUIDE (b)RIDGE IN RECTANGULAR GUIDE (Cl t WAVEGUIDE TO COAXIAL TRANSITION 

Frn. 20.32. Ridge waveguides. 

greater mode separation, higher attenuation, lower characteristic impedance, and 
lower phase velocity. Ridge waveguides are primarily used where the bandwidth 
of the transmission system is to be increased by lowering the cutoff frequency. Band­
width improvement of approximately 4: 1 is achievable. Matching between regular 
and ridge waveguides can be accomplished by a tapered ridge at least one wavelength 
long. A tapered ridge can also be used for a wideband match between waveguide 
and a coaxial line as shown in Fig. 20.32c. 

1 For further information see S. B. Cohn, Properties of Ridge Waveguide, Proc. IRE, 
August, 1947. 
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20.5f. Parallel Plate Waveguide. A parallel plate waveguide 1 is shown in Fig. 20.33. 
If the separation a is small compared to the width b of the strip, the characteristic 
impedance is given by 

z = 120,r ~ 
o ,v;,: b ohms (20.124) 

By making the spacing small, low values of characteristic impedance are achievable 
with this type of waveguide. The dominant mode (TEM) has an infinite cutoff 
wavelength, and the guide wavelength Ag 
for this mode is identical to the free­
space wavelength A. The next highest 
modes (TE01 and TM01) are propagated 
at wavelengths shorter than Ag = 2b. 

20.5g. Microwave Strip Transmission 
Lines. 2 Coaxial and two-wire transmis­
sion lines can be modified in form to pro­
duce the equivalent transmission line 
configurations shown in Fig. 20.34a. 
These microwave strip transmission lines 
are composed of a thin rectangular strip 
which is small compared to the single or 
double ground plane conductor as shown 
in the figure. The conductors can be 
separated and mechanically supported by 
a solid dielectric material as shown in the 
first two types of strip transmission line, 
or the center conductor can be etched on 
one or both sides of a dielectric sheet 
which is supported by posts between the 
ground plane conductors. The center 
strip can also be supported by thin sec­
tions of dielectric between the ground 
plane conductors. The solid dielectric 
lines will have the disadvantages of 

Frn. 20.33. Parallel plate 
waveguide. 
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Frn. 20.34. Microwave strip circuits. 

greater weight, higher attenuation, and lower Q as compared to the line wherein a 
majority of the space between conductors is air-filled. Strip transmission lines have 
the over-all advantages of lower weight and (usually) smaller size and lower fabrication 

1 See N. Marcuvitz, "Waveguide Handbook," p. 62, Radiation Laboratory Series, 
vol. 10, McGraw-Hill Book Company, Inc., New York, 1951, or G. C. Southworth, "Prin­
ciples and Applications of Waveguide Transmissions," p. 93, D. Van Nostrand Company, 
Inc., Princeton, N.J., 1950. 

2 For additional data see IRE Transactions on Microwave Theory and Techniques, vol. 
MTT-3, March 1955, No. 2, "Symposium on Microwave Strip Circuits." 
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cost than their coaxial or waveguide counterparts. They may exhibit increased 
attenuation and/or radiation loss characteristics, however. As dielectric loss is par­
ticularly important in strip lines, low loss dielectrics such as Teflon or Teflon-im­
pregnated Fiberglas are usually used. Additional losses are introduced by discontin­
uities or bends in the line. Microwave strip transmission lines are usually designed 
to operate in the TEM mode. This requires that two ground planes be employed and 
that the spacing between ground planes be less than X/2 if higher-order modes are 
not to be supported. For this case and provided the strip width is small com­
pared to >,../2, the attenuation of energy radiated transverse to the line axis will be 
a = 27 /d db per unit of distance, where d is the distance between ground plane 
conductors. The coupling between adjacent strip lines can therefore be made very 
small. The power-handling capability of a strip line is comparable to a coaxial line 
with the same conductor separation. Despite the problems associated with strip 
transmission lines, they have important application in very lightweight equipment 
or in equipment where "subminiaturization" of the microwave portions of the equip­
ment is important. 

Typical microwave strip components are shown in Fig. 20.34. In each case the 
dielectric material is shown crosshatched. The couplings shown in Fig. 20.34b are 
used to convert from strip to coaxial or waveguide transmission lines. The lumped 
elements shown in Fig. 20.34c are used to insert series or shunt impedances in the line. 
The open-circuit stub will add a shunt capacitance to the line if the stub length is less 
than >,../4. The metallic post will add a shunt inductance to the line, the magnitude 
of the inductance increasing as the post diameter is increased. The offset line adds a 
series inductance to the line. An abrupt change of cross-sectional area of the small 
strip conductor produces the same effect. The gap adds a series capacitance to the 
line. 

These lumped elements can be combined to form resonant sections, as shown in 
Fig. 20.34d. 

Typical directional coupler configurations are shown in Fig. 20.34e. The side­
coupled coupler takes advantage of the fact that energy traveling from terminal 1 to 
terminal 2 will be capacitively coupled into terminals 3 and 4 with the signal at 
terminal 4 exceeding that at terminal 3. The two- and three-branch couplers utilize 
transmission lines approximately }./4 in length and with approximately }./4 separation. 
The shunt conductor widths are adjusted in accordance with the magnitudes of the 
binomial coefficients as shown in the figure for the two- and three-branch cases. 
Branched line couplers permit close coupling without introducing serious reflections. 
The use of multibranch couplers increases the frequency band over which a desired 
directivity or coupling can be maintained. The coupling is adjusted by varying the 
length and width of the shunt conductors. The directivity is a function of the spacing 
between branches. 

Hybrid junctions are shown in Fig. 20.34f. The branch junction is constructed so 
that the branch lengths and separation are each approximately A/4. The character­
istic impedance (inversely proportional to width) of the branches is made approxi­
mately the same as that of the main transmission line. The series section between 
branches has a characteristic impedance approximately 0. 707 times the main trans­
mission line impedance. The spacing between the branches of the hybrid ring is 
approximately }./4. The width of the strip line between branches is decreased in 
comparison with the main line such that the characteristic impedance of the ring is 
1.4 times the line impedance. 

The filters shown in Fig. 20.34g can be designed with Q's of several thousand. The 
left-hand configuration is a low-pass filter. The filter elements are shunt capacitance 
formed by the broad stubs transverse to the line axis and series inductance formed 
by the very narrow series branches. The gap filter is a bandpass section with the 
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filter characteristic depending upon the gap spacings and separations. The stub 
filter is a high-pass section. The shunt inductances are formed by the stubs trans­
verse to the line. The stubs can be either short-circuited at the end with a length less 
than >./4 or open-circuited at the end with a length greater than A/4. The series 
capacitance is formed by separating the stub sections from the line by a thin dielectric 
material, forming a small capacitor between the stub termination and the line. 

The elements shown in the figure are a few of the many circuit configurations 
possible with microwave strip fabrication methods. 

20.5h. Surface-wave Transmission. 1 A single conductor, when properly excited, 
can propagate a surface wave with sufficiently low attenuation and radiation loss 
to be a practical transmission line. A practical difficulty is that the energy is con­
tained in the space surrounding the wire, and objects in close proximity to the wire 
can disturb the field causing reflection and loss. As the wire diameter is reduced, 

the radius required to encircle a given 
HORN ...........__ 

....... ~ percentage of the total power decreases, 
COAX--...-+-H1--------1f I CONOIJCTOR WITH but there is an accompanying increase in 

--.:....!....lma«MKCOAnN_!--
" ,..-- the attenuation, so a compromise is 

Fm. 2o_35. Surface-wave transmission line. necessary. A thin coat of dielectric ma-
terial will confine the field to a smaller 

space around the wire with a slight increase in attenuation. Another practical diffi­
culty for long transmission distances is the loss caused by radiation at bends. In 
spite of these disadvantages, the great simplicity of this type of "waveguide" may 
justify its use in some applications. 

A surface-wave transmission system is shown in Fig. 20.35. The conical horn 
coupler between the line and the coaxial termination is convenient, but introduces 
additional coupling loss. To minimize this, the horn apertures should be as large 
as practical. 

Attenuations comparable to conventional waveguides are possible using this 
technique. As an example, tests at 3,000 Mc on a wire of radius 0.1 cm coated to a 
thickness of 5 X 10-s cm with a dielectric of relative dielectric constant compared 
to air of 3.0 yielded an attenuation neglecting the termination of approximately 
0.025 db/m and contain 90 per cent of the power within a radius of 10 cm. 

20.6. Waveguide Circuit Elements. Waveguides are often used to perform many 
specialized circuit functions in addition to their conventional use as a means of con­
veying signal power at high frequencies. The following paragraphs discuss wave­
guide configurations used to obtain impedance matching devices, waveguide transi­
tions, mode excitation, and filtering elements, polarization changes, and waveguide 
hybrids. 

20.6a. Impedance Elements. Waveguide impedance elements can be located in 
series or shunt with a waveguide transmission system. The field configuration, and 
consequently the mode, is important in determining whether a given element is in 
series or shunt with the line. 

A branch entering one side of a waveguide is in series if a signal fed into the branch 
divides at the line and is in phase opposition at points an equal distance from the 
junction (electric field in series with branch and main line). A branch is in parallel 
if a signal fed into the branch divides at the line and is in phase agreement at points 
an equal distance from the junction (electric field is parallel with branch and main 
line). Examples of series and shunt branches for rectangular and circular waveguides 
operating in the dominant mode are shown in Fig. 20.36. 

The impedance or admittance connected to a waveguide by a series or shunt branch-

1 George Gobau, Surface Waves and Their Application to Transmission Lines, J. Appl. 
Phys., November, 1950, p. 1119; Single Conductor Surface--Wave Transmission Lines, 
Proc. IRE, June, 1951, pp. 619-624. 
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ing arm depends upon the length of the arm and its termination, as discussed in 
previous sections. 

Purely reactive or susceptive elements can be added in shunt with a waveguide 
system through the use of obstacles placed within the guide. The type of reactance 
or susceptance, i.e., inductive or capacitive, depends upon the field configuration 
relative to the orientation of the obstacle. Examples of inductive and capacitive 

RECTANGULAR WAVEGUIDE BRANCHES CIRCULAR WAVEGUIDE BRANCHES 

Fm. 20.36. Series and shunt branches for rectangular and circular waveguides operating 
in the dominant mode. 

II II l~fil 
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Fra. 20.37. Inductive and capacitive diaphragms in rectangular and circular waveguides. 

obstacles (also called irises or diaphragms) in rectangular and circular waveguides 
operating in the dominant mode are shown in Fig. 20.37. 

Irises in rectangular guide can be symmetrical as shown in the figure, or they can 
be asymmetrical with all of the obstruction placed on one side of the guide. The 
relationships between the dimensions of the iris and the normalized susceptance B/Y0 

for symmetrical and asymmetrical irises in rectangular guides are shown graphically in 
Figs. 20.38 to 20.41. 1 These figures neglect the small effect on susceptance of the 
finite iris thickness. 

1 Adapted from N. Marcuvitz, "Waveguide Handbook," Radiation Laboratory Series, 
vol. 10, 1951, G. L. Ragan, "Microwave Transmission Circuits," Radiation Laboratory 
Series, vol. 9, McGraw-Hill Book Company, Inc., New York, 1948. 
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In general, irises should be as thin as mechanical considerations will allow. Induc­
tive irises are preferred to capacitive irises in rectangular waveguides because of voltage 
breakdown considerations. Asymmetrical irises give slightly higher values of sus­
ceptance than symmetrical irises for the same ratio of open to closed area. 

1.4 

t.2 

t.0 

1:>I-.:""' 
0.8 

<Ql,-s, 
0.6 
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0 
0.5 0.6 0.7 0.8 0.9 

d/a 

F'rn. 20.38. Normalized susceptance of a 
symmetrical inductive diaphragm. 
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Fm. 20.39. Normalized susceptance of an 
asymmetrical inductive diaphragm. 
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Fm. 20.40. Normalized susceptance of a symmetrical capacitive diaphragm. (Adapted 
from Marcuvitz, "Waveguide Handbook," McGraw-Hill Book Company, Inc., New York, 
1951.) 

Resonant lrises. 1 By the proper combination of reactive elements, resonant sec­
tions can be formed in waveguide structures. A combination of inductive and 
capacitive diaphragms can form a parallel resonant section in shunt with the guide 
and consequently transmit the resonant frequency but reflect other frequencies. 
Resonant sections are shown for rectangular and circular guide in Fig. 20.42. The 
dimensions of a resonant rectangular slit can be determined from Eq. (20.125). 

~✓1 - (~)2 = ~ ✓1 - (~)2 
b 2a b' 2a' 

(20.125) 

1 See Southworth, op. cit., or A. T. Starr, "Radio and Radar Technique," Sir Isaac 
Pitman & Sons, Ltd., London, 1953. 
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where a, b, a·, and b' are as shown in the figure and >. is the free-space resonant 
wavelength. 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 
d/6 

Frn. 20.41. Normalized susceptance of an asymmetrical capacitance diaphragm. (Adapted 
from Marcuvitz, "Waveouide Handbook," McGraw-Hill Book Company, Inc., New York, 
1951.) 

It should be noted that an interchange of open and solid areas interchanges the 
transmission and rejection functions of the section. 

Values of Q between 10 and 100 are ob­
tained with such sections. 

Impedance Matching and Impedance 
Trans! ormation. Use of Susceptance Dia­
phragms. The inductive and capacitive 
diaphragms discussed in the preceding 
paragraphs are useful in eliminating at one 
frequency the standing wave resulting from 
a discontinuity or load mismatch. The 
susceptance acts in such a manner as to 
add a standing wave to the line equal in 
magnitude but opposite in phase to the 
undesired standing wave. 

The relationship between normalized 
susceptance and standing wave ratio can 
be determined from a Smith chart by 
determining the radial distance from the 
center of the chart (unity standing wave 
ratio) to the intersection of the normalized 

TRANSMIT REFLECT 

• CD 
(Q) 

Fm. 20.42. Resonant sections in rectangu-
susceptance and the unit conductance lar and circular waveguides. 
circle. This distance, measured on the 
radial arm, gives the standing wave ratio associated with a particular normalized 
susceptance. This relationship is also given 1 in Eq. (20.126) and Fig. 20.43 for 
convenience. 

1 From Microwave Transmission Design Data, p. 97, Sperry Gyroscope Co., May, 1944, 
and Ragan, op. cit., p. 210. 
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B p - 1 
Yo= VP (20.126) 

where B/Y. = normalized susceptance required to correct a voltage standing wave 
ratio p. 

The distance between the required susceptance and the nearest voltage minimum 
is the distance in wavelengths, as measured around the Smith chart, between a radial 
line through the intersection of the required value of susceptence and the unit con­

1 _____ __,_ ___ _.,_ ___ ._ __ __, 

0 0.5 1.0 
8 

Yo 

1.5 2.0 

FIG. 20.43. Relationship between nor­
malized susceptance and voltage standing 
wave ratio. 

ductance circle and the normalized re­
sistance axis of the chart in the direc­
tion of decreasing values of normalized 
resistance. 
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Fm. 20.44. Relationship between the 
normalized susceptance of a matching ele­
ment and its distance from a voltage 
minimum. 

This relationship is also given 1 in Eq. (20.127) and Fig. 20.44 for convenience. 

_ 90° - tan-1 IB/2Yol 
d - 1200 )\II 

where B/2Yo = one-half normalized susceptance 
X0 = wavelength in the guide 

(20.127) 

d = distance between susceptance and the nearest voltage minimum 
If an inductive iris is used, it is placed on the load side of the voltage minimum. A 
capacitive iris is placed on the generator side of a voltage minimum. 

These relationships are illustrated by the following example. 

Example 20. 7 

Design a symmetrical inductive diaphragm to eliminate a voltage standing wave ratio 
of 2: 1 on a RG-52u rectangular-waveguide transmission line. There is a minimum of the 
standing wave pattern 1.3 cm from the load. The free-space wavelength is 3.0 cm. 

Solution 

1. Determine the required inductive susceptance. From Fig. 20.43 or Eq. (20.126), 
the normalized susceptance required to match a 2: 1 VSWR is found to be 0.707. 

1 From Microwave Transmission Design Data, p. 97, and Ragan, op. cit., p. 210. 
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2. Determine the proper location of the diaphragm from the Smith chart. From Fig. 

20.44 or Eq. (20.127), the separation between the matching iris and the voltage minimum is 
0.098 Au. 

3. Determine the guide wavelength. 
From Eq. (20.110), 

;V Er - (A/Xc) 2 

From Table 20.2, Ac = 4.57 cm. 

:. Au = 
3 

= 3. 98 cm Vl - (3/4.57) 2 

4. Determine the actual position of the diaphragm. The spacing between the VSWR 
minimum and the diaphragm is 0.098:\11• 

d = 0.098 X 3.98 = 0.390 cm 

The distance between the VSWR minimum and the load is 1.3 cm. Therefore, the 
diaphragm is spaced 1.3 - 0.390, or 0.910 cm, from the load. 

5. Determine the dimensions of the diaphragm. 

!!_ !!_ = 0 7 0.9 X 2.54 = 0 402 
Yo Au . X 3.98 . 

~ = 0.9 X 2.54 = O 765 :\ 3.0 . 

Therefore, from Fig. 20.38, d/a = 0.62. Each wing of the diaphragm is 

H[0.9 X 2.54 X (1 - 0.62)] = 0.43 cm 

A capacitive diaphragm designed to eliminate the same standing wave ratio would have 
the same normalized susceptance as the inductive diaphragm and would be located toward 
the generator from the VSWR minimum. 

Quarter-wavelength Transformers. The considerations discussed in Sec. 20.4b 
apply in general to quarter-wave transformers used to match two waveguides having 
different characteristic impedances. 

There will be a reflection at the input end of a single or multiple section A/4 trans­
former, because of the susceptance added to the line by the change in cross section. 
The magnitude of this reflection can be estimated by referring to the data for sus­
ceptance diaphragms given in the preceding paragraphs. Quarter-wave transformers 
can be either symmetrically or asymmetrically positioned with respect to the connect­
ing waveguide. 

Stub Tuners. The considerations discussed in Sec. 20.4a apply in general to stub 
tuners used in waveguide transmission lines. Stubs added in shunt with a wave­
guide (joined to the narrow side of the waveguide) are identical in action to coaxial 
stubs.· Stubs joined to the wide side of a waveguide are in series with the wave­
guide. Although stub tuners are usually avoided because of their size, they possess 
the advantage over other methods of impedance matching of having power-handling 
capabilities comparable to the main transmission line. 

Screw Tuners. A post inserted into a waveguide with the axis of the post in line 
with the electric field will add a capacitive susceptance if the post length is less than 
about Ao/4. If the post is longer than Ao/4, the susceptance will be inductive. For a 
post length of approximately :\o/4, the shunt admittance of the post will be essentially 
infinite, except as limited by the losses in the post. The Q of the post at resonance 
increases inversely with the diameter of the post. The adjustment of resonant length 
of the post is difficult because the frequency of resonance is a rapidly changing function 
of post length. 
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Tapered Lines. Tapered waveguides can be used to match two waveguides having 
different impedances. The taper should be extended a distance of several wave­
J.engths to minimize reflections. 

20.6b. Waveguide Twists and Bends. The most convenient method of changing 
the orientation of a rectangular-waveguide system is to twist the waveguide around 
its axis until it is properly aligned. To minimize reflections, the cross section of the 
twisted section should remain constant and the twists should be as long as possible. 
The direction of polarization cannot be altered by twisting a circular waveguide. 
A rectangular-waveguide twist is shown in Fig. 20.45a. 

A bend in a circular- or rectangular-waveguide system will result in an impedance 
mismatch, and reflections will occur. Such reflections can be minimized by maintain­
ing a uniform cross section. A bend in circular waveguide may tend to produce 
elliptical polarization. A circular-waveguide bend is shown in Fig. 20.45b. 

(O) TWIST IN RECTANGULAR GUIDE (b) CIRCULAR WAVEGUIDE BEND 

(cl E PLANE BEND (a') H PLANE BEND 

(el SHARP CORNER (f) MITERED CORNER (g) DOUBLE CORNER 

Fm. 20.45. Waveguide twists and bends. 

Bends in rectangular waveguide are of the E- and H-plane types, as shown in Fig. 
20.45c and d, respectively. 

Waveguide corners, as shown in Fig. 20.45e, f, and g, are often used instead of 
bends. The sharp corner is seldom used, except for small changes in direction. The 
mitered corner can be used for angles up to 90°. The double corner gives the best 
over-all result. For E-plane double-corner bends, the mean length L should be 
approximately Xu/4. For H-plane double-corner bends, the mean length should be 
slightly longer. 

20.6c. Coaxial-to-waveguide Transitions. Several methods of coupling the dominant 
coaxial line mode into the dominant waveguide mode are shown in Fig. 20.46. The 
probes shown in Fig. 20.46a and c are narrow-band low-power transitions. The 
magnetic loop shown in Fig. 20.46b is also a narrow-band low-power transition. 
The cross-bar coupling shown in Fig. 20.46d is capable of higher-power operation than 
the previous transitions and has somewhat greater bandwidth. The "door-knob" 
transition shown in Fig. 20.46e is a high-power transition. Where unusually large 
bandwidth is required, a coaxial to ridge waveguide transition can be used. 
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20.6d. Mode Excitation. The same principles discussed in Sec. 20.4c apply to the 

problem of exciting modes in rectangular waveguides. Mode excitation in circular 
waveguide is essentially the same as shown in Fig. 20.26 for coaxial lines. Repre­
sentative methods of mode excitation in rectangular waveguides are shown in Fig. 
20.47. In general, one electric probe is used for each maximum of electric field, or 
one magnetic loop is used for each maximum of magnetic field. 

(O) 

tel 

TE,o 
(O) 

(bl (Cl (dl (el 

Frn. 20.46. Coaxial-to-waveguide couplings. 

(dl 

Frn. 20.47. Mode excitation. 

Mode transitions are used to convert one mode into a different mode or to transfer 
identical modes between different types of waveguides. An example is shown in 
Fig. 20.47d. 

Mode filtering in waveguide follows the same principles outlined in Sec. 20.4c for 
coaxial lines. 

20.6e. Biconjugate Networks. A biconjugate network is defined 1 as a linear network 
with four, and only four, resistances conjugate in pairs. Conjugate resistances are 
defined as resistances such that a voltage in series with one resistance causes no current 
to flow in the other. Familiar forms of biconjugate networks are directional couplers, 
hybrid junctions (magic T's), and hybrid rings. 

1 L. J. Cutrona, Theory of Biconjugate Networks, Proc. IRE, July, 1951. 
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Directional Couplers. 1 A simplified directional coupler is shown in Fig. 20.48a. 
Incident power entering arm A will be transmitted to arm B, and a small amount will 
also be transmitted through the two holes into the waveguide containing arms C 
and D. Energy will travel in both directions from each hole. The two signals will 
add a phase in the forward direction, and power can be coupled from arm D. The 
two signals will cancel in the reverse direction, and no energy will be transmitted 
into arm C. Conversely, power incident upon arm B will be coupled to arms A 

1-- A 

Pc-c 

(a) BASIC TWO HOLE COUPLER 

3 

Xo 

Xo 

4 

{Cl CROSS GUIDE COUPLER 

P---------ll--

(D) DUAL TWO HOLE COUPLER 

(d) LONG SLOT COUPLER 

0 

e--------~ cr:::::::: ,,, 0009990 

{e) MUL Tl HOLE COUPLER 

Fm. 20.48. Directional couplers. 

and C but will not be coupled to arm D. This simplified explanation assumes there 
are no reflections or standing waves and that the hole size is small so that essentially 
the same power is coupled through each hole. 

A directional coupler is usually specified by its coupling C and directivity D. 
Referring to Fig. 20.48a, these two parameters are 

PD 
C = 10 log10 PA 

PD 
D = 10 log10 Pc 

Pc 
10 log10 p A = C - D 

(20.128) 

(20.129) 

1 For design details see vol. 11, Radiation Laboratory Series, "Technique of Microwave 
Measurements" by C. G. Montgomery, McGraw-Hill Book Company, Inc., New York, 
1947. 
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If, for example, a directional coupler has a coupling of -30 db and a directivity of 
20 db, then the ratio Pc/PA is -50 db. 

Because of their property of sampling power traveling in only one direction, direc­
tional couplers are useful in measuring separately the transmitted and received powers 
of a communication system. 

In practical use, absorbing material is used in the zero signal arm to prevent the 
reflection of any uncanceled signal. Two separate couplers are, therefore, required 
if power is to be measured in two directions. A dual coupler of this type is shown 
in Fig. 20.48b. 

Two-hole couplers are frequency-sensitive in that the spacing between holes will 
be one-quarter guide wavelength at only one frequency. This frequency dependence 
can be reduced by using a cross-guide coupler as shown in Fig. 20.48c. It consists 
of two rectangular waveguides, joined on the broad faces with their longitudinal axes 
at right angles. In the coupling area, the two waveguides share a common wall. 
The coupling mechanism consists of two identical pairs of crossed slots as shown in 
Fig. 20.48c. With power incident on arm 1, a wave is set up in the secondary arm in 
the direction of arm 3, and very little power is coupled to arm 4. The chief advantage 
of this type of coupler is that both the coupling and directivity are fairly independent 
of frequency. A semiempirical design equation that is satisfactory for couplings as 
tight as -20 db is 1 

- -11"tk/L ?1'"4 £6 I . 21rD 
C - 4e 9a4b2 [ln (4L/W) - 1]2 [(4fL/11.8)2 - 1]2 sm Tg (20.l30) 

where t = wall thickness in coupling area 
k = I.275 for -20 to -30 db coupling and decreases to 1.0 for -50 to -60 db 
L = half length of coupling slot 
a = wide dimension of waveguide 
b = narrow dimension of waveguide 

W = half width of coupling slot 
f = frequency, kmc 

D /2 = path length between two slots 
>-u = guide wavelength 

All lengths are in the same units. 
Directivities in the order of 20 db are achievable with cross-guide couplers. 
Where large amounts of coupling and high discrimination against coupling in the 

opposite direction are required, the "long slot" coupler shown in Fig. 20.48d is useful. 
Where high directivity and wide bandwidth are required, the multihole coupler 

shown in Fig. 20.48e is used. The hole sizes decrease symmetrically from the center 
in accordance with the binomial coefficients. A directivity of 40 db is obtainable 
with a four-hole coupler of this type, the hole areas being in the ratio of 1: 3: 3: 1. 

Hybrid Junctions (Magic T's). A rectangular-waveguide magic T is shown in 
Fig. 20.49. A signal fed into the H arm will divide between the side arms, and no 
signal will be coupled into the E arm. The side-arm signals will be in phase equal 
distances from the H arm. If a signal is fed into the E arm, it will divide between the 
side arms and no signal will be fed into the Harm. The side-arm signals in this case 
will be out of phase equal distances from the E arm. Signals fed simuli_a,Il._0.fill.filY: .into 
both the E and H arms will add in one side arm and subtract in the other. In a 
similar~anner, in-phase sig~als sent into each sid-e arm 'wili not be coupled to the 
other side arm but will add in the H arm and subtract in the E arm. The previous 
statements apply only for the case of perfect match at the junction and no reflections 

1 From an unpublished paper of M. Ingalsbe. 
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from the terminations of each arm. When reflections are present, the isolation 
between conjugate arms is reduced. To match the E and Harms to the junction, 
matching devices are necessary. These decrease the maximum p'i>wer-handling 
capacity of the magic T and are frequency-sensitive. 

r FIG. 20.49. Magic T-rectangular waveguide. 

Hybrid Rings. A hybrid ring is shown in Fig. 20.50. The properties of a hybrid 
ring are similar to a magic Tin that arms A and Care conjugate and arms~ 
are conjugate. 1'heJ;u:l't1!!).h Jtl'.illfl QJt_n_b_e~itli~t..s~nfilLOL.sliunt elements. · 

In general, a hybrid ring will have a greater power-handling capacity than a magic T 
because of the absence of matching elements in the guide. For theoretically optimum 
results with series arms, the branch guides should be larger than the ring guide such 
that the impedance ratio is 0. With shunt arms the impedance ratio is reversed. 

Frn. 20.50. Series hybrid ring. 
Pi/ o/ 

l}/2 

2/ 

I 
I 
I 
I 
I 
I 

----7 
J // 

Ill/ 

F10. 20.51. "Short-slot" hybrid 
junction. 

Other hybrid ring configurations can also be evolved. If the physical spacing 
between arms must be increased, this can be accomplished by inserting a section an 
integral number of wavelengths long. Coaxial hybrid rings can also be constructed. 

The "short-slot" hybrid junction1 shown in Fig. 20.51 is another form of hybrid 
junction with many useful applications. It is sometimes referred to as a "3-db 
C~!Jpler)' because PQ"\Yer inci~~n~. t~_ :b.!.a~c_h f:w.(ll_be_ evenly "<{iyi_<:led Ill .brancfies t ~nd 

1 Henry J. Riblett, The Short Slot Hybrid Junction, Proc. IRE, vol. 40, no. 2, pp. 180-184, 
Feb., 1952. 
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4. Any signal component crossing the junction will be shifted in phase by 90°, so the 
signals out of branches 2 and 4 have a relative phase difference of 90°. A hybrid 
junction of this type operating in the band of 8,500 to 9,500 Mc can divide power 
equally to within ±0.25 db, provide isolation greater than 30 db, and have a standing 
wave ratio below 1.07. 

20.6/. Waveguide Attenuators and Terminations. Waveguide attenuators and 
terminations employ the same materials discussed in Sec. 20.4e for coaxial attenuators. 
Their method of use is somewhat different, however, as shown in Fig. 20.52. The 
variable attenuators in Fig. 20.52a and b are composed of a movable resistive element 
where the attenuation increases as the element approaches the position of maximum 
electric field (the center of the guide in Fig. 20.52a) or as the insertion of the element 
is increased (Fig. 20.52b). The shape of the resistive element is usually the single 
taper shown for the fixed attenuator in Fig. 20.52e or the double taper shown for the 
fixed attenuator in Fig. 20.52f. Montgomery1 has shown that the attenuation of such 

(O)PARALLEL STRIP (bl RESISTIVE PLUNGER 

(6')SINGLE TAPER 

le l BIFURCATED LINE (dl ABSORBING LOAD 

✓~--;71 
r-~---1-;:J 
I.::./ ________ ..J.., ✓ 

(/)DOUBLE TAPER 

Frn. 20.52. Waveguide attenuators and terminations. 

strips is given by Eq. (20.131) for 1 by½ in. waveguide with 0.050 in. wall at a wave­
length of 3.3 cm and Eq. (20.132) for 3 by H~ in. waveguide with 0.080 in. wall at a 
wavelength of 10 cm. 

n 
a3.3 = 15.7 - 1.5 

100 
db/in. 

n 
a10.o = 5 - 0.38 

100 
db/in. 

wheren = resistance per square of material 

(20.131) 

(20.132) 

These equations apply for the TE10 mode with the electric-field maximum in the 
center of the guide. Attenuators for the TE10 mode would have two resistive strips 
located at the two maxima of electric field. 

The bifurcated line and absorbing load separate the incident power into two por­
tions. The portion sent into the upper waveguide with the absorbing termination is 
dissipated in this termination. The remainder of the power is sent down the bottom 
waveguide. 

A variation is the absorbing-wall termination. This termination utilizes lossy 
material in the walls of the waveguide and does not require the tapered form shown in 
Fig. 20.52d. 

20.7. Microwave Cavities and Filters. Resonant cavities are devices whose 
physical dimensions are in the order of a wavelength of the energizing source. Their 
principal use, therefore, is at frequencies where the dimensions are convenient and 
practical in the construction of physical apparatus. Cavities provide a means of 

1 Montgomery, op. cit., pp. 729-803. 
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signal storage, frequency measurement, and circuit synthesis for applications requir­
ing resonant elements. 

Resonant structures such as tuned transmission lines and waveguide irises have 
been discussed in previous sections. In practice these are often not satisfactory 
resonators because of radiation loss, difficulty of tuning, or insufficient Q. Cavity 
resonators can usually be used to overcome these advantages. Resonators are often 
used in conjunction with other apparatus such as a tube, transmission line, or other 
load, and the final performance of the cavity can only be determined by tests involving 
all the connecting structures. 

20.7a. Microwave Cavities. Cavity resonators in general consist of simple geo­
metrical shapes containing an internal hollow cavity, the dimensions of which are 
related to the resonant wavelengths and the modes excited within the cavity. 

Resonant Wavelength. If the input impedance to a two-terminal network consisting 
only of reactive elements is measured over a large range of frequencies, it will be found 
that the impedance alternates between maximum and minimum values. This is 
also true for cavity resonators. The values of the resonant wavelengths as a function 
of cavity shape and mode are given in Eqs. (20.133) and (20.134) for the commonly 

0 0 

(a} RECTANGULAR (bl CYLINDRICAL (C) COAXIAL 

Fm. 20.53. Simple cavity resonator shapes. 

used resonator sections shown in Fig. 20.53. For a rectangular cavity, TEzmn or 
TMzmn modes, 

2 
Ak = ~========== V (Z/a) 2 + (m/b)2 + (n/c)2 

(20.133) 

where Ak = resonant wavelength 
l, m, n = number of half-cycle variations of electric field along the a, b, and c 

dimensions, respectively (the electric field variation can be zero along 
only one axis). 

For cylindrical cavities, TE or TM modes, 

Ak = l 

✓(;aY + (kbY 
(20.134) 

where a and Dare as shown in Fig. 20.53 and k is obtained from Table 20.1 for the 
corresponding circular waveguide mode. Z is the number of half-cycle variations of 
electric field along the cylinder axis. For TE modes l cannot equal zero. For TM 
modes l can equal zero. 

For coaxial cavities, TEM mode, 

2a 

"" = T 
(20.135) 
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Cavity Q. 1 The Q of a cavity resonator can be defined as 

20-57 

Q - Jo 
o - A1 (20.136) 

where tl1 = bandwidth between those frequencies at which impedance is 70. 7 per cent 
of impedance at fo or frequencies at which cavity reactance = cavity 
resistance, fo = resonant frequency 

The value of Qo is also proportional to the ratio of the volume of the cavity to the 
surface of the area enclosing the cavity. 

As defined above, Qo is the unloaded Q of the cavity. In an unloaded cavity, all 
the power delivered to the cavity through the input terminals is dissipated within 
the cavity. If an external load is coupled into the cavity, the Q will be decreased. 
The loaded Q, QL, of the cavity is defined as the Q with an external load coupled to the 
cavity. Fundamental relationships for Q0 and QL are given in Eqs. (20.137) and 
(20.138): 

Q _ 21rfo X energy stored in cavity 
0 

- power dissipated in cavity 
21rf o X energy stored in cavity 

QL = power dissipated in cavity plus load 

(20.137) 

(20.138) 

It can be seen from Eq. (20.137) that Q0 will depend upon the mode and the resist­
ance losses in the cavity walls. Q for a coaxial resonator can also be defined as f3/2a 
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FIG. 20.54. Effective Q of a resonant circuit employing a los.sless shorted transmission line 
as the inductive element. 

as discussed in Sec. 20.3f. Q values of 104 are achievable. Where considerably 
lower Q values are required, for example, 10 to 50, resonant irises are employed instead 
of cavity resonators. 

In practice, a section of transmission line is sometimes resonated with lumped 
circuit elements to form the equivalent of a resonant cavity. For example, in the 
design of high-frequency oscillators the inductance of the resonant circuit is often 
supplied more conveniently by a section of shorted transmission line less than 'A./ 4 

1 For a discussion of methods of measurement of cavity characteristics, see Montgomery, 
op. cit., and H.J. Reich, P. F. Ordung, H.J. Kraus, and J. G. Skalnik, "Microwave Theory 
and Technique"" op. 451-455, D. Van Nostrand Company, Inc., Princeton, N. J., 1953. 
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in length.1 Figure 20.54 gives the effective Q of such a combination in terms of the 
Q of the lumped cir~uit elements and the r~tio of lumped resistance to characteristic 
impedance of the line. 

Cavity Tuning. The addition of an external load will alter the resonant frequency 
of a cavity. Tuning devices are usually incorporated in the cavity to compensate 
for unwanted frequency changes. One such device consists of a flat metallic paddle 
oriented so that the plane of the paddle can be turned normal to the magnetic field. 
Tuning can also be accomplished by screws parallel to the electric field. Gross 
changes in resonant frequency can be accomplished by altering one of the cavity 
dimensions. 

Multimode Cavities. It is sometimes desirable to excite more than one mode in a 
cavity resonator. In general, this can be accomplished by maintaining the fields 
of each mode orthogonal. Each mode can then be separately coupled and tuned. 
If internal coupling between modes is accomplished in a controlled manner, over-all 
transfer characteristics comparable to double-tuned or triple-tuned circuits can be 
obtained. 

20.7b. Microwave Filters. Filter theory has been developed in great detail for 
lumped constant networks. 2 No basically new theory has evolved for distributed 
structures used at microwaves. In general, design procedures consist of utilizing 
lumped constant theory and interpreting the results in terms of transmission-line 
components. An explanation of the details of design for low-pass, high-pass, and 
bandpass microwave filters is beyond the intent of this section; 3 however, in view of 
the widespread use of microwave filters, a brief description will be given of the several 
design approaches. 

Transmission-line Cutoff Filters. In general, a waveguide transmission line can be 
regarded as a high-pass filter. This does not apply to coaxial lines operating in the 
TEM mode, where the cutoff frequency is zero. By proper combination of wave­
guide and coaxial lines, low-pass, bandpass, and band-reject characteristics can be 
obtained. 

Equivalent Circuit Method. This is perhaps the most straightforward method of 
analyzing an existing filter structure. The filter configuration must be reducible 
to a T or 1r equivalent configuration. This can often be directly visualized from a 
knowledge of series and shunt transmission-line elements. 4 The T or 1r parameters 
are evaluated, and the filter performance is calculated from lumped constant theory. 
In a similar manner, filter design is possible once the image constants and insertion 
loss characteristics are specified through the use of lumped constant relationships. 

The lumped constant elements are in general formed by open-circuited or short­
circuited lines added in series or shunt as discussed in previous sections. In addition, 
dielectric material can be used to insert series or shunt capacitive elements. 

The synthesis of lumped element bandpass filters often results in series and parallel 
resonant filter branches. These can be produced in microwave structures by the 
addition of resonant lines in series or shunt or by the use of resonant irises. 

Coupled Resonant Chambers. The previous methods become impractical when 
narrow band filters are required. Instead, resonant chambers in waveguides are 
coupled together to form either wide or narrow band filters in a manner analogous 
to the coupling of lumped tuned circuits at lower frequencies. 

1 See Sec. 6. 
2 Discussion of basic filter theory is given in "Communication Networks," vol. II, by 

E. A. Guilleman, John Wiley & Sons, Inc., New York, 1935. A concise treatment of the 
practical design of lumped constant filters is given in Secs. 18.1 to 18.9. Much of this 
material is applicable to microwave networks. 

3 Two excellent references for detailed design data are "Very High Frequency Tech­
niques," chaps. 26 and 27, and Ragan, op. cit. 

4 See Secs. 20.4 and 20.6. 
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One form of coupled filter consists of resonant chambers separated by irises. 1 

Tuning screws are usually included in each chamber for alignment purposes. For 
inductive coupling each cavity length must be between Xr,/4 and X0/2. For capacitive 
coupling each cavity length must be between O and Xu/4 or between X0/2 and 3X0 / 4. 

Other types of coupled cavities are useful in forming microwave filters. When the 
required passband becomes very small, it becomes impractical to directly couple 
resonant elements. This problem is circumvented by the use of X/4 coupling sections 
between cavities. 

20.8. Delay Lines. Delay lines are a specialized and important type of trans­
mission line in which the line parameters are adjusted to decrease the velocity of 
signal transmission. Delay lines are of three primary types: lumped constant, dis­
tributed constant, and supersonic. Delay lines are useful in applications requiring 
the time delay of electrical signals from a fraction of a microsecond to several thousand 
microseconds. The characteristic impedance of practical delay lines normally varies 
from several hundred to several thousand ohms. Specific characteristics of each 
type of line are discussed in the following paragraphs. 

l/2 l l . l/2 
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l L l l 
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------ cT Tc -· 
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Fm. 20.55. Lumped-constant delay lines. 

20.Ba. Lumped-constant Delay Lines. A lumped-constant delay line is one in 
which the normally distributed inductance and capacitance per unit length of a 
transmission line occur in a single section of the delay line as a lumped inductance 
and a lumped capacitance. 

The degree to which the lumped-constant line approximates a distributed constant 
line depends upon the number of sections used to form the complete line. The larger 
the number of sections the better the approximation. Several types of lumped­
constant lines are shown schematically in Fig. 20.55. Methods of matching into and 
out of a lumped-constant delay line with no mutual coupling are given in Sec. 16. 

To minimize phase distortion, the important harmonic components of a signal to be 
transmitted through a delay line should be below one-half the cutoff frequency fc 
which is given by 

ll 
fc =--· 

7r vTc 
where l = inductance per section, henrys 

c = capacitance per section, farads 

(20.139) 

A signal not meeting this requirement will, in general, be distorted because of the 
increased time delay to signal components above fc/2. A signal having frequency 
components above Jc will, in addition, be distorted because of high attenuation of 
these components. It can be seen that a delay line is a low-pass filter. The time 

1 For further data see W. W. Mumford, "Maximally Flat Filters in Waveguides," Bell 
Telephone System Tech. J., vol. 27, no. 4, pp. 684-713, October, 1948. 
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delay per section can be determined from Fig. 20.56. The characteristic impedance 
Zo of the delay line for very low frequencies is 

Zo = ✓f ohms 

The time delay per section for very low frequencies is 

ta= v'fc 
where ta = time delay per section, sec 

(20.140) 

(20.141) 

The characteristic impedance decreases with frequency for the network shown in 
Fig. 20.55a and increases for the network shown in Fig. 20.55b. Equations (20.140) 
and (20.141) and Fig. 20.56 do not apply for delay lines containing mutual coupling 
or distributed constants. 
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Fm. 20.56. Time delay per section of delay line as a function of frequency ratio. 

If mutual coupling exists between the series inductances, the phase distortion of 
the signal due to unequal time delay of frequency components near fc will be reduced. 
The optimum value of coupling coefficient is approximately 0.36 (see Fig. 1.2, Sec. 1). 

In general, phase distortion of any type of delay line can be corrected by means of a 
phase equalizer .1 

20.8b. Distributed-constant Delay Lines. A distributed-constant delay line is 
formed by winding a solenoidal layer of wire on a cylindrical metallic form. The 
metallic form is used as one conductor of the delay line. The solenoidal inductance 
without the presence of the metallic form is equivalent to the total line inductance, 
and the capacitance between the winding and the metallic form is equivalent to the 
total line capacitance. The impedance can be increased by substituting a second 
solenoidal winding in place of the metallic form. The winding senses of the two coils 
should be opposed. The phase distortion of a distributed-constant delay line can be 
equalized by means of an external phase-correction network1 or bridging capacitance. 2 

1 See Sec. 17.3. 
2 See Radiation Laboratory Series, vol. 17, "Components Handbook," chap. 6, by J. F. 

Blackburn, McGraw-Hill Book Company, Inc., New York, 1949. A detailed description 
of design techniques is given as well as a description of the physical construction of dis­
tributed-constant delay lines. 
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In general, a distributed-constant delay line will be more compact than a lumped­

constant line for the same delay and cutoff frequency. 
Coaxial lines are sometimes used for signal delay. The total delay T for a coaxial 

line is given by 
T = 0.0033 ~ µsec/meter (20.142) 

e7 = relative dielectric constant 
The length of a coaxial line for the same time delay will be much greater than the 

lumped-constant line or distributed line previously discussed. 
20.8c. Supersonic Delay Lines. For special applications where very large delay 

intervals are required, supersonic delay lines are employed. This type of line usually 
consists of a liquid (usually mercury), quartz, or glass delay medium. Quartz 
crystals are employed as transducers at the input and output of the liquid line to 
accomplish the transition of electrical energy to mechanical energy and vice versa. 
These lines require that the signal be superimposed on a modulated carrier because 
of attenuation characteristics of the line. A mercury line, however, will give delays 
of 6.9 µsec/cm. 1 

The following example will illustrate the design of a lumped-constant delay line. 

Example 20.8 

Design a lumped-constant delay line with an upper cutoff frequency of 3 Mc, a charac­
teristic impedance of 1,000 ohms, and a total delay of 1 µsec. 

Solution 

or 

1. From Eq. (20.139), 

lo-s = 1.06 X 10-7 

3-ir 

2. From Eq. (20.140), assuming I « le, 

Zo = ✓~ = 1,000 ohms 

3. Solve the above expression for l and c. 

Zoe = Vlc 
ylc 1.06 X 10-7 

C = Zo 103 

c = 1.06 X 10-1° = 106 µµf/section 
l = 106 µh/section 

4. The delay per section, assuming I<< le, is 

10-s 
T = a;- = 0.106 µsec 

5. The required number of sections is therefore 

n=~=94~10 
0.106 . 

20.9. Ferrite Elements. 2 Ferrites are materials possessing a high dielectric con­
stant, high resistivity, and a variable permeability. They can produce nonreciprocal 

1 For detailed design data see ibid. 
2 For additional data see A.G. Fox, S. E. Miller, and M. T. Weiss, Behavior and Applica­

tions of Ferrites in the Microwave Region, BSTS, Jan., 1955; or C. L. Hogan, The Ferro­
magnetic Faraday Effect at Microwave Frequencies and Its Applications-The Microwave 
Gyrator, BSTJ, Jan., 1952; or R. H. Fox, Ferrite Devices and Applications at Microwave 
Frequencies, MIT Lincoln Laboratory Tech. Report 69, Sept. 27, 1954. 
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phase and polarization shift at microwave frequencies. These characteristics provide 
a very useful means for designing a wide variety of microwave transmission line circuit 
elements. Ferrites also find application as "dielectric rod" radiators in antenna 
systems. As such, they possess the advantage of higher directivity than is usually 
obtainable from an antenna composed of other radiators of equal aperture. 

In the usual application of ferrites, a magnetic field H is established parallel to the 
direction of propagation, as shown in Fig. 20.57a. Ferrites exhibit gyromagnetic 
effects such that in the presence of this external field, energy can be coupled between 
the ferrite electrons and an applied r-f field. This will cause the permeability of the 
ferrite to be a function of the external magnetic field. This interchange of energy is a 
function of the direction of propagation of energy through the material and results 
in the nonreciprocal transmission properties of the ferrite. The maximum energy 
will be coupled from the r-f field to the electrons in the ferrite material at a frequency 

(a) FERRITE PHASE SHIFT 
AEJSORB FERRITE 

lb) FERRITE ISOLATOR 

CJRC/JJ..AR 

4 

2 
SCH£lrl,4[lC 

J 

(cl wriEGUIDE CJRCULATOR.S 

Fm. 20.57. Ferrite applications. 
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given by "'o = 2.8H Mc, where H is the external d-c magnetic field in oersteds. 
Ferrite devices are usually operated with magnetic field strengths such that "'o is 
greater than the signal frequency by a sufficient amount to obtain low loss propagation 
of the signal through the ferrite material. 

For the proper value of magnetic field strength and signal frequency, a signal 
incident upon the ferrite slab, as shown in Fig. 20.57 a, will have its plane of polariza­
tion shifted an amount e in passing through the ferrite. This same signal, redirected 
back through the ferrite material, will be rotated an additional angle e in the same 
direction, making the total polarization shift 20 for the forward and return paths. 
The amount of phase shift per unit length is 0/l ~ 65° /cm for a typical ferrite mate­
rial1 at 10 kmc. This effect is similar to Faraday rotation in optical devices; however, 
with ferrite material useful rotation angles can be obtained at frequencies sufficiently 
far from "'o to obtain low loss operation. For small values of applied magnetic field, 
the rotation angle per unit length is not sensitive to variations in H or "'· 

A convenient method of utilizing ferrites is to place a thin ferrite rod in the center 
of a circular waveguide where the r-f magnetic field is transverse to the rod axis and 
applied magnetic field. Under these conditions, the differential phase shift discussed 

1 See Hogan, op. cit. 
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above will be produced. The proper value of applied magnetic field will vary with 
the material used; however, it should saturate the ferrite, yet be below the value for 
resonance. Phase-shift values up to 120° per cm can be obtained with field strengths 
of the order of 103 oersteds. 

A precaution to be observed in the use of ferrites is the nonlinear operation obtained 
at high power levels. The absorption loss can increase rapidly as the power level 
increases. Therefore, for power levels over 1 kw peak power, all loss measurements 
should be made at the normally used power level. 

An advantage of ferrite materials is the fact that they can be molded into the 
desired shape and, unlike other metallic magnetic materials, do not require laminated 
structures. 

Ferrites are used in the design of gyrators. A gyrator is a device which introduces 
zero phase shift for one direction of propagation and 180° phase shift for the opposite 
direction of propagation. Microwave isolators can also be constructed from ferrite 
sections as shown in Fig. 20.57b. The isolator consists of a central section of circular 
waveguide with an axially mounted ferrite rod. The rectangular-waveguide end 
sections are mechanically displaced 45° with respect to each other. A signal entering 
the isolator from the left will propagate in the rectangular waveguide with the domi­
nant TE1o mode. This will be converted to the circular waveguide TEu mode in the 
circular guide where the plane of polarization is shifted by 45° through the ferrite 
section for transmission through the output waveguide. A signal entering from the 
right will be shifted 45° in the same sense, resulting in an input signal in the left-hand 
rectangular guide with an electric field orthogonal to the required direction for 
propagation. This energy can be absorbed in the rectangular waveguide by the use 
of resistance cards which will not affect propagation in the desired direction. 

A general schematic of a circulator is shown in Fig. 20.57c. Energy is transmitted 
from terminal 1 to 2, terminal 2 to 3, etc. Circulators with four terminals as shown 
can be operated in tandem, providing circulators with many output and input branches. 
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21.1. Fundamentals of Antennas 

21.1a. Nature of Radio Waves. Radio waves consist of time varying electric and 
magnetic fields related to each other in such a manner that their energy is evenly 
divided and they are at right angles to each other in any plane perpendicular to the 
direction of propagation. Their velocity, like the velocity of light, is dependent 
upon the transmission medium and is approximately equal to 3 X 108 m/sec in free 
space. The relationship between this velocity c, the wavelength X, and the fre­
quency f is given by Eq. (21.1). 

For the case of radiation in free space, 

where X = wavelength, meters 
f = frequency, Mc 

X = ~ 
f 

(21.1) 

(21.2) 

Polarization. The polarization of an electromagnetic wave is defined by the direc­
tion of the electric field. If, during the cyclic variations of the wave, the tip of the 
vector representing the instantaneous magnitude and direction of the electric field 
describes a straight line in a plane perpendicular to the direction of propagation, the 
polarization is linear. In the general case, the electric field vector rotates 360° in the 
plane perpendicular to the direction of propagation for each wavelength of travel, 
causing the tip of the electric vector to describe an ellipse. Circular and linear 
polarization may both be regarded as special cases of elliptical polarization. An 
elliptically polarized wave can be resolved into two orthogonal, linearly polarized, com­
ponent waves of given amplitude and phase. For example, for circular polarization, 
the amplitudes of the component waves are equal and the phase difference is 90°. 
For linear polarization either the amplitude of one of the component waves is zero, 
or the phase difference between them is some multiple of 180°. 

Reflection. Radio waves are reflected from any discontinuity encountered in the 
transmission medium, the magnitude and phase of the reflection depending upon the 
size and nature of the discontinuity. Substantial reflections occur from metallic 
objects, from the earth, water, rain, buildings, etc. Reflections from objects whose 
size is small with respect to the wavelength of the incident energy are usually of 
negligible amplitude. Radio waves are totally reflected from large conducting sur­
faces, while only part of the energy is reflected at the surface of a dielectric material. 

Refraction. Refraction of radio waves occurs in the same manner as it does for 
light waves; that is, the wave is bent when crossing at an angle the boundary between 
two regions in which the velocity of propagation is different. This bending takes 
place because that part of the wavefront which first encounters the new medium is 
either advanced or delayed with respect to the part which enters the region last causing 
the wavefront to change direction. 

Ground and Sky Waves. Radio waves can be classified according to the possible 
paths of propagation. In the ground wave the energy is propagated over the surface 
of the earth. This includes all components of a radio wave except waves reflected 
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by the ionosphere and troposphere. The ground wave includes direct line of sight 
transmission and ground-reflected transmission. 

The sky wave occurs when a transmitted signal is bent back to a receiving antenna 
by the ionosphere or troposphere. 

Typical sky-wave and ground-wave paths are shown in Fig. 21.1. 
Ionospheric Reflections. The ionosphere is composed of several separate layers of 

charged particles surrounding the earth. These layers have the property of bending 
electromagnetic waves back toward the surface of the earth. The amount by which 
a radio wave is refracted in this manner 
depends upon the frequency of the radia­
tion, atmospheric and geographical fac­
tors, and the angle at which the trans­
mitted wave is incident upon the ionized 
layer. A critical frequency fe exists at 
which signals vertically incident upon the 
ionosphere will not be returned to the sur­
face of the earth if they exceed this fre­
quency. Radio signals above the critical 
frequency will be returned to the earth, 
however, if the wave intercepts the iono­

Frn. 21.1. Methods of propagation. 

sphere at some angle other than 90°. The amount by which the frequency can 
exceed fe increases as the angle of incidence decreases, becoming several times the 
critical frequency at small angles of incidence. The maximum usable frequency fm is 
related to the critical frequency as follows: 

f Jc 
m = sin~ (21.3) 

where~ = angle of incidence measured from horizontal 
In practice, operating frequencies of 70 to 85 per cent of the maximum usable fre­

quency are employed. The value of maximum usable frequency depends upon the 
time of day, communication distance, and layer ·height. Data useful in predicting 
maximum useful frequencies are published periodically by the National Bureau of 
Standards. 

The lowest ionized region is called the E layer. It is approximately 70 miles above 
the earth and is most effective during the daylight hours. The E layer has the lowest 
critical frequency, and is lower in the daytime than at night. 

The next highest layer is the F layer. This layer is divided into two layers, F 1 
below and F 2 above in the daytime, but these merge into the single Flayer at night. 
This layer is between approximately 180 miles in height (F1) to 200 miles in height (F2). 

The ionosphere varies in its property of reflecting radio waves in accordance with 
the seasons and sunspot activity. 

Propagation Characteristics. The propagation characteristics of a radio wave 
depend primarily upon the frequency. The following paragraphs summarize the 
important characteristics of each frequency band. 

1. VLF-very low frequency (10 to 30 kc) waves are characterized by very low ground 
attenuation and very good reflection of sky-wave signals. These frequencies are 
therefore useful for very long-range communication systems. The antenna structures 
are usually very large and expensive. The atmospheric absorption from these fre­
quencies is very small. Propagation is affected by sunspots and magnetic storms. 
Daytime ranges of thousands of miles are possible at these frequencies. 

2. LF-low frequency (30 to 300 kc). In this region the ground-wave attenuation 
is increased. At the high-frequency end of the band the sky absorption is greatly 
i..n()reased in the daytime. This results in a reduction in the daytime range to several 
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hundred miles under unfavorable circumstances; however, longer-distance sky-wave 
transmission is possible. Low-frequency antenna structures can be more efficient 
than vlf antennas, which partially compensates for the increased ground-wave 
attenuation. 

3. MF-medium frequencies (300 to 3,000 kc) include the broadcast range of 500 
to 1,500 kc. Antenna systems are usually designed to provide good ground-wave 
coverage in the region of interest. Coverage can extend for a distance of approxi­
mately 100 miles from the antenna. Beyond this limit sky-wave coverage is possible 
at night. 

4. HF-high frequencies (3 to 30 Mc). High-frequency propagation is character­
ized by very short ground-wave coverage. Sky-wave transmission is used exclusively 
for long-range communication. To achieve the best sky-wave transmission between 
two points the frequency must be carefully selected. The optimum frequency will 
vary with time and ionospheric conditions. 1 

5. VHF-very high frequencies (30 to 300 Mc). In general, frequencies above 
30 Mc are not reflected from the ionosphere and sky-wave transmission is not possible. 
Ground-wave coverage is affected by refraction and reflection in the troposphere. 
Atmospheric absorption is very small. 

6. UHF-ultra high frequencies (300 to 3,000 Mc). In this frequency band atmos­
pheric effects become important. In general, except for certain frequencies, the 
atmospheric absorption increases with frequency. The atmosphere refracts radio 
waves making "line of sight" transmission beyond the optical horizon possible. 
The maximum line of sight range depends upon antenna height as follows: 

D ~ v2Ht + v'2H,. statute miles (21.4) 
for D » Ht, Hr 

where Ht, Hr = heights of transmitter antenna and receiving antenna, respectively, ft 
Equation (21.4) takes into consideration the effect of refraction in the earth's 

atmosphere increasing the line of sight transmission beyond the optical horizon. 
7. SHF-superhigh frequencies (3,000 to 30,000 Mc) extend to the practical upper 

limit of reliable propagation over an appreciable distance. At frequencies in excess 
of 10,000 Mc, attenuation due to precipitation becomes very pronounced. Very 
directive antenna systems can be designed at these short wavelengths. 

Scatter Propagation. 2 Recent investigations in the field of beyond-the-horizon 
propagation have shown that ionospheric scattering from the lower E layer permits 
the design of practical communication systems in the frequency range from 25 to 
approximately 60 Mc over distances from 600 to 1,200 miles. In addition, tropo­
spheric scattering permits the design of practical communication systems over the 
frequency band of 100 to 10,000 Mc at distances of up to a few hundred miles beyond 
the horizon. 

21.1b. Radiation from Antennas. An antenna is a device used for the purpose of 
radiating or receiving radio waves. Alternatively, it may be considered as an arrange­
ment for matching a transmission line or r-f generator to a propagation path. In the 
immediate vicinity of the antenna, the field configuration is called the induction field. 
It is made up of complex local fields which die out very rapidly as the distance from 
the antenna increases. The only significant field component that exists outside the 

1 For a very readable discussion of the detailed,considerations of propagation see F. E. 
Terman," Radio Engineers' Handbook," sec. 10, McGraw-Hill Book Company, Inc., New 
York, 1943. · 

2 An over-all picture of the theoretical and experimental state of the techniques of 
scatter propagation is given in the" Scatter Propagation Issue," Proc. IRE, vol. 43, no. 10, 
October, 1955. 
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immediate vicinity of the antenna is the radiation field. The amplitude of this field 
decreases inversely as the range from the antenna. 

21.Jc. Antenna Resistance. In order that an antenna provide a match to a source 
of r-f energy it must present a resistive load of the proper value. This resistive load 
is called antenna resistance. 

The total resistance of an antenna is composed of factors resulting from ohmic 
loss in the conductors of the antenna, radiation loss, loss from corona, eddy currents, 
leakage, etc. For most practical purposes the ohmic and radiation resistances only 
need be considered. 

The ohmic loss is equal to l2Ro, where I is the current at some particular point 
and R0 is the ohmic resistance of the conductors at the frequency involved. As the 
current will, in general, vary along a physical antenna, some particular point must 
be designated if ohmic loss is to have significance. The value of current usually 
selected is the maximum value present in the antenna. 

The radiation loss in an antenna is equal to l 2RR, where I is the maximum value 
and RR is the radiation resistance. The radiation resistance is a fictitious quantity 
representing a resistance which if actually connected to the antenna at the point of 
maximum current would dissipate an amount of power equal to the power radiated 
from the antenna. The total power fed into an antenna is therefore 

(21.5) 

As the ohmic loss is usually much smaller than the radiation loss for antennas of 
. length greater than X/2, they are efficient radiating structures. The ''efficiency" 

of an antenna can be defined as follows: 

RR 
7'/ =R =-o-+-R=--R (21.6) 

Representative values vary from almost 1.0 for hf antennas to 0.05 for vlf antennas. 
If an antenna radiates energy vertically downward, the energy will be reflected 

and a current will be induced in the antenna because of the reflected energy. The 
manner in which this induced current 

~ 100 
affects the total antenna current depends ...-
upon its magnitude and phase with re- ~ 

spect to the original current, which in ~ ao , 
(/)Cf) 

"-':!: a: ::i: 
zO 
Oz 
;::- 60 
<I: 
c 
<I: 
a: 

turn depends upon the attenuation at 
reflection and the height of the antenna 
above the earth. The resultant varia­
tion in total antenna current for a con­
stant input power as a function of height 
of the antenna above the earth can be 
regarded as a change in radiation resist­
ance. This effect is illustrated in Fig. 

40"----'~---'------'-------'----' 

21.2 for a simple dipole antenna. 

0 0.5 t.0 1.5 2.0 2.5 
HEIGHT IN WAVELENGTHS, H/A 

Fm. 21.2. Effect of antenna height above 
the earth on radiation resistance. 

21.Jd. Radiation Patterns, Directivity, Gain, and Effective Area. Antenna systems 
are usually designed to have radiation characteristics which vary with the direction 
from the antenna. A graphical representation of the radiation of an antenna as a 
function of direction is called the radiation pattern. 

Radiation patterns may be specified in various planes through the center of the 
antenna, and such planes usually are chosen to include the maximum radiation. A 
pattern in the horizontal plane is called an azimuth pattern, while a vertical-plane 
pattern is called an elevation pattern. The plane of the pattern is sometimes related 
to the polarization; for example, an E-plane pattern is one measured in a plane con-
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taining the electric field. .Another classification of patterns depends on the distance 
from the antenna. If the distance is great enough the pattern is a so-called Fraunhofer 
pattern and its shape is independent of the distance. This distance is given by 

(21.7) 

where D = longest dimension of the antenna system in units consistent with rand X 
For distance less than that given by Eq. (21.7), the shape of the pattern varies 

with the distance from the antenna. Such patterns are called Fresnel patterns. 
Since antennas are ordinarily used only for ranges greater than that given by Eq. 
(21.7), Fraunhofer patterns are the ones of most interest. Equation (21.7) is useful 
in determining the minimum distance to use in measuring such patterns. 

Two important properties of an antenna system are directivity and gain. Direc­
tivity is a function of the radiation pattern and is defined in Eq. (21.8). 

D = Pr 
Pa 

where Pr = power radiated per unit solid angle in a given direction 
Pa = average power radiated per unit solid angle 

(21.8) 

Gain on the other hand includes the losses in the antenna and is given in Eq. (21.9). 

(21.9) 

where P 1 = total power delivered to antenna terminals 
For an antenna with negligible losses, gain, and directivity are the same. 

The effective area of an antenna system is defined as 

(21.10) 

This quantity is not readily related physically to many types of low-frequency 
antennas, but in the case of horns, reflectors, and lenses as used in the microwave 
region, the effective area and physical areas are nearly the same. 

21.Je. Bandwidth, Impedance, and Mutual Coupling. The bandwidth of an antenna 
is defined as a range of frequencies within which its performance in respect to some 
characteristic conforms to a specified standard. The characteristic in question• can 
be gain, beam width, impedance, or some related quantity. If impedance is chosen, 
for example, the definition has physical meaning· only when a standard value is 
selected. A representative definition of bandwidth is that range of frequencies for 
which the reflected power from the terminals of the antenna does not exceed one-third 
of the incident power. The term broadband is also subject to arbitrary definition. 
An antenna system possessing fairly uniform characteristics over more than a 15 per 
cent band of frequencies is usually considered to be broadband. 

The input or terminal impedance of an antenna depends on the physical configura­
tion of the antenna and the frequency. The total resistive component of this imped­
ance is the sum of radiation and loss resistances. 

Antenna elements separated by not more than several wavelengths will interact 
and produce mutual coupling. The magnitude and phase angle of the mutual 
impedance resulting from this coupling will vary with antenna size, spacing between 
elements, frequency, and orientation of the elements. The real component of the 
coupling impedance can be either positive or negative, and, in general, the resonant 
frequency of an antenna will be modified by cou.pliµ~ wi,~h another antenna. The 
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coupling effect of a conducting surface on an antenna is the same as if the antenna 
were coupled to its image antenna, as reflected in the conducting surface. 1 

21.lf. Reciprocity. The properties of an antenna system are, in general, identical 
for transmission and reception. In particular, the radiation pattern of an antenna 
is the same regardless of whether the antenna is used for transmission or reception. 
The power transferred between two antennas will be the same regardless of which is 
used for transmission or reception if the generator and load impedance are conjugates 
of the transmitting and receiving antenna impedances in each case. 

21.1g. Images and Ground Effects. Radio waves are reflected from the surface of 
the earth in the same manner as light is reflected from a mirror; however, since the 
earth is not a perfect conductor, the process of reflection can attenuate the reflected 
wave. The attenuation is a function of the frequency and the condition of the ground. 
In general, however, the attenuation increases as the frequency is increased. For a 
plane reflecting surface, the angle of reflection is equal to the angle of incidence. 
Rough or obstructed terrain can cause the reflected waves to depart from this angle, 
scattering much of the reflected energy in many directions. 

Assuming the surface of the earth to be flat and perfectly conducting, Fig. 21.3a 
shows that the reflected wave can be considered to be radiating from an "image" 
of the antenna located a distance below 
the surface of the earth equal to the 
height of the transmitting antenna. 

The reflected wave travels a distance 
different from the direct wave and at 
each point in space will combine with 
the directly transmitted wave with a 
particular relative phase. In the ex­
treme cases assuming no attenuation, the 
resultant signal will be equal to twice 
the directly transmitted signal when the 
two waves combine in phase and will be 
zero when the two waves are in phase 
opposition. As the difference in path 
length will vary with the elevation angle 
between the antenna and the point of 
measurement, the resultant received sig­
nal strength will vary from zero to double 
amplitude as the point of observation 
changes elevation. This phenomenon 
has the effect of altering the signal 
strength pattern from the antenna in the 
elevation plane. 
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FIG. 21.3. Images. 

The exact manner in which the elevation pattern of the antenna is altered by ground 
reflection depends upon the polarization of the antenna. If a horizontally polarized 
antenna is to be used, the image antenna will be as shown in Fig. 21.3b. If a vertical 
antenna is used, the image antenna will be as shown in Fig. 21.3c. It should be 
noted that the polarities of corresponding points on the real and image antennas are 
reversed. This is necessary for the ground plane to be at zero potential at all times. 
The elevation pattern of such antenna systems can be regarded as equivalent to two 
antennas 180° out of phase in the horizontal case and in phase in the vertical case, 
separated a distance equal to twice the height of the real antenna above the ground. 
The equation for signal intensity as a function of elevation angle is, for horizontal 

1 For charts giving mutual impedance values see Terman, op. cit., sec. 11, or J. D. Kraus, 
"Antennas," chap. 10, McGraw-Hill Book Company, Inc., New York, 1950. 
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antennas of any length or for vertical antennas which are an even number of half 
wavelengths long, 

G({j) = 2F({j) sin (36
~

0

H sin~) (21.11) 

where G(~) = elevation pattern of antenna system including effect of reflection 
F({j) = normal elevation pattern of antenna without ground reflection 

H = antenna height 
~ = angle of elevation measured from horizontal 
X = wavelength in units consistent with H 

The angular positions of the maxima and nulls can be obtained from Eq. (21.12). 

• n>.. 
sm ~ = 4H (21.12) 

This will give a maximum for odd integral values of n and a minimum for even 
integral values of n. 

For a vertical antenna an odd number of half wavelengths long, the positions of the 
maxima and nulls obtained from Eqs. (21.11) and (21.12) should be reversed. Figure 
21.4 gives the angular positions of nulls and maxima due to reflection for various 
antenna heights. The solid lines correspond to maxima for horizontal antennas and 
for vertical antennas an even number of half wavelengths long. The dashed lines 
correspond to minima. These are reversed for vertical antennas an odd number of 
half wavelengths long. 

Figure 21.4 can be used to sketch the elevation pattern of an antenna system, using 
the following rule to determine the lobe width: 

The width between half-power points of any lobe in degrees is approximately equal to 
half of the dijf erence between adJacent minima in degrees. 

A reflecting surface as shown by the heavy lines in Fig. 21.3d is sometimes used in 
an antenna system. In this case, there are three image antennas as shown. It 
should be noted that the locations and polarities of the images are such as to maintain 
the reflecting planes at ground potential. 

Example 21.1 

Determine the required height in wavelengths 
of a horizontal antenna whose first lobe is to be 
at an elevation angle of 10°. Sketch the entire 
elevation pattern assuming the free space pat­
tern of the antenna is omnidirectional. 

Solution 

1. Determine the height from Fig. 21.4. 
This is seen to be H ~ l.45>.. to produce the 
first lobe at 10°. This can be checked from 
Eq. (21.12) as follows: 

nX 
sin 10° = 0.174 = 

4
H 

Frn. 21.5. Pattern for Example 21.1. 

}\ 
Since for first maximum n = l, H = 

0
_
696 

= l.44X. 

2. Determine the angles of other lobes and the lobe widths. 
From Fig. 21.4 the other lobes are found to be at approximately 32 and 59° with nulls at 

20, 44, and 90°. The width at half power points of the first lobe is therefore 10°, the 
~econd 12°, and the third 23°. This pattern is sketched in Fig. 21.5. 

21.lh. Antenna Feed Systems. Each antenna system requires a transmission line 
to couple power to it from the transmitter. The type of line used will depend 
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upon the type of antenna, method of connection, and frequency of operation. Simple, 
single-wire feeder systems can be used for low-frequency antennas, parallel-wire 
transmission lines are used at high frequencies, coaxial lines are used at vhf and uhf, 
and waveguide and coaxial transmission lines are used at microwaves. The primary 
requirement is for the feed line to couple as much power as possible from the trans­
mitter into the antenna. Characteristics of conventional transmission-line systems 
are given in Sec. 20. 

21.li. Apertures and Illumination. An antenna may be regarded as consisting of 
an illuminated aperture in the same sense that such apertures are used in optics. 
Specifically, at microwaves antenna systems are often composed of shaped metallic 
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Fm. 21.6. Patterns for rectangular apertures with various types of illumination having 
zero intensity beyond the aperture edge. 

re.fleeting surfaces and a transmission line terminated in a dipole or horn to "illumi­
nate" the reflector with the radiated signal. The pattern of such antenna systems 
depends upon the manner in which the amplitude and phase of the radiation are dis­
tributed over the aperture subtended by the reflecting surface. 1 In general, however, 
pattern and illumination functions are Fourier transforms of each other. 

The effects of various amplitude distributions are given in Fig. 21.6. In general, 
tapered illumination broadens the main lobe and suppresses the magnitude of the 
side lobes. Illuminations which taper at the edges of the aperture to -10 or -15 db 
below the center amplitude are frequently used and represent a reasonable compromise 
between beam width and side-lobe level. Symmetrical amplitude distributions are 
ordinarily used, but even an unsymmetrical amplitude distribution will still yield a 

1 For a detailed discussion of the techniques employed in calculating patterns of aper­
tures and synthesizing antenna patterns by phase and amplitude distributions across an 
aperture, many excellent references are available such as S. Silver, "Microwave Antenna 
Theory and Design," McGraw-Hill Book Company, Inc., New York, 1949, and Bell 
Telephone System Tech J., April, 1947, pp. 219. 
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symmetrical pattern. If the phase distribution is unsymmetrical, however, the 
pattern will be unsymmetrical. 

A linear phase variation causes the beam to be shifted by an angle 0 given by 

sin0=k">-. 
271" 

(21.13) 

where k is the phase variation per unit length of aperture and 0 is measured from the 
normal to the antenna. 

It is possible to use this effect to cause the beam of an antenna to scan, or move in 
angle, by changing the phase variation along the aperture. 

J :: J\ J) 1 l\, f'\ 1\ 1 l I 

l :: 7/ 1) 
I 
I 

/=2,I l=J/2 /=,I 
J « J/4 1:,1/4 l=A/2 l=J l+ x:;;;--l/4 

(a) UNGROUNDED ANTENNAS (bl GROUNDED ANTENNAS (C) EFFECT OF TOP LOADING 

FIG. 21.7. Antenna current distributions. 

Nonlinear phase variations can alter the amplitude distribution of the pattern 
as well as shift the main lobe position. 

If an antenna system is composed of a reflector and illuminating field, two patterns 
are of interest. The primary pattern is the pattern of the feed and determines the 
amplitude and phase distribution of the illumination of the reflector. The secondary 
pattern is the radiation pattern of the illuminated aperture and depends upon the 
primary pattern and the geometry of the reflector surface. 

21.tj. Current Distribution. A useful parameter for low-frequency antennas is the 
current distribution. The current distribution along a radiating element is analogous 
to the field distribution across an aper­
ture and, in much the same manner, can 
be used to calculate its pattern. Current 
distribution depends upon the ratia of 
antenna length to wavelength, ground 
proximity, and antenna loading. Exam­
ples of antenna current distributions are 
shown in Fig. 21.7. Figure 21.8 shows, 
for reference purposes, an expanded 

,.,, 
w 

10 
CIJRRENT CONSIOEREO TO 8£.4 

LINEAR FIJNCT!ON OF HEIGHT 
l/P TO 30° ELECTRICAL 

:i! 20-----
L_::HJ,__ __ ..,...._~ ~ 

...1 30 -­
<t 

~ 40 1------i-----+--~--l-------J-----1 
~ 

~ 
...1 50 1------i-----+------1>--------J-----1 
w 

plot of the sinusoidal distribution for a ~ 60 1------i-----+------4--.,.__----J~--1 

grounded X/4 antenna. These current ~ 70 1------i-----+------+--~-----' 

distributions are for resonant antennas j 
or antennas acting as unterminated 
transmission lines (see Sec. 20) with a 
standing wave of current distributed as 
shown. An "end effect" in resonant 

80 1------l-----+------4-----11----

90 
0.25 0.5 0.75 1.0 

RELATIVE AMPLITUDE 

antennas causes the physical length to be FIG. 21.8. Current distribution on a 
approximately 5 per cent less than the grounded vertical radiator with an effective 

height of one-quarter wavelength. 
theoretical resonant length. These cur-
rent distributions can be modified by artificially loading the antenna with lumped 
inductance or capacitance. In a resonant structure, series inductance decreases the 
separation between current minima and reduces the effective length of the antenna. 

A nonresonant antenna is terminated in such a manner that there are no reflections 
from the ends of the antenna, standing waves do not exist, and neglecting losses, the 
current is of uniform amplitude with 271" radians phase shift per wavelength. 



21-12 ELECTRONIC DESIGNERS' HANDBOOK 

Figure 21.7c shows the manner in which top loading by a capacitor element desig­
nated by the length x can affect the current distribution. If x = A/12 for example, 
then top loading accounts for 30° of electrical length and the current distribution 
on the vertical radiator would be as shown in Fig. 21.8 between 30° and 90°. 

21.2. Basic Antennas. The performance of a physical antenna system can be 
analyzed for design purpose3 by dividing the over-all structure into several basic 
component parts. A convenient selection of component parts, possessing physical 
significance is the following: 

Over-all antenna = basic source X array factor X ground reflector factor 

The basic source is the most elementary antenna that can be physically recognized 
in the over-all system. For example, in an antenna composed of a number of hori­
zontal radiators, the basic source would be a single horizontal radiator. The array 
factor in this case would be the effect on the over-all antenna system of the combina­
tion of the horizontal radiators into a single system. The ground-reflection factor 
would be the further effect on the over-all performance of ground-plane reflection. 
In this manner, a complicated physical structure can be analyzed or designed by 
several stages, greatly simplifying the process. 

The ground-reflection factor is discussed in Sec. 21.lg. The array factor and 
examples showing the combination of these effects are discussed in Sec. 21.3. It is 
the purpose of this section to discuss the pattern and characteristics of the basic 
antenna types which are fundamental to more complicated systems. These basic 
antennas are often used individually for the required antenna system. In this case, 

lo) PLANE OF DOUBLET 
lb) PLANE NORJ,l,AL 

TO DOUBLET 

Frn. 21.9. Field from a vertical doublet 
antenna as a function of elevation angle. 

the array factor is unity and the perform­
ance of the system depends only on the 
performance of the basic antenna and 
ground-reflection effect. 

The fundamental antenna element is 
the doublet, an infinitesimally short 
straight antenna in free space with a 
nonuniform current distribution along its 
entire length. 

The total field from a physical antenna 
can be found by dividing the antenna into 

a large number of doublets with current amplitudes changing from doublet to doublet 
so as to approximate the non-uniform current distribution of the physical antenna. 
The contribution from each doublet can then be added vectorially to determine the 
composite pattern. 

The electric field of a doublet antenna is given by Eq. (21.14). 

E ( O) = 601rll cos o 
r">.. 

(21.14) 

where E(O) = field intensity, volts/rn, measured in a plane containing the axis of the 
doublet 

() = angle measured from a reference perpendicular to the doublet 
l = length of doublet, rn 
I = current in the doublet, amp 
r = distance from the doublet to the point of measurement, m 
">.. = wavelength, m 

A doublet and associated pattern are shown in Fig. 21.9. Equation (21.14) gives 
the radiation field only, which decreases as r-1• In addition, there is an induction 
magnetic field which decreases as r-2 and an additional static field which decreases 
as r-3• The radiation field is usually the only one of importance in antenna design. 
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The field in a plane perpendicular to the doublet axis is a constant, independent 
of angle. 

The radiation resistance of a doublet antenna is given by Eq. (21.15). 

Rr = 789 nr ohms (21.15) 

where Z and ;>,. are in identical units. 

+ l=..1/2 

Z=J,1 Z=Jf,1 

Fm. 21.10. Free-space patterns of long-wire resonant horizontal antennas with standing 
wave current distribution. 

21.2a. Horizontal Antennas. The radiation pattern from a resonant end-fed 
horizontal wire remote from the earth without ground effects is given by Eq. (21.16) 

c?s (~ cos 0) 
E(8) = 601 Slll' ~ 

r sm 8 

where I = peak current amplitude, amp 
r = distance, m 

volts/m 

l, ;>,. = antenna length and wavelength in similar units 
8 = angle from axis of wire 

(21.16) 

The sine term is used for antennas an even multiple of ;>,./2 long; the cosine term 
is used for antennas an odd number of 
;>,./2 long. 

Representative patterns are shown in 
Fig. 21.10. The angular positions of _

0

ij. 
6

70

0 maxima and minima as a function of wire :::: 1-++----1.,__.._.._-"-d-___,.--""+-___,.,J..T ~--~­

length in wavelengths are plotted from Eq. ~ 50 t----tr--+----.ct--'kc---1""--<-+-'""-'t:-::-----''!"-...-:-f"--=i 

(21.16) in Fig. 21.11. As the length is in- ~ 

creased, the number of lobes increases, the i 40 

lobe width decreases, and the angle of the ~ 30 

first lobe with the wire decreases. For ::: 2o t----t--t-----r-----t-t-=t-'l=::::/;;;=l==l 
lengths an odd multiple of ;>,./2, there is a 
lobe normal to the wire. For lengths an 
even multiple of X/2, there is a null normal 
to the wire. Equation (21.16) applies for 
antenna lengths up to approximately 10 
wavelengths. For longer antennas the 
lobes pointing away from the feed end will 

10 -- MAXIMA 
--- NULLS 

3 4 9 10 

ANTENNA LENGTH IN WAVELENGTHS, l/J 

Fm. 21.11. Chart for determining beam 
patterns of end-fed long-wire resonant 
antennas. 

be larger than the corresponding lobes in the opposite direction. 
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The radiation pattern of a center-fed horizontal (or vertical) wire of any length in 
free space is given by Eq. (21.17). 

' 601 cos (1 cos 0) - cos (1) 
E(O): = r sin 0 (21.17) 

where the units are the same as given for Eq. (21.16). For resonant antennas an 
odd number of A/2 long, Eq. (21.17) reduces to the same form as that given by Eq. 
(21.16). However, for resonant antennas an even number of )./2 long, the patterns 
differ because of the resulting unsymmetrical current distribution in the end-fed 
case. 

The choice between center and end feed for antenna systems depends primarily 
upon the length of the antenna in wavelengths, the frequency band over which the 

l=A 

Z=2A l=4J l=8A 
Frn. 21.12. Radiation patterns of nonresonant horizontal wires. 

antenna is to operate, and the desired pattern. In center-fed antennas the currents 
in each half of the antenna are in phase and have a symmetrical amplitude distribution 
with respect to the feed point. In end-fed antennas the currents in each half of the 
antenna can be either in phase or out of phase depending upon the electrical length 
of the antenna. This can result in different directional characteristics for the same 
length of antenna, depending upon the type of feed. A resonant1 feed line is usually 
connected so that a voltage maximum on the line corresponds to the point of con­
nection to a resonant (length a multiple of X/2) end-fed antenna. A resonant center~ 
fed antenna can requir~ either a voltage or current maximum on the feed line at the 
point of connection to the antenna. The pattern of an end-fed antenna may not be 
symmetrical if antenna losses are not negligible. In this case the pattern will "tilt" 
away from the feed end, and the lobe amplitudes will be larger away from the feed 
end. The center-fed antenna has the advantage of providing a balanced termination 
for the feed line decreasing the radiation from the feeder system as compared to the 
end-fed case. I. 

Traveling-wave antennas are long-wire antennas terminated so as to eliminate or 
minimize reflections and the resultant standing wave pattern. The lobe structure is 

1 See Sec. 20. 
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similar to that given in Figs. 21.10 and 21.11 for the direction toward the termination, 
as long as the antenna is several wavelengths long. The lobe structure in the direction 
away from the termination is considerably decreased in amplitude, resulting in an 
asymmetric, and usually more useful, pattern. Representative patterns of non­
resonant, horizontal wires are shown in Fig. 21.12. The variation in amplitude of 
successive lobes is given by Fig. 21.13. The expression for the directional pattern 
in a plane containing the wire for the nonresonan t case is 

. . [1rl ( ] 
601 sm 0 sm I 1 - cos 0) 

E(B) = -r- ____ l ___ c_o_s_0 __ ---'-- (21.18) 

where 0 = angle from axis of wire 
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Frn. 21.13. Relative amplitude of lobe 
maxima as a function of angle from the 
axis of a nonresonant long-wire antenna. 
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Frn. 21.14. Radiation resistance and gain of 
a horizontal long-wire antenna neglecting 
ground reflections. 

Equation (21.18) assumes zero attenuation of the traveling wave and a phase 
velocity equal to the velocity of light. The effect of finite attenuation is to "round 
out" the pattern by filling in the nulls and decreasing the peak amplitudes of the 
lobes. The effect of a phase velocity less than the velocity of light is to tilt the main 
lobe toward the wire, decrease the main-lobe beam width, and introduce additional 
minor lobes. A decrease in phase velocity of 40 per cent affects the tilt angle and 
major-lobe beam width by less than 20 per cent. 

The effect of ground reflection on horizontal antennas can be accounted for by the 
use of Eq. (21.11). 

The radiation resistance of a resonant horizontal antenna is a function of the antenna 
height above ground and the ratio of length to wavelength. The radiation resistance 
of a horizontal wire, neglecting ground effect, is given in Fig. 21.14. The effect of 
ground reflection on the radiation resistance of a horizontal antenna is a rapidly chang­
ing function of height. For increased height, the radiation resistance oscillates 
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about the nominal value determined from Fig. 21.14 with the variations decreasing 
in amplitude as the height is increased. 1 

Fig. 21.14 also gives the power gain of a horizontal long-wire antenna compared 
with a half wavelength wire. 

Example 21.2 

Determine the required length and height of a horizontal wire antenna, in order to place 

--- 6ROl/NO REFLECTION PATTERN 
- FREE SPACE PATTERN MOOIFIEO 

the main lobe at an elevation angle of approximately 30° 
and a null normal to the antenna. Sketch the pattern. 

BY 6ROUNO REFLECTION 
Solution 

1. An examination of Fig. 21.11 shows that a length 
of 3X will produce the major-lobe maximum at an angle 
of approximately 30° and will result in nulls at 50, 70, 
and 90°. 

Fm. 21.15. Composite vertical 
pattern for a horizontal an­
tenna, including ground re­
flection. 

2. The height should now be chosen so that the effect 
of ground reflection does not seriously modify the pattern. 
This will be accomplished if the major lo befrom Fig. 
21.4 includes the major lobe at 30° in the free-space 
pattern. A height of X/2 is acceptable. The composite 
pattern is sketched in Fig. 21.15. 

An example of a nonresonant antenna system is the Beverage, or wave antenna,2 
shown in Fig. 21.16. This antenna has directional properties in the direction of the 
termination and is used to receive vertically polarized signals. This antenna depends 
upon poor ground conductivity tilting 
the vertical wavefront in order to provide 
a horizontal component of electric field. 
This antenna has greatest application at 
low frequencies. 

21.2b. Vertical Antennas. The free­
space orientation of an antenna does not 
affect the pattern relative to the antenna, 
assuming ground reflections are not sig­
nificant. The patterns of Fig. 21.10 
apply, therefore, for long vertical radi­
ators in free space, with a sinusoidal 

Fm. 21.16. Beverage antenna. 

standing wave current distribution. Where ground reflections are significant, Eq. 
(21.11) gives the resultant modified pattern. Grounded end-fed vertical antennas 
have a pattern equivalent to a center-fed antenna of twice the length as the vertical 
radiator with symmetrical current distribution. 

In practice, vertical radiators are usually short compared to the wavelength. The 
expression for the radiation pattern in the elevation plane including the effect of 
ground reflection is given by Eq. (21.19), and representative patterns are shown 
in Fig. 21.17. 

_ 601 [cos (2:l sin~) - cos (2:l)] 
E(m - r cos~ (21.19) 

1 Radiation resistance in any particular case can be determined by considering the 
ground reflection to be produced by an image antenna spaced twice the height above ground 
from the real antenna. The real component of the mutual impedance between the real 
and image antenna accounts for the variation in radiation resistance, usually a reduction 
for horizontal antennas. Mutual impedance calculations are usually complex but are 
described in the following: G. H. Brown, Directional Antennas, Proc. IRE, vol. 25, p. 78, 
January, 1937, and P. S. Carter, Circuit Relations in Radiating Systems and Applications 
to Antenna Problems, Proc. IRE, vol. 20, p. 1004, June, 1952. 

2 H. H. Beverage, C. W. Rice, and E.W. Kellog, The Wave Antenna; a New Type of 
Highly Directive Antenna, Trans. AIEE, vol. 42, pp. 215-266, 1923. 
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where fJ = elevation angle from horizontal 

l/>.. = antenna height in wavelengths above ground plane 
I = rms value of current at a maximum current point, amp 

To refer field strength to the base current, Eq. (21.19) should be divided by sin 21rl/>... 

l=cA 

FIG. 21.17. Representative patterns of vertical grounded radiators with sinusoidal current 
distribution. (Patterns are shown for any quadrant in the vertical plane. The complete 
pattern is that swept out by rotation of the patterns shown about the axis~of the antenna.) 

The angular locations of nulls and maxima are given in Fig. 21.18 as a function of 
l/>.. for multiples of one-half wavelength. Equation (21.19) assumes a sinusoidal 
current distribution. 

The radiation resistance referred to the 
maximum current point on the antenna 
is shown in Fig. 21.19 as a function of 
antenna height. 1 To obtain the radia­
tion resistance referred to the base cur- ,9o 40 

rent, the values obtained from Fig. 21.19 301---+----+---+----'--+--..-~----..1 

should be divided by sin2 (21rl/>..). 
At low frequencies where vertical an­

tennas are electrically very short, very 
low values of radiation resistance are 
obtained (for example, 0.3 ohm for 
l = X/36). This requires the loss res:st­
ances to be very low for the antenna to 
have a reasonable efficiency. 2 

I 2 3 4 
LENGTH IN WAVELENGTHS, l/X 

FIG. 21.18. Null and maxima chart for 
vertical end-fed radiators. 

21.2c. V Antennas. 3 The pattern of a V antenna is the resultant obtained by 
combining the patterns from the two single-wire antennas forming the V. These 
patterns will vary, depending on the length of the wire in wavelengths, the apex 

1 See G. H. Brown, A Critical Study of the Characteristics of Broadcast Antennas, as 
Affected by Antenna Current Distribution, Proc. IRE, vol. 24, pp. 48-81, January, 1936. 

2 For a general but complete reference on the design of low-frequency antennas, see E. A. 
Laport, "Radio Antenna Engineering," McGraw-Hill Book Company, Inc., New York, 
1952. 

3 See P. S. Carter, W. W. Hansell, and N. E. Lindenblad, Development of Directive 
Transmitting Antennas by RCA Communication, Inc., Proc. IRE, October, 1931, p. 1773, 
and P. S. Carter, Circuit Relations in Radiating Systems, Proc. IRE, June, 1932, p. 1004. 
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angle of the V, and the termination on each side of the V. Equation (21.16) gives 
the radiation pattern of a single end-fed 

140 .--~-----r---~--.....-----, 

u, 

~ 
; 80 t----+---+--+--\+----1------1 

wire with standing waves (no termina­
tion). Equation (21.18) gives the radia­
tion pattern of a single end-fed wire 
terminated with the characteristic im­
pedance of the wire (traveling wave 
only). Figure 21.20a shows an untermi­
nated V. Figure 21.20b shows a termi­
nated V. The apex angle 2a is chosen to 
be equal to twice the main-lobe angle of 
the single wire to get the resultant main 
lobe aligned in the horizontal plane of the 
V, assuming free space conditions. To 
elevate the main lobe above the plane of 
the V it is necessary to reduce this angle 
somewhat. The apex angle 2a is shown 
in Fig. 21.21 as a function of the length 
of one side of the V in wavelengths. To 
align the main lobe at a higher elevation 
angle the apex angle should be reduced 

0
0
~-----1-----1..----L--...L..--.J slightly. The amount of reduction de-

o 2 0·
4 z,/2 °-6 0-8 1.o pends upon the length of the sides and 

Fm. 21.19. Radiation resistance of a the mutual coupling between the sides, 
grounded vertical radiator referred to a A 10 per cent reduction in apex angle 
current maximum. will elevate the beam maximum approxi-

matley 10°. 

---~---

~ ~ 
{O) UNTERMINATED V 

---------=----~-

(.b) TERMINATED V 

Fro. 21.20. V antennas. 

{C) HORIZONTAL AND VERTICAL 
ARRAYS OF V ANTENNAS 
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V antennas can be stacked horizontally or vertically to increase the directivity. 

Rules for computing such array patterns are given in Sec. 21.3. 
The characteristic impedance of a V antenna depends upon the apex angle 2a and 

the ratio between length and diameter of the legs and will vary between several 
hundred ohms to approximately one 
thousand ohms, increasing as the length 
to diameter ratio is increased. 180 

160 The gain of a V antenna is approxi­
mately 3 db greater than the gain of a 
long wire antenna of length equal to the 
length of one side of the V. See Fig. 
21.14. 
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21.2d. RhombicAntennas. 1 Arhombic ~ 
80 

consists of four nonresonant wires con- ~ 
nected as shown in Fig. 21.22. This 
configuration provides greater gain and 
directivity than a simple V antenna and 
is convenient to terminate with a dissipa­
tive two-wire transmission line or a 
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resistance. Rhombic antennas are char­
acterized by a relatively broad (for 
example, 5: 1) impedance bandwidth. 
The radiation pattern is seldom uniform 
over more than a 2: 1 band, however. 

FIG. 21.21. Apex angle 2a for main lobe 
at an elevation angle of zero degrees as a 
function of the length in wavelengths of a 
V antenna. 

The radiation pattern is characterized by many lobes in the plane of the rhombic and 
the vertical plane. Rhombic antennas are most useful in applications where the eleva­
tion angle of the maximum lobe can be less than 30° from the plane of the rhombic. 

The multiple-wire construction shown in Fig. 21.22b lowers the characteristic 
impedance and improves the impedance bandwidth. 

INPUT --------·----- _ Z0 

(a) DIRECTIONAL CHARACTERISTICS OF RHOMBIC LEGS (.b) RESULTANT PATTERN 

FIG. 21.22. Rhombic antenna. 

The polarization of the radiation from a rhombic is horizontal in the main lobe and 
can be either horizontal, vertical, or a combination of both in the other lobes. 

Two bases can be used for rhombic antenna design. The first aligns the main 
lobe with the desired elevation angle ~- The second provides the maximum gain at 
this angle but does not necessarily place the axis of the main lobe at this angle. Fig­
ure 21.23 gives approximate design data for the height H /A of the rhombic above 

1 For detailed information on the design of rhombic antennas see: D. Foster, Radiation 
from Rhombic Antennas, Proc. IRE, October, 1937, p. 1327. E. Bruce, A. Beck, and L. R. 
Lowry, Horizontal Rhombic Antennas, Proc. IRE, January, 1935, p. 24. Rhombic Trans­
mitting Aerial Efficiency, Wireless Engr., May, 1941, p. 180. A. E. Harper, "Rhombic 
Ant,enna Design," D. Van Nostrand Company, Inc., Princeton, N.J., 1941. 



21-20 ELECTRONIC DESIGNERS' HANDBOOK 

the earth in wavelengths, half the included angle of the rhombic <J,, and the length Z/>... 
of each leg in wavelengths for a compromise design between these two requirements. 1 

To align the major lobe at the angle (3, values of l/>... should be decreased approxi­
mately 10 per cent from those given by the curve. To obtain the maximum gain 
at the angle (3, values of l/>... should be increased approximately 10 per cent from those 
given by the curve. 

The horizontal beam width of the main lobe between nulls decreases from approxi­
mately 50° for a leg length of two wave-

lengths to approximately 25° for a leg Q Q 
length of seven wavelengths. 

The power gain of a rhombic antenna 
varies with the main lobe elevation angle 
and the height of the antenna above 
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FIG. 21.23. Design chart for a rhombic 
antenna. 
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Frn. 21.24. Loop antennas. 

the ground. Representative values vary between 6 and 12 db for leg lengths between 
1 and 5 wavelengths. These figures are referred to a dipole and neglect loss in the 
termination. 

21.2e. Loop Antennas.2 Various types of loop antennas are shown in Fig. 21.24. 
If the loop circumference is small compared to the wavelength, the radiation proper­
ties are relatively independent of the specific loop geometry. Uniform, in-phase 
currents are assumed to exist around the loop conductor. The Alford loop, useful 
at uhf frequencies, deviates from the constant-current assumption to make the loop 
elements sections of resonant transmission lines with a current maxima at the center 
of each leg. This allows the use of longer sides, resulting in greater gain, directivity, 
and a more efficient antenna. 

1 This is one possibility out of the several combinations of height, included angle, and 
leg length to satisfy a particular design requirement. For additional discussion see: J. D. 
Kraus, "Antennas," pp. 408-412, McGraw-Hill Book Company, Inc., New York, 1950. 
E. A. Laport, op. cit., pp. 315-339. E. Bruce, A. C. Beck, and L. R. Lowry, Horizontal 
Rhombic Antennas, Proc. IRE, vol. 23, pp. 24-26, January, 1935. 

2 For additional data see: E. M. Williams, Radiating Characteristics of Short Wave 
Loop Aerials, Proc. IRE, vol. 28, p. 480, October, 1940. Kraus, op. cit., p. 155. D. Fos­
ter, "Loop Antennas with Uniform Current," Proc. IRE, vol. 32, p. 603, October, 1944. 
Andrew Alford and A.G. Kandoian, Very High Frequency Loop Antennas, Trans. AIEE, 
vol. 59, p. 843, 1940. P. H. Smith, Cloverleaf Antennas for F. M. Broadcasting, Proc. 
IRE, vol. 35, p. 1556, December, 1947. 
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The pattern of a small loop is constant in the plane of the loop. The pattern in a 

plane perpendicular to the loop is given by Eq. (21.20). 

E(0) = 1201r2/A sin (0) (21.20) 
rX2 

where 0 = angle from normal to plane of loop 
A = area of loop 
X = wavelength in units consistent with A 

and the other units are as given for Eq. (21.16). 
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Frn. 21.25. Universal design chart for loop antennas. 

This field pattern is illustrated in Fig. 21.24e. 

16 

As the loop circumference becomes somewhat greater than one wavelength, the 
pattern breaks up into successive minor lobes. Figure 21.25 gives the relationship 
between loop circumference and radiation patterns1 for circular loops. Regardless 
of loop size the patterns are still uniform in the plane of the circular loop. For large 
square loops, however, the pattern in the plane of the loop is no longer uniform. 

1 Adapted from Foster, "Loop Antennas with Uniform Current," Proc. IRE, vol. 3i., 
p. 603, October, 1944. 
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Figure 21.25 is a universal design curve giving the angular locations of nulls, 
maxima, and magnitude of the maxima. To use the chart, a circular quadrant of 
radius 71" D /'A is described about the point 0,0 in the figure. D /X is the diameter of the 
loop in wavelengths, and the example shown is for a diameter of one wavelength. The 
quadrant is then divided into angular increments proportional to 0, and the cor­
responding magnitudes are determined from the graph for each particular angle. 

b90. 
-j=t/4 

The result, for several D /'A ratios, is 
given in Fig. 21.26. 

The radiation resistance depends upon 
the circumference of the loop in wave­
lengths and is given in Fig. 21.27 for cir­
cular loops. 1 For multiple-turn loops, 

cr::c:.n----::----~go• values obtained from Fig. 21.27 should 
f = t/2 be multiplied by the square of the num­

ber of turns. 

0 0 

f=I f=3 

Horizontal loops are often stacked 
vertically to obtain an omnidirectional 

Ifill 
0.5 1.0 1,5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 

11'0/,l 

FIG. 21.26. Far field patterns of circular 
loops with uniform inphase current. 

Frn. 21.27. Radiation resistance of circular 
loop antennas. 

horizontal pattern with greater vertical directivity than would be possible with a single 
loop. The resultant pattern can be determined from the principles discussed in 
Secs. 21.3a and 21.3b. 

Unbalanced current in a loop antenna can cause the pattern to be distorted. A 
split electrostatic shield, balancing the capacitance to ground of each half of the loop, 
is often used to eliminate this pattern distortion. In loops with an area large com­
pared to >..2, the currents will be nonuniform causing additional pattern distortion. 

_jt 
-l/2 

7--1 
(O)SINGLE DIPOLE (bl SINGLE FOLDED (C)MULTI-ELEMENT (o'lTHICK DIPOLE 

DIPOLE FOLDED DIPOLE 

FIG. 21.28. Dipole antenna. 

21.2f. Folded Dipole Antennas. Single dipole, two-wire folded dipole and multiple 
dipole antennas are shown in Fig. 21.28. The parallel dipoles are usually identical 
and carry currents of equal phase and amplitude. The spacing between dipoles is 
small compared to the dipole length. 

A folded dipole is fed from a balanced two-wire line and provides a convenient 
means of matching the antenna impedance to the transmission line. The input 
resistance increases as the square of the number of parallel dipoles. The input 

1 Adapted from Kraus, op. cit., p. 169, or see Foster, "Loop Antennas with Uniform 
Current," Proc. IRE, vol. 32, p. 603, October, 1944. 



ANTENNAS 21-23 
resistance of a single dipole is 73 ohms; a double dipole is 292 ohms; a triple dipole, 
657 ohms; etc. , 

A single thick dipole as shown in Fig. 21.28d is used to decrease the variation of 
impedance with frequency. 

21.2g. Ground-plane and Sleeve Antennas. 1 The vertical antennas discussed in 
Sec. 21.2c can be converted into additional useful forms at higher frequencies where 
the dimensions of the antennas are physically convenient. For example, a vertical 
radiator with an artificial ground plane consisting of a metallic disk is shown in Fig. 
21.29a. For convenience, ground-plane disks are usually less than several wave­
lengths in diameter, but because they do not duplicate the condition of an infinite 
ground plane, the antenna input impedance is a function of the ground-plane diameter. 

t 
-'/4 

(al (bl (C) lo'l 

(el (fl 

Fm. 21.29. Ground plane and sleeve antennas. 

The horizontal pattern of the antenna shown in the figure is omnidirectional, and 
the polarization is vertical. These antennas are conveniently fed from a coaxial 
transmission line. The vertical patterns for the antennas in Fig. 21.29a and b do not 
have maxima normal to the antenna but, because of the effect of the finite ground 
plane, the maxima are inclined upward. This elevation angle decreases with increas­
ing frequency. This characteristic is overcome by the construction of Fig. 21.29c 
in which the ground plane becomes a skirt or cone. If the apex angle of the skirt is 
adjusted properly, the maximum radiation will be normal to the vertical radiator. 
A further modification results in the "discone" antenna of Fig. 21.29e. This antenna 
maintains reasonably uniform characteristics over a 3: 1 frequency ratio and can be 
considered to change from a vertical radiator at the lowest frequency of operation to a 
conical horn at the highest frequency of operation. The dimensions shown in the 
figure are for the lowest frequency of operation. 

If the ground plane is folded back down along the coaxial line, the sleeve antennas 
of Fig. 21.29f and g result. The maximum radiation is in a direction normal to the 

1 A. G. Kandoian, Three New Antenna Types and Their Applications, Proc. IRE, 
February, 1946, pp. 70w-75w. A. S. Meier and W. P. Summers, Measured Impedance of 
Vertical Antennas over Finite Ground Planes, Proc. IRE, June, 1949, pp. 609-616. Kraus, 
op. cit., p. 420. 
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antenna axis. The thickened upper portion of Fig. 21.29g is one of several possible 
variations of the sleeve antenna giving broader bandwidth characteristics. 

21.2h. Helical Antennas. 1 Helical antennas are shown in Fig. 21.30. Helical 
antennas radiate in one of two general modes; the axial, or "beam," mode or the 
normal mode. The normal mode exists when the helix circumference is much smaller 
than one wavelength. The maximum intensity is normal to the helix axis as shown 
in Fig. 21.30a, and as the helix diameter becomes smaller and smaller, the pattern 
approaches that of a straight wire. This mode is elliptically polarized, in general, 
but can be made circularly polarized.2 In practice, this mode is limited by low radia­
tion resistance (and, consequently, low radiation efficiency) and narrow bandwidth. 
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(o') AXIAL MODE-LINEAR POLARIZATION 

Fm. 21.30. Helix antennas. 

The narrow bandwidth results from a requirement for current of uniform amplitude 
and phase which, in general, requires termination devices which cannot be broad­
banded in a simple manner. 

The axial mode most generally used in practice is one which occurs when the helix 
circumference is of the order of one wavelength. The maximum field intensity is 
along the helix axis, and the helix dimensions are relatively noncritical. The con­
figuration shown in Fig. 21.30b is convenient in practice in that it provides a ter­
mination to a coaxial feed line and gives a unidirectional pattern. The ground plane 
should be greater than X/2 in diameter. The configuration of Fig. 21.30c can be 
used when a bidirectional pattern is wanted. In general, helical antennas operating 
in the axial mode radiate with circular polarization, with the sense of the polarization 

1 This section is a brief adaptation from the excellent and complete discussion in Kraus, 
op. cit., pp. 173-214. Additional references are cited in this work. 

2 H. A. Wheeler, A. Helical Antenna for Circular Polarization, Proc. IRE, vol. 35, pp. 
1484-1488, December, 1947. 
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depending on the winding sense of the helix. The configurations of Fig. 21.30d 
each combine two halves of different winding senses to produce linearly polarized 
radiation. 

The pattern of a helical antenna using the axial radiation mode and designed for 
maximum directivity1 can be determined from Eq. (21.21). 

E(cf,) = sin (90°/n) (8!: 7/42
) (cos cf,) (21.21) 

where n = number of turns of helix 
cf, = angle measured from axis of helix 

The first factor of Eq. (21.21) normalizes the pattern to have a unity maximum 
amplitude. The second factor is the "array factor" and represents the contribution 
to the total pattern of the turns of the helix considered as an array of separate sources. 
The third factor is the pattern of a single-turn helix. 

The angle 1/t is given by Eq. (21.22). 

if; = 3600 [S(l - cos cf,) + _!_] (21.22) 
:>.. 2n 

where S = spacing between turns of helix 
The relationship between S, the circumference of the helix C, and the pitch angle, 
a is given by Eq. (21.23). 

s 
tana=c (21.23) 

For helix antennas in the axial mode, the circumference of the helix should be between 
a lower limit of 3>../4 and an upper limit of 4>../3 and a should be between 12 and 15°. 

The beam width of a helix antenna in 
the axial mode decreases inversely with 
the square root of the length of the helix 
in wavelengths. Equations (21.21) to 
(21.23) will be illustrated through the 
following example. 

Example 21.3 

Calculate the pattern of a seven-turn 
helical antenna with a spacing between 
turns of 0.25>.. and a circumference of 0.95>... 

Solution 

1. Determine if; from Eq. (21.22). 

t = 360°[0.25(1 - cos <1>) + H41 

2. Determine E(cp) from Eq. (21.21). 

E(q,) = (sin 12.8°) (8!~n 1:::) cos cf> 

This equation must be evaluated for 
various values of q, including the variation 
of I/; with cf>. 

This is shown in Fig. 21.31. 

180° 
Fm. 21.31. Helical antenna pattern from 
Example 21.3. 

21.3. Systems of Antennas-Antenna Arrays. Individual antennas are often com­
bined in such a way as to produce a composite radiation pattern possessing desirable 

1 See W. W. Hansen and J. R. Woodyard, A New Principle in Directional Antenna 
Design, Proc. I RE, vol. 26, pp. 333-345, March, 1938. 
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properties not achievable with a single antenna element. Such an assembly of 
radiating elements is called an array, and the elements are usually all identical and 

z 

equally spaced in a given direction from one 
another. 

The simplest sort of array is one made up 
of a number of radiating elements arranged 
on a straight line, a so-called linear array. 
Two- and three-dimensional arrays are also 
possible and consist of linear arrays extend­
ing in all three coordinate directions as in 
Fig. 21.32. The properties of such an 

x·---+--M~~-,i+-::--1--1---.--ix array can be determined by dividing it into 

y 

z 

three linear arrays extending in each of the 
three directions. The total array pattern is 
then given by the product of the patterns 
of the three arrays. In the succeeding dis­
cussion of arrays it is assumed that the 
spacings between radiators and the patterns 
of each radiator are such that mutual coup-
ling effects are negligible. 

Frn. 21.32. General array coordinates. 21.3a. Linear Arrays, Uniform Amplitude, 
and Phase Distribution. The normalized 

radiation pattern of a linear array of identical elements of equal amplitude and uniform 
phase distribution is given by Eq. (21.24) in conjunction with Eq. (21.25). 

E( ) = Eo(cp) sin (nif;/2) 
cf, n sin (if; /2) 

and 
21rD 

if;= Tcos¢+o 

where D = spacing between radiators 
>.. = wavelength in same units as D 
o = phase shift between successive radiators 

Eo(<f,) = pattern of individual radiators 
cp = angle measured from axis of array 
n = number of radiators 

(21.24) 

(21.25) 

The arrangement as given in Eqs. (21.24) and (21.25) is convenient since the first 
expression depends only on the number of radiators and can be tabulated inde­
pendently of the spacing or phasing of an array. Normalized array factor charts 
relating E(¢)/Eo(cf>) to if; for various values of n are shown in Fig. 21.33.1 Then, for a 
particular array it is only necessary to evaluate if; for each value of q,, and the cor­
responding values of E (cf,) can be read from the chart. 

The array pattern given in Eq. (21.24) has its maximum value of unity whenever 
if; = 0. It is possible, therefore, to choose the direction of maximum radiation for an 
array at any angle t/;o by setting if; = 0 in Eq. (21.25), substituting cf>o and choosing D 
and o to maintain the equality, i.e., 

(21.26) 

1 A more complete tabulation of Universal Pattern Charts is given in Kraus, op. cit., 
Appendix. 
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Fm. 21.33. Normalized array-factor chart for linear arrays. 

Determine the pattern of two identical isotropic radiators of equal amplitude and zero 
phase shift spaced X/4 apart. 

Solution 

In this case 

o = 0 

This pattern is plotted in Fig. 21.34a. 

(o) PATTERN FOR EXAMPLE 21.4 (/)) PATTERN FOR EXAMPLE 21.50 (C) PATTERN FOR EXAMPLE 21.5.0 

FIG. 21.34. Patterns of linear arrays. 
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Example 21.5 

Determine o so that maximum field occurs at (a) cJ, = 0° and (b) ct, = goo for four sources 
spaced 'A./2 apart. 

Solution 

From Eq. (21.26) for ct, = 0° 

o -11" cos 0° = -11" 

then YI = 11"(COS ct, - 1) 
E sin 2Y1 sin [211"(cos ct, - 1)] 

= 4 sin f = 4 sin [ i ( cos ct, - 1) ] 

This pattern is shown in Fig. 21.34b. 
For ct, = 90° 

0 -11" cos goo = 0 
YI = 11" cos ct, 

E 
sin (211" cos ct,) 

4 sin (~ cos cJ,) 
This pattern is plotted in Fig. 21.34c. 

Broadside Arrays. 
ments; that is, o = O. 

A broadside array is one with zero phase shift between ele­
The direction of maximum radiation is normal to the array. 
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FIG. 21.35. Beamwidth between nulls o-F broadside arrays as a function of the length of the 
array in wavelengths. 

An example is shown in Fig. 21.34c. The three-dimensional pattern is a figure of 
revolution about the axis of the array. The gain of a broadside array is approximately 
proportional to the length of the array in wavelengths. Figure 21.35 gives the main 
lobe beam width between nulls as a function of the array length in wavelengths. 
The half-power beam width is approximately one-half the first null beam width. 
The angular positions of nulls and minor-lobe maxima are given in Fig. 21.36 as a 
function of the array length in wavelengths. 
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Ordinary Endfire Arrays. This array is one in which there is a progressive phase 
shift between elements just equal to the electrical spacing. The radiation maximum 
is along the line of the array and for spacings less than >,./2 is unidirectional in the 
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Frn. 21.36. Angular positions of nulls and minor-lobe maxima as a -function of array length 
in wavelengths for broadside arrays. 

direction of lagging phase shift. For an endfire array, the expression for YI becomes 

21rD 
YI = T (cos</, - 1) (21.27) 

The beam width between nulls of an endfire array is given in Fig. 21.37 as a func­
tion of the array length in wavelengths. It can be seen that the beamwidth is 
greater than for a broadside array of the same length. Because of the omnidirectional 
properties of the broadside pattern, the power gains of endfire and broadside antennas 
of the same length are approximately equal. Figure 21.38 gives the angular positions 
of nulls and minor-lobe maxima as a function of the array length in wavelengths. 
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Increased-directivity Endfire Arrays. 1 Increased directivity can be obtained in an 
endfire array by increasing the phase shift between elements to a value equal to the 
electrical spacing between elements plus 1r /n where n is the number of elements. 

If the phase difference is increased without adjusting the spacing, the increased 
directivity may not be fully realized because of an increase in the width of the back-
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FIG. 21.37. Beamwidth between nulls as a 
function of the length of the array in 
wavelengths for endfire arrays. 

lobe pattern. This effect can be elimi­
nated if the spacing in wavelengths is 
made less than or equal to (n - l)/4n. 
For the increased-directivity endfire array, 
the value of VI is given by Eq. (21.28). 

21rD 1r 
VI = - (cos cf> - 1) - -

X n 
(21.28) 

The gain of an increased-directivity end­
fire array can be improved by almost 2: 1 
over an ordinary endfire array. Figure 
21.39 gives the beam width between nulls 
of increased-directivity endfire arrays as 
a function of array length in wavelengths. 
Figure 21.40 gives the angular positions of 
nulls and maxima as a function of the 
array length in wavelengths . 

Minor-lobe Amplitudes. The first three 
minor lobes of uniformly illuminated 
broadside and endfire arrays are less than 
the main-lobe field intensity by approxi­
mately 13, 18, and 20 db, respectively. 
Somewhat greater side-lobe levels will be 
obtained with increased-directivity endfire 
arrays. 

21.3b. Linear Arrays-Nonuniform Amplitude Distribution. Linear arrays can 
be designed with a nonuniform amplitude distribution, a nonuniform phase shift 
between elements, or both, to obtain improved pattern characteristics over uniform 
linear arrays. An important special case is a broadside array with nonuniform ampli­
tude distribution. Changes which can be effected by varying the amplitude of each 
radiating element are an increase or decrease in the gain and main-lobe directivity, 
an increase or decrease in side-lobe level, and equalization of the level of all side lobes. 
Any particular design involves a compromise between these factors. In general, a 
narrow main-lobe beam width will be achieved at the expense of increased side-lobe 
amplitudes. An amplitude distribution that has a maximum in the center of the 
array and is reduced (tapered) in amplitude at each end of the array will, in general, 
produce a slightly wider main lobe with reduced side-lobe amplitudes. Conversely, 
an amplitude distribution with a minimum at the center and increased amplitudes 
at the ends of the array will produce a narrow main-lobe beam width and increased 
side-lobe amplitudes. The amplitude distributions shown in Fig. 21.41 have the 
following characteristics. 

Gabled Distribution. This is shown in Fig. 21.41a. Gabled distribution has the 
advantages of providing a relatively simple calculation of the individual element 
amplitudes and a means of controlling beam width and side-lobe level by adjusting 

1 Hansen and Woodyard, loc. cit. 
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the slope of the linear taper. A reasonable compromise between beam width and 
side-lobe level is obtained by tapering the amplitudes so that the end elements are 
10 db below the peak amplitude. 

Binomial or Gaussian Distribution. The binomial distribution is shown in Fig. 
21.41b. The element amplitudes are proportional to the coefficients of a binomial 
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Fm. 21.38. Angular positions of nulls and maxima as a function of array length in wave­
lengths for endfire arrays. 

series in which the number of terms is equal to the number of elements. The binomial 
coefficients are given below in the form of Pascal's triangle in which each term is the 
sum of the two adjacent terms in the row above it. Thus for a five-source array the 
element amplitudes will vary as 1, 4, 6, 4, 1 from one end to the other. This dis­
tribution produces no side lobes for element spacings less than X/2. The penalty 
is an increase in the beam width by approximately 30 per cent and a corresponding 
decrease in gain over the uniform-amplitude case for a long array. 
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1 
1 1 

1 2 1 
1 3 3 1 

1 4 6 4 1 
1 5 10 10 5 1 

1 6 15 20 15 6 1 
1 7 21 35 35 21 7 1 

1 8 28 56 70 56 28 8 1 
1 9 36 84 126 126 84 36 9 1 

Pascal's Triangle 

Cosine Distribution. The cosine distribution of Fig. 21.41c is similar in effect and 
application to the tapered illumination. The amplitudes of the end elements can 
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be established at any two symmetrical 
points and do not necessarily have to be 
at the ends of the cosine curve. This 
distribution will produce slightly wider 
beam widths and lower side lobes"than the 
linearly tapered distribution for the same 
peak amplitude. 

Dolph-Tschebyscheff Dis tr i bu t i o n. 1 

This distribution provides an optimum 
compromise between beam width and 
side-lobe level. It will provide the low­
est side lobes for a given beam width or 
the narrowest beam width for a given 
side-lobe level. All side lobes will have 
uniform amplitudes. The binomial dis­
tribution is actually a limiting case of a 
Dolph-Tschebyscheff distribution where 
the ratio between main-lobe and ·side-lobe 
levels becomes infinite. The other limit­
ing case is one in which only the end 
elements of the array are excited and all 
lobes have the same amplitude. Uniform 
amplitude distributions are not a special 
case in this group. 

Fm. 21.39. Beamwidth between nulls as a 
function of array length in wavelengths for 
increased-directivity endfire arrays. A practical difficulty associated with 

the use of Dolph-Tschebyscheff distribu­
tions is the difficulty of adjustment of the excitation of the individual radiators when 
a large number of radiating elements are required. 

21.3c. Parasitic Antennas.2 Parasitic antennas are shown in Fig. 21.42. A 
parasitic antenna is coupled to a driven antenna by the mutual impedance between 
the two antennas. A voltage induced in the parasitic element by the current in the 

1 C. L. Dolph, A Current Distribution for Broadside Arrays Which Optimizes the 
Relationship between Beamwidth and Side Lobe Level, Proc. IRE, vol. 34, pp. 335-384, 
June, 1946. H.J. Riblett, Discussion on Dolph's Paper, Proc. IRE, vol. 35, pp. 489-492, 
May, 1947. Domenick Barbiere, A Method for Calculating the Current Distribution of 
Tschebyscheff Arrays, Proc. IRE, vol. 40, pp. 78-82, January, 1952. Kraus, op. cu., 
pp. 93-110. 

2 G. H. Brown, Directional Antennas, Proc. IRE, vol. 25, pp. 78-145, January, 1937. 
t>. S. Carter, "Circuit Relations in Radiating Systems, Proc. IRE, vol. 20, p. 1004, June, 
1932. 
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driven antenna will cause a current to flow in the parasite. This current will produce 
a radiation field which will combine with the radiation field of the driven antenna. 
The resultant pattern of such an array will usually have increased directivity over 
the pattern of the driven antenna, depending upon the spacing between the driven 
and parasitic elements and the dimensions of the parasite. Parasitic arrays are 
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Fm. 21.40. Angular positions of nulls and maxima as a function of array length in wave­
lengths for increased directivity arrays. 
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FIG. 21.41. Linear array amplitude distributions. 

usually designed with close spacing between elements. The directive properties 
of a particular parasite and driven antenna combination are determined by the relative 
phase and magnitude of the driven and induced currents. Specifically, for close 
spacings, if the phase of the current in the parasite lags the phase of the current in 
the driven antenna, the direction of maximum radiation will be in the direction from 
the driven element toward the parasite and the parasite is called a director. If the 
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phase of the current in the parasite leads the phase of the current in the driven 
antenna, the direction of maximum radiation will be in the direction from the parasitic 
element toward the driven element and the parasite is called a reflector. Combina­
tions of reflectors and directors to further increase the directivity are also possible. 
These arrangements of elements are shown in Fig. 21.42. The Yagi1 antenna shown 
in Fig. 21.42b has the disadvantage of narrow effective bandwidth, but it provides a 
simple method of achieving considerable improvement in directivity. Only one 
reflecting element is necessary because the residual field behind the reflector is usually 
quite small. 

(OJ DRIVEN ANTENNA AND PARASITE 

(THE DRIVEN ELEMENT IS SHAOEO) 

YAGI 

(b)REFLECTOR AND DIRECTOR ANTENNAS 

Frn. -·12.42. Parasitic antennas. 

The equations describing the relationships between one driven and one parasitic 
element are as follows: 

V1 = l1Z11 + l2Z12 
0 = l1Z12 + l2Z22 

where V1 = voltage at center of driven antenna 
11, 12 = currents in driven and parasitic antennas, respectively 

Z11, Z22 = self-impedances of driven and parasitic antennas, respectively 

(21.29) 

and Z12 = Z21 is the mutual impedance between the two antennas. From Eq. (21.29), 
the current 12 is related to 11 and the antenna impedances by 

I Z12 
2 = -l1-

Z22 

or 12 = 11 \ ;:: \ /1r + 812 - 822 

where 812 = phase angle of Z 12 

822 = phase angle of Z 22 

The array expression of one driven and one parasitic antenna is given by 

[ I 
Z 12 I / 21rd ] E(cJ>) = kl1 _ 1 + z

22 
1r + 812 - 822 - x cos cJ> 

where d = spacing between radiators 

(21.30) 

(21.31) 

(21.32) 

cf, = angle in plane of radiators measured from line connecting centers of 
radiators 

k = an amplitude constant 

1 H. Yagi, Beam Transmission of Ultra Short Waves, Proc. IRE, vol. 16, pp. 715-740, 
June, 1928. 
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The total pattern will be the pattern as determined from Eq. (21.32) multiplied 

by the pattern of the X./2 driven antenna. 
It can be seen from this equation that the design of parasitic antenna systems 

reduces to the determination of the self and mutual impedances of the radiating ele­
ments. Figure 21.43 gives the magnitude and phase angle of the mutual impedance1 

between parallel parasitic and driven an­
tennas. The self-impedance of an antenna 
approximately )../2 in over-all length can be j 

80 approximated by Eq. (21.33). 

100 

Z22 = 73 + j73 tan 022 (21.33) 

where 022 = the phase angle of the imped-
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the antenna is increased. In general, for 
lengths less than )../2, the reactance is nega- Frn. 21.43. Mutual impedance between 

driven and parasitic antennas. 
tive; for lengths greater than )../2, the react-
ance is positive. The self-impedance of antennas has been investigated by many 
workers. 2 In a practical application the secondary effects of mutual coupling 
are difficult to evaluate, especially when more than two elements are used in the array. 
Consequently the final adjustment of antenna lengths is often made experimentally. 

Representative values of self-reactance for antennas near one-half wavelength (i.e., 
73 tan 022 ohms) are tabulated below: 

TABLE 21.1. SELF-REACTANCE OF CYLINDRICAL ANTENNA, IN OHMS 

X/2 + 5% )../2 - 5% )../2 + 10% )../2 - 10% 

l/r = 400 +40 +3 +60 -15 
l/r = 2,000 +50 -3 +75 -30 
l/r = 20,000 +62 -12 +95 -45 

l/r = length-over-radius ratio. 

Representative array factors 3 of one driven and one parasitic antenna are shown 
in Fig. 21.44. An examination of these array factors will reveal that a parasitic 
element will act as a director, when (1r + 012 - 022) is between O and -180°. A 
parasite is a reflector when this difference is between O and + 180°. A director is 
usually spaced approximately 0.2).. from the driven element. 

· 1 Figure 21.43 represents a simplification of the problem adequate for preliminary design 
calculations. For a detailed discussion of the subject, the reader is referred to the source 
references Brown, op. cit., and Carter, op. cit. In addition, very readable discussions are 
given in: Kraus, op. cit., chap. 10. E. C. Jordan, "Electromagnetic Waves and Radiation 
System," chap.13, Prentice-Hall, Inc., Englewood Cliffs, N.J., 1950. F. E. Terman," Radio 
Engineers' Handbook," sec. 11, McGraw-Hill Book Company, Inc., New York, 1943. Addi­
tional literature references tabulating the results of considerable experimental data are: 
Ronald King, Self and Mutual Impedances of Parallel Identical Antennas, Proc. IRE, vol. 40, 
pp. 981-988, August, 1952. C. T. Tai, Coupled Antennas, Proc. IRE, vol. 36, pp. 487-500, 
April, 1948. 

2 See the footnote concerning mutual impedance, p. 16-16. 
3 After Brown, op. cit. 
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The impedance of the driven antenna is lowered by parasitic elements. A folded 
dipole 1 can be used as the driven element to increase the input resistance of the 
antenna. 

The gain of a parasitic array depends upon the number of elements in the array 
and their spacing. With one reflector or director spaced so as to obtain maximum 
gain, values of approximately 5 db over a t./2 antenna will be obtained. A three­
element array with one director and one reflector properly spaced will yield a maxi­
mum gain of over 7 db compared to a t./2 antenna. A four-element array consisting 

PHASE AN6LE Or 
PARASITE SELF 
INPEOANCE 

z=a t). 

l=Qf5). 

l=Q2J 

{)RIVEN 
ANTENNA PARASITE 

e--t~ 

~e:t~~$$$ ------..-Fm. 21.44. Representative array factors of a driven antenna with one parasite. 

of a reflector and two directors properly spaced will yield a maximum gain of over 
9 db compared to a t./2 antenna. 

Example 21.6 

Determine the array factor of an antenna system composed of a driven )-../2 antenna 
and a parasitic director spaced 0.1 A from the driven antenna. The length of the parasitic 
antenna is shorter than the resonant length so that the phase angle of the self-impedance 
of the director is - 20°. 

Solution 

1. Determine the ratio of the mutual and self-impedances. 
From Fig. 21.43 

From Eq. (21.33) 

Therefore, 

Z12 = 69/+15° 

Z22 = 73 + j73 tan ( -20°) 
= 73 - j73 X 0.364 
= 73 - j26.6 = 77.7 / -20° 

Zu = , ~ , /180 + 15° + 20° 
Z22 77.7 

= 0.89/215° 

2. Determine the array factor from Eq. (21.32) assuming unity current in the driven 
antenna. 

E(ct,) = k[l + 0.89/215° - 36° cos ct,] 

1 See Sec. 21.2g. 
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The array factor is shown in Fig. 21-45. It must be multiplied by the pattern of the 7\/2 
driven element to obtain the over-all pattern. 

21.3d. Omnidirectional Arrays. For many applications, it is important to provide 
an antenna pattern that is uniform for all horizontal angles. The over-all antenna 
gain under these conditions will usually have an undesirably low value unless radiators 
are stacked vertically to provide directivity in the vertical plane. Many of the basic 
radiators discussed in Sec. 21.2, such as loops, dipoles, or sleeve antennas possessing 
axial symmetry, can be arranged in a vertical array for this purpose. Several con­
venient configurations1 not previously discussed are shown in Fig. 21.46. The turn­
stile2 antenna shown in Fig. 21.46a consists of two half-wavelength dipoles crossed 
at 90° and excited in phase quadrature. For example, terminals 1-1 would lead or 
lag terminals 2-2 in phase by 90°. Assuming equal amplitudes of excitation, the 

OH/VEN 
ELEMENT 

90° 

270° 

FIG. 21.45. Array factor for Example 21.6. 
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(C) TRIPOt.E 

(d) SLOT ARRAY 

FIG. 21.46. Omnidirectional antennas. 

horizontal pattern for this arrangement is approximately circular. Turnstiles are 
usually stacked with }../2 spacing and fed inphase. The superturnstile is used to 
increase the bandwidth over which it is possible to maintain a low standing wave ratio. 
The "dipoles" consist of vertical fins or wire structures. The fin length is usually 
less than 3 / 4}.., and the vertical separation is approximately one wavelength. The 
"tripole" radiator shown in Fig. 21.46c is a means of obtaining axial symmetry at 
microwave frequencies. The phase of the excitation reverses each }../2 in the feed 
line. In order to have the tripoles radiate in phase, the phase of successive tripoles 
in the vertical array must be reversed by reversing the side connected to the coupling 
probe, e.g., sides b could be connected to the probes on alternate tripoles. Thus 
with a vertical spacing of }../2 and alternate tripoles fed in opposite phase, it is possible 
to achieve a vertical broadside array. A slot version of a microwave omnidirectional 
radiator is shown in Fig. 21.46d. The phase is reversed in adjacent vertical rings 

1 For a discussion of microwave omnidirectional arrays, see S. Silver (ed.), "Microwave 
Antenna Theory and Design," chap. 9, McGraw-Hill Book Company, Inc., New York, 
1949. 

2 For a discussion of omnidirectional systems applicable to lower frequencies, see: 
Terman, op. cit., pp. 815-818, or E. A. Laport, "Radio Antenna Engineering," McGraw­
Hill Book Company, Inc., New York, 1952. George H. Brown, The Turnstile Antenna, 
Electronics, vol. 9, p. 15, April, 1936. R. W. Masters, The Super Turnstile Antenna, 
Broadcast News, January, 1946, p. 42. 



21-38 ELECTRONIC DESIGNERS' HANDBOOK 

by reversing the position of the coupling pins. The polarization of the tripole and 
slot arrays is horizontal. 

21.4. Microwave Radiators. Microwave antennas form an important segment 
of the antenna field because of their wide range of application and the diversifica­
tion of techniques which can be employed. The following paragraphs describe the 
most generally useful microwave radiating elements. Where high gain and narrow 
or specialized beam shapes are not a requirement, these basic radiators will often 
provide the necessary characteristics for the complete antenna system. If high 
gain and narrow or specialized beam shapes are required, arrays of microwave radia­
tors as discussed in Sec. 21.3, or systems using reflectors or lenses as discussed in 
Sec. 21.5, can be used. 

21.4a. Microwave Dipoles. Several forms of microwave dipoles are shown in Fig. 
21.47. The balanced-line dipole of Fig. 21.47a is used with a two-wire balanced 

(a)BALANCED LINE 
DIPOLE 

~/4 CJfOKE SECTION 
~~GAP 
----~,~ - ) 
.,_ __ ===-,' 

(b)COAXlAL SLEEVE DIPOLE 

~ 
~ 

transmission line and, consequently, is 
not useful where waveguide or coaxial 
transmission lines are employed. It has 
the advantage, however, of equal excita­
tion of each wing of the dipole resulting 
in a symmetrical pattern. If the dipole 
length is small with respect to a wave­
length, the pattern is given by Eq. (21.14) 
in Sec. 21.2. If the dipole is not "small," 
Eq. (21.17) must be used. 1 The pattern 
in a plane normal to the dipole axis is 

(C)OPEN END DIPOLe (d) STUB SUPPORTED. DIPOLE omnidirectional. 

(e)SLOT FED DIPOLE 

~ 
~ 

(f)STUB SUPPORTED 
SLOT FED DIPOLE' 

WAVEGUIDE ~c· n O ~ ~ 
~,;;;;::!YJ 

(g)DOUBLE DIPOLES 
(/])DIPOLE DISKS 

Fm. 21.47."Microwave dipoles. 

The coaxial sleeve dipole shown in Fig. 
21.47b is a coaxial version of the center­
fed dipole. The upper half is an exten­
sion of the inner conductor and is usually 
;\,/4 long. This stub is sometimes in­
creased in thickness as shown by the 
dotted lines to improve the bandwidth. 
The lower portion is a sleeve formed by 
folding back the outer conductor of the 
coaxial line. It is also usually equal to 
or slightly less than ;\,/4. The radiation 
pattern is affected by the stub length, 
sleeve length, and the gap between the 

~leeve and the coaxial line. The symmetry of the pattern is improved by adding 
a second ;\,/4 choke separated from the sleeve by }../8 as shown by the dotted lines. 
The direction of maximum radiation is normal to the axis of the coaxial line. 

A coaxial dipole with the direction of maximum radiation along the axis of the 
coaxial line is shown in Fig. 21.47c. The currents in each wing of this open-end dipole 
are unbalanced, the greater current being in the wing attached to the inner conductor. 
This produces a "squint" in the pattern, or displacement of the maximum intensity 
several degrees toward the side of the wing with the greater current. The over-all 
pattern distortion ca:used by leakage currents down the outside of the coaxial line 
can be reduced by placing a ;\,/4 choke around the outer conductor. 

The stub-supported dipole shown in Fig. 21.47d gives improved mechanical support 
over the open-end dipole. The stub is approximately ;\,/4 long and is short-circuited 

1 For example, the half-power beam width of a ;\./2 dipole is 78° compared to 90° for a 
vei:-y short dipole. 
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at the end. This further decreases the excitation of the wing attached to the outer 
conductor, however, and consequently increases the squint of the pattern. 

The slot-fed dipole of Fig. 21.47e achieves a more equal excitation of the dipole 
wings. Both wings are fastened to the outer conductor; however, the inner and 
outer conductors are short-circuited on the side of one of the wings. The slot will 
also decouple the dipole from the outer conductor of the line, eliminating the need 
for a choke. The slot length is approximately A/4 but is adjusted to compensate for 
mismatches with the particular dipole and line dimensions used. 

The stub-supported slot-fed dipole shown in Fig. 21.47f can also be used with the 
same mechanical advantage as before. The total slot length is approximately X/2. 
In general, the addition of a stub support will lower the power-handling capacity of a 
dipole radiator. 

The double dipole shown in Fig. 21.47g can be regarded as a primary and parasitic 
radiation 1 system. It is used to obtain greater gain and directivity over a single 
dipole. A spacing of X/8 between dipoles and a corresponding parasitic length 
slightly greater than the primary dipole length are customarily used. The com­
bination has an effective center of radiation between the primary and parasitic dipole. 
In the waveguide case, the pattern will be affected by the waveguide taper which is 
used to improve the bandwidth and by the dimension and insertion depth of the 
plate supporting the dipoles. 

The dipole-disk antenna shown in Fig. 21.47h utilizes a metallic disk spaced X/4 
behind the dipole to provide an image antenna, increasing the directivity as in the double­
dipole systems. The theoretical pattern of such a combination can be determined 
by the method of images;2 because of losses, however, the effective center of radiation 
of such a system is between the dipole and the disk. 

When dipole antenna systems are used to feed a reflector system, the dimensions 
of the feed must be minimized to avoid distortion of the secondary pattern. Accord­
ingly, dipole-disk and other feed systems are often made with less than the normal 
X/2 aperture at some sacrifice in gain and pattern characteristics. 

Effect of Dipole Shape. An improvement in bandwidth can be achieved in dipole 
systems by decreasing the length over diameter ratio l/ D for the dipole. In practice, 
stubby cylindrical conductors rounded at the ends are used for the dipole wings 
instead of thin cylindrical conductors. In general the variation in input impedance 
with frequency decreases as the ratio of dipole length to diameter is decreased. 

21.4b. Slot Radiators.3 A slot cut in a waveguide or coaxial line can be either a 
radiating or a nonradiating element, depending upon its orientation with respect 
to the fields or currents within the transmission line. A slot cut parallel to lines of 
current flow will be nonradiating and can be used as a device to make measurements 
within the transmission line. A slot cut so as to intersect lines of current flow will 
couple power from the transmission line and will radiate the coupled power. The 
amount of coupling depends upon the length of the slot, the sine of the angle between 
the slot axis and the lines of current flow, and the current density intersected by the 
slot. The polarization of the radiation from a slot is such that the electric field is 
normal to the long dimension of the slot. 

The width of slot radiators is small compared to the length. In cases where the 
slot length can be made X/2, the radiator has characteristics similar to a dipole. 
Figure 21.48 shows representative slots in rectangular waveguides and coaxial lines. 
The dotted lines illustrate approximate directions of current flow for the TE10 mode 

1 See Sec. 21.3c. 
2 See Sec. 21. lg. 
a For examples of the design of slot antennas see Radio Research Laboratory Staff, 

"Very High Frequency Techniques," vol. I, chap. 7, McGraw-Hill Book Company, Inc., 
New York, 1947. 
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in rectangular waveguide and the coaxial TEM mode. In this case, slots b, c, and i 
will be nonradiating; slots a, d, f, e, and j will radiate; and slots g, h, and k will vary 
in their radiating properties as a function of the tilt angle. 

Dumbbell-shaped slots are used to decrease the physical length required for reso­
nance. In cases where the slot must be filled with dielectric material for pressuriza­
tion, the resonant length will also be reduced. 

(a) RECTANGULAR WAVEGUIDE SLOT {b) COAXIAL LINE SLOT 

Frn. 21.48. Transmission-line slots. 

A nonradiating slot can be coupled into the transmission line by means of a probe 
placed adjacent to the slot. The probe distorts the lines of current flow so that the 
slot is excited. The amount of coupling will be a function of probe location and 
depth. Bent probes are used to excite transverse slots in the narrow wall of rec­
tangular waveguide. The phase of excitation can be reversed by reversing the side 
of the slot adjacent to the probe. By this means, linear broadside arrays are possible 

1

,--=-
0

----~ ..,------- with >-../2 slot radiators separated one-half . ~ I ~ a guide wavelength1 along the array . 
...._ ____ ___._ ._____,....__...,__,__-----1 This phase reversal can also be achieved 

(a) WIDE-SIDE PROBE­
FED SLOTS 

for slots in the wide side of a rectangular 
waveguide by staggering the slots on alter­
nate sides of the guide axis. This reversal 

( ~ § \\ IJ of phase for each adjacent slot is necessary 
because, although the slots must radiate in 

(bl NARROW-SIDE PROBE­
FED SLOTS 

(dl REVERSED INCLINED phase for a broadside array, the current (C) REVERSED PARALLEL 
SLOTS - WIDE-SIDE SLOTS - NARROW-SIDE direction is reversed in the waveguide each 

Frn. 21.49. Phase reversal techniques for >-../2 along the guide. Hence, the alterna­
slot radiators. tion of the probe location provides for the 
proper excitation of all slots. The phase of excitation of inclined slots in the narrow 
side of a rectangular waveguide can be reversed by reversing the tilt angle. These 
techniques are shown in Fig. 21.49. 

21.4c. Horn Radiators. A horn radiator consists of an· open section of waveguide 
suitably shaped to provide the desired beam width or illumination pattern. Horns 
are used instead of dipoles because of the convenience of coupling when waveguide 
transmission lines are involved, because of their greater power-handling capability, 
and because of the flexibility of control they afford over the radiation patterns in the 
electric and magnetic planes. Typical horn configurations are shown in Fig. 21.50. 
Sectoral horns are flared in only one dimension. The E-plane sectoral horn has the 
flare in the plane of the electric field for the dominant TE10 mode. The H-plane sec­
toral horn has the flare in the plane normal to the E-plane. The radiation pattern from 
a horn is determined by the amplitude and phase distribution over the aperture of the 
horn. The amplitude of the electric field is uniform in the direction of the electric field, 
and consequently, E-plane horns have a relatively constant aperture illumination. 
The amplitude of the electric field in the H-plane tapers sinusoidally toward zero at the 

1 Guide wavelength is longer than free-space wavelength. See Sec. 20.5. 
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edges of the horn, and consequently, H-plane horns have a cosine illumination over 
their aperture. In either case there is a nonuniform phase distribution over the 
aperture because the path length along the flared edge is longer than the path length 
to the aperture along the axis of the horn. Because of these effects, the beam width 
of the E-plane horn is slightly narrower than an H-plane horn with the equivalent 
aperture. The E-plane horn has a higher side lobe level and is somewhat more 
sensitive to frequency changes. The design of a horn radiator involves a com­
promise between the desirability of increasing the length for a given aperture to 
minimize the phase error and the physical convenience of a small horn. An optimum 
horn attempts this compromise by allowing a small phase error in order to produce 
the smallest beam width and side lobe level for a given length of horn. Approximate 

(O)E-PLANE SECTORAL (b)H-PLANE SECTORAL (C)PYRAMIDAL 

FIG. 21.50. Horn radiators. 

(o')CONICAL (e) TEM BICONICAL 
COAXIAL-FED 

expressions for the beam widths of horns with apertures at least several wavelengths 
long are as follows. 1 

1. Half-power beam width in degrees 
a. Optimum E-plane sectoral horn 

fJE = 56X (21.34) 
lE 

b. Optimum H-plane sectoral horn 

fJH = 67X 
lH 

2. Beam width between nulls in degrees 
a. Optimum E-plane sectoral horn 

f3E = 115X 
lE 

b. Optimum H-plane sectoral horn 

where X = free-space wavelength 

fJH = 172X 
lE 

(21.35) 

(21.36) 

(21.37) 

lE, Zn = lengths of E-plane and H-plane apertures, respectively, in units con­
sistent with X 

Once the aperture length has been determined for a given beam width, the horn 
length Land flare angle 8 or cf, can be obtained from the following. 2 

(2~Y - ~2 

L/X = 2~ (21.38) 

1 Radio Research Laboratory Staff, "Very High Frequency Techniques," vol. I, chap. 6. 
Kraus, op. cu., pp. 371-381. 

2 See Kraus, loc. cit. Also: W. L. Barrow and L. J. Chu, Theory of the Electromagnetic 
Horn, Proc. IRE, vol. 27, pp. 51-54, 1939. S. A. Shelkunoff, "Electromagnetic Waves," 
pp. 359--366, D. Van Nostrand Company Inc., Princeton, N.J., 1943. W. L. Barrow and 
F. M. Greene, Rectangular Hollow Pipe Radiators, Proc. IRE, vol. 26, p. 1498, 1938. For a 
tabulation of design information based upon a summary of experimental data see G. C. 
Southworth, "Principles and Applications of Waveguide Transmission," pp. 402-424, 
D. Van Nostrand Company, Inc., Princeton, N.J., 1950. 
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where l is lE or lH as applicable. 

0 - 2 -1 [ L/>.. ] or ef, - cos L />.. + 0 
(21.39) 

where o = maximum tolerable. path length difference in wavelengths; o = 0.25 for 
optimum E-plane sectoral horns and 0.40 for optimum H-plane sectoral 
horns 

O, q, = apex angles for E-plane and H-plane sectoral horns, respectively 
These relationships are summarized in Figs. 21.51 and 21.52. 
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Frn. 21.51. Design curves for optimum E-plane horns. 

The pyramidal horn of Fig. 21.50c is the result of combining the designs of E- and 
II-plane sectoral horns in a single aperture. The E- and H-plane patterns are essen­
tially the same as the patterns of sectoral horns with the same E- or H-plane aperture. 
Kraus1 gives the following expression for the gain of a horn: 

G = 7.5lElH 
>.,2 (21.40) 

The conical horn of Fig. 21.50d is an adaptation for a circular waveguide. The 
pattern for the dominant TE11 circular-waveguide mode is wider than an E-plane 
horn with an aperture equal to the diameter of the conical horn, but is narrower 
than the corresponding H-plane horn. T.he approximate relationships between apex 
angle, length, and aperture for an optimum conical horn is given by Eqs. (21.38) 
and (21.39) where o = 0.32. 

The biconical horn shown in Fig. 21.50e can be considered as a conical horn with 
an apex angle of 360° and has an omnidirectional pattern normal to the axis of the 
cones. 

Example 21. 7 

Determine the dimensions oi two sectoral horn radiators one of which will have an 
E-plane beam width of 15° and the other an H-plane beam width of 15° when fed from a 
rectangular waveguide. 

Solution 

1. From Fig. 21.51, a horn aperture of 3.7>.. is required to provide a half-power beam 
width of 15° in the E plane. From the same figure, a horn length of 6.8>.. and a corre­
sponding apex angle of 30° are required. 

2. From Fig. 21.52, a horn aperture of 4.5>.. is required to provide a half-power beam 
width of 15° in the H plane. From the same figure, a horn length of 6).. and a correspond­
ing apex angle of 41 ° are required. 

1 Op. cit., p. 380. 
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Note that it is not possible to combine these two optimum sectoral horns into a 

pyramidal horn. Optimum pyramidal horns are possible, however, and are dis­
cussed in Southworth.1 

21.4d. Dielectric Rod Antenna.2 A dielectric rod will act as a waveguide, containing 
most of the signal energy within the dielectric material if the rod diameter or cross 
section is sufficiently large. As the rod is tapered in thickness, appreciable energy 
is radiated from the sides of the rod. The transition between the radiating and 
nonradiating condition depends upon the dielectric material, but for materials such 
as polystyrene (Er = 2.5) the power outside a circular dielectric is greater than the 
power inside the dielectric for diameters less than A/2. Dielectric rods act as end­
fire antennas and are useful in that they occupy less area than a horn of equivalent 
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FIG. 21.52. Design curves for optimum H-plane horns. 

beam width although there is the possibility of cross coupling between fields of adjacent 
rods if the spacing is too close. The directivity of a dielectric rod antenna is roughly 
proportional to its length. 

21.6. Reflector Systems and Lenses. In general, any highly directive microwave 
antenna system will consist of a radiating element "illuminating" a reflector or 
lens. "Pencil" beams and other special-purpose beam shapes can be produced in 
this manner. The problem of designing such an antenna system is divided into the 
following parts: 

1. Specification, or determination of the over-all (secondary) antenna pattern. 
2. Determination of the aperture illumination required to produce this secondary 

pattern. 
3. Determination of the primary pattern which, together with the reflector or 

lens, will produce the necessary aperture illumination. 
The particular radiation element used to illuminate the reflector can be a dipole 

system, horn system, series of slot radiators, or an array3 composed of many of these 
individual elements. The reflector can be cylindrical, paraboloidal, or of complex 
shape. There is often no unique solution to a given problem, it being a matter of 
the designer's choice and experience to select a practical combination. 4 

21.5a. Parabolic and Cylindrical Reflectors. 5 The parabola shown in Fig. 21.53a 
has the useful property that energy radiating from a point source at the focus F 

1 op. cit., p. 412. 
2 See G. E. Mueller and W. A. Tyrrell, Polyrod Antennas, Bell Telephone System Tech. J., 

vol. 26, pp. 837-851, October, 1947. 
3 See Sec. 21.3. 
4 See Sec. 21.li and references thereto. 
5 See H. T. Friis and W. D. Lewis, Radar Antennas, Bell Telephone System Tech. J., 

vol. 26, pp. 219-317, April, 1947, and S. Silver, op. cit. 
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of the parabola will be reflected as a plane wavefront, in phase over the aperture, 
forming a pattern with high directivity along the axis of the parabola. Conversely, 
incident energy intercepted by the aperture of the parabola will be reflected so as to 
concentrate at the focal point. This property makes parabolic reflectors useful in 
the formation of narrow-beam antenna patterns. As the geometrical properties 
of the reflecting surface do not depend upon the frequency, such reflectors are very 

(O) (bl (Cl <di 
Frn. 21.53. Reflector shapes. 

broadband devices assuming the aperture is large compared to the wavelength. The 
beam width will change with frequency, however, in accordance with Eq. (21.41) 
for a circular parabola. 

58>. 
/3 = k D deg 

where {3 = beam width between half power points 
>. = wavelength 

D = diameter of aperture in units consistent with >. 

(21.41) 

k = a factor that depends upon uniformity of illumination of the parabola by 
the feed; k = unity for perfectly uniform illumination and about 1.25 
for illumination tapered down about 10 db at edges of reflector 

The gain over a >./2 dipole of a large uniformly illuminated circular parabolic 
reflector is 

(21.42) 

The angle 8 subtended by the reflector surface from the focal point Fis given by 

8 = 2 tan-1:;, radians (21.43) 

where D = diameter of parabola as shown in Fig. 21.53a in consistent units with F 
One of the practical difficulties encountered in the use of parabolic reflectors is the 

necessity of close tolerances on the shape of the reflector surface to preserve uniform 
phase across the aperture. Other problems arise in connection with the location of 
the feed. These include the shadowing effect of the feed, reflections from the center 
of the parabola back into the feed, and the difficulty of proper illumination of the 
edges of the parabola by a feed located at the focal point. Horns or coaxial-fed 
dipoles with reflecting plates presenting direct radiation along the parabolic axis are 
usually used.1 

The offset feed shown in Fig. 21.53b illuminating a portion of the parabolic surface 
is helpful in eliminating feed problems. The cut paraboloid shown in Fig. 21.53c is 
useful where directivity is required in only one plane. 

If high directivity in one plane is required, the cylindrical parabolic reflector shown 
in Fig. 21.53d is used. This reflector is parabolic in a plane normal to the axis of the 

t C. C. Cutler, Parabolic Antenna Designs for Microwaves, Proc. IRE, vol. 37, pp. 1284-
1294, November, 1947. 
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cylinder, providing whatever directivity is desired in this plane, and is illuminated by 
an array1 of radiators along the axis of the cylinder, providing the normal directivity 
associated with long arrays. 

21.5b. Corner Reflectors.2 The reflectors shown in Fig. 21.54a are a simple means of 
increasing the directivity of a radiating system. The main lobe of the directional 
pattern can be determined by considering the equivalent image3 system of the reflect­
ing sheets as shown in Fig. 21.54a. Reflector angles less than 90° can be used; how­
ever, the increased number of images is offset by the decreased aperture for a given 

IMAGES FOR A 
90° REFLECTOR 

WIRE CORNER SOL ID DIHEDRAL TRIANGULAR TRIHEDRAL SQUARE TRIHEDRAL 

(a) 

O.f 0.2 0.3 0.4 0.5 
ANTENNA TO VERTEX SPACING 

IN WAVE LENGTHS 
(b) 

Fm. 21.54. Corner reflectors. (a) Types of reflectors; (b) corner reflector gain as a func1 

tion of antenna spacing for various corner angles (one ohm antenna loss resistance assumed). 

size of reflector. The two-sided, dihedral reflectors are used where directivity in 
only one plane is required. Power gains of over 10 db compared to a X/2 antenna are 
achievable as shown in Fig. 21.54b. The spacing between wires should be less than 
0.lX, and the wire length should be greater than 0.6X for the corner of Fig. 21.54a. 
The feed location for two-sided corners is noncritical. Spacings from the vertex of 
0.25X to 0.65X are commonly used. The bandwidth decreases, and the gain increases 
as the spacing is decreased. The length of the 90° corner should be a minimum of 
2S (see Fig. 21.54a). 

1 See Sec. 21.3. 
2 See S. D. Robertson, Targets for Microwave Radar Navigation, Bell Telephone SyBtem 

Tech. J., vol. 26, pp. 852-869, October, 1947. 
3 See See. 21.lo. 
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The trihedral reflectors shown in Fig. 21.54a have the property of reflecting an 
incident signal back toward the transmitting source. They are useful as artificial 
radar targets and in other applications where it is necessary to reflect a signal back 
toward the transmitter over a larger angle than is practical with a plane sheet reflector. 
The sides of trihedral corners should be a minimum of several wavelengths long. 
The effective aperture of the square corner is approximately equal to the projected 
area in the direction of the incident signal. The effective aperture of the triangular 
reflector is approximately 65 per cent of the square reflector. The allowable tolerance 
on the 90° angles between the reflecting surfaces is of the order of a few tenths of a 
degree for proper operation. 

21.5c. Lenses. 1 A microwave lens provides directivity by forming an equiphase 
wavefront over the aperture of the lens. This is accomplished by equalizing the 

\£NS FOCAL :0/NT 

i~ 
--..--L 

- ------ ---
(al DIELECTRIC LENS (.bl E- PLANE METAL LENS-UNZONED 

-(C) E- PLANE METAL LENS- ZONED (d) ARTIFICIAL DIELECTRIC LENSES 

(e) COMPLETE ZONED LENS 

Frn. 21.55. Lens configurations. 

travel times of "rays" emanating from the illuminating feed as they pass through the 
lens. The dielectric lens of Fig. 21.55a is directly analogous to optical lenses in that 
the transit time of the signal through the dielectric is multiplied by the index of 

'W. E. Koch, Metal-lens Antennas, Proc. IRE, vol. 34, pp. 828-836, November, 1946; 
Metallic Delay Lenses, Bell Telephone System Tech. J., vol. 27, pp. 58-82, January, 1948. 
J. R. Risser, "Microwave Antenna Theory and Design" edited by S. Silver, chap. 11, 
McGraw-Hill Book Company, Inc., New York, 1949. 
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refraction of the material. A hyperbolic surface described by Eq. (21.44) will equalize 
the delay times in the desired manner. 

where L = focal length of lens 

R = (n - l)L 
n cos O - 1 

R = distance from focal point to lens surface 
6 = angle from lens axis 

(21.44) 

n = index of refraction of lens material ( equal to ratio of velocity in air to 
velocity in dielectric) 

The E-plane metal-plate lens shown in Fig. 21.55b takes advantage of the fact 
that the phase velocity of electromagnetic energy through metallic plates parallel 
to the electric field is faster than in the unbounded medium. Consequently, the 
thickness of the lens increases as the pa.th length from the feed increases in order 
to equalize the transit times for all rays passing through the lens. The effective 
index of refraction of an E-plane lens is given by Eq. (21.45). 

(21.45) 

where X = wavelength in unbounded medium 
t = separation between plates in units consistent with X 

The index of refraction as defined by Eq. (21.45) will always be less than 1. The 
surface of the lens is ellipsoidal in accordance with Eq. (21.46). 

R == (1 - n)L 
1 - n cos O 

(21.46) 

Lenses of this type are frequency-sensitive because of the variation of the apparent 
index of refraction with frequency. This can be decreased approximately 2: 1 by 
"zoning," as shown in Fig. 21.55c. Zoning is affected by decreasing the path length 
through the lens by one wavelength whenever the lens thickness exceeds this amount. 
The minimum thickness of each zone step is given by 

X 
z=--

1-n (21.47) 

where X = wavelength in free space 
The length L of Eq. (21.46) is replaced by Lk given in Eq. (21.48) for zoned lenses. 

Lk = L + (k - l)z (21.48) 

where k = 1, 2, 3, etc., is the number of the zone, beginning with the first zone (k = 1, 
Lk = L) on the axis of the lens. 

The directivity and gain of lenses are comparable to parabolic reflectors of the 
same aperture. They do not have as close contour tolerances as reflectors. The 
thickness tolerance is comparable to the contour tolerance of reflectors, bu~ it is easier 
to control. Lenses are conveniently fed by horn radiators. 

A final form of lens construction uses an artificial "dielectric" formed by metallic 
spheres, rods, or strips as shown in Fig. 21.55d. 1 The effective "dielectric constant" 
of these particles has been determined by Koch. In general, the metallic particles 
are smaller than X/ 4 in a direction parallel to the electric field, and the separation 
is less than l'X. 

1 For further details on these metallic delay lenses see Koch, loc. cit. 
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Many of the problems encountered by the electronic designer are concerned with the 
transmission of signals or "waveforms" through electrical networks. Important 
considerations in these problems are the characteristics of the signals as a function of 
both time and frequency. This section discusses techniques useful in determining 
these characteristics. This information and similar data on the properties of the 
electrical network used for signal transmission are required to determine the distortion 
which will occur in the signal as it passes through the network. 

The analysis of waveforms which are recurrent, or which repeat at a fixed repetition 
frequency, is very similar in many respects to the analysis of nonrecurrent signals. 
In either case, it is often possible through the use of a few relatively uncomplicated 
analysis techniques to determine satisfactorily the characteristics of complex 
signals. The process can often be simplified by dividing the signal into simple com­
ponent parts and properly combining the known characteristics of these parts. 

22.1. Peak, Root-mean-square, and Average Values of Recurrent Waveforms. 
The analytical expressions relating the peak, root-mean-square, and average values of 
recurrent waveforms are given by 

Arms = [ ½ loT f(t) 2 dt Y2 
Aav = ½ ft f (t) dt 

C = Amax 

Arms 

F = Arms 

Aav 

where f(t) = recurrent function of time under analysis 
T = period of one cycle of the function 
t = variable, time 

Arms = root-mean-square (rms) value of f(t) 
Amax = peak or maximum value of f (t) 

Aav = average value of f (t) 
C = crest factor (also called peak or amplitude factor) 
F = form factor 

These quantities are illustrated for a sinusoid in Fig. 22.1. 

(22.1) 

(22.2) 

(22.3) 

(22.4) 

22.2. Effect of a Superimposed D-C Component. If a d-c component Ado is added 
to a waveform J(t), the effects upon the peak, rms and average values are as 
follows. 

The instantaneous value of the recurrent function f(t) is changed by direct algebraic 
addition of the instantaneous and d-c components, i.e., 

f'(t) = f(t) + Ado 

Therefore, the resultant peak value is given by 

A:ax = Amax + Ado 

22-2 

(22.5) 

(22.6) 
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The variation in f(t) (peak-to-peak difference) is unchanged by the superimposed 
term. 

The rms value Arms is modified as 
follows: 

, [il (T . ]~~ 
Arms = T Jo ff(t) + Adc]2 dt (22.7) 

The average value is increased or de­
creased by the superimposed term by 
direct algebraic addition. 

(22.8) 

22.3. Effect of Superposition of Wave-

ARMS 0.707 
AAv 0.636 

y 

forms. Many commonly encountered -AMAX 

waveforms can be regarded as being ------ T= t/f ----~ 

formed by the superposition of two or FIG. 22.1. Sinusoidal waveform. 
more of the waveforms shown in Table 
22.1. In this case, the average value of the composite waveform is the sum of 
the average values of the component waveforms where the amplitude of each is 
measured from its base. Therms value of the composite waveform is obtained by 
Eq. (22.1). 

f 

~ 
A11AK 

OIC--~'--.L.--.&--~'---f ~~d~_j 
FIG. 22.2 Asymmetrical trapezoidal wave 
for Example 22.1. 

or 

Example 22.2 

Example 22.1 

Calculate the rms value of the asymmetri­
cal trapezoidal wave shown in Fig. 22.2. This 
waveshape is defined by 

t 
YI =Amax~ for O < t < o 

Y2 = Amax for O < t < d + 8 
y = o for d + o < t < T 

Solution 

1. Evaluate Eq. (22.1) for this waveform: 

From the triangular waveform in Table 22.1, obtain therms and average values of the 
waveform shown in Fig. 22.3. 

Solution 

1. Evaluate the constants in Table 22.1 for the given waveform as follows: 

R = 0, S = T = 1/f 



TABLE 22.1. CHARACTERISTICS OF RECURRENT WAVEFORMS 
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2. Calculate Arms and Aav from the expressions given in Table 22.1. 

Arms = Amax ✓~ (R + S) 

= Amax ✓3~ 
Amax 

= V3 

Aav = Amax/ (Rt 8) 

FIG. 22.3. Saw-tooth waveform 
for Example 22.2. 

Example 22.3 

Amax 
=-2-

A 

1----~-~----~---t 
i..----r,--Tz r ___J 
Frn. 22.4. Composite waveform for 
Example 22.3. 

Calculate the average and rms values of the composite waveform in Fig. 22.4. 

Solution 

1. Determine the average value of the composite waveform. From the rule given in 
Sec. 22.3, the average value is equal to the sum of the average values of the two component 
rectangular waveforms. 

From Table 22.1, the average value is 

2. Determine the rms value of the composite waveform. 
From Eq. (22.1), therms value is 

22.4. Fo:urier Series. Any periodic waveform can be analyzed as a series of 
harmonics of the repetition frequency. These signals will have varying amplitudes 
and phases, the exact nature of the variations depending upon the configuration of 
the waveform. The peak amplitudes of these frequency components plotted as a 
function of frequency is known as the frequency spectrum of the signal. The separa­
tion of a periodic waveform into its frequency components is accomplished by applica-
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tion of the Fourier series. Thus, &ny periodic waveform can be expressed as follows: 

00 

e(t) = Bo + ,l (An sin nwt + Bn cos nwt) 

n-1 

where e(t) = periodic time function 

where w = 21r / 1' 

Bo = _l_ f +T/
2 

e(t) dt 
T -T/2 

= average or d"'.C value of waveform 

2 f T/2 Bn = -T e(t) cos nwt dt 
-T/2 

2 f 'l'/2 An = -T e(t) sin nwt dt 
-T/2 

(22.9) 

(22.10) 

(22.11) 

(22.12) 

If, at a given frequency, the sine and cosine harmonic components are combined, the 
result is 

A sin wt+ B cos wt= M'sin (wt+ i/t) 
· M = (A 2.+ B2)½ 

ift = tan-1 
(~) 

The signal e(t) can then be expressed as 

(22.13) 

e(t) = Bo + M1 sin (wt + "11) + · · · + Mn sin (nwt + "1n) + • • • (22.14) 

The Bo, M1, M2, ... , Mn coefficients are the amplitudes of successive harmonics 
comprising the Fourier amplitude spectrum of e(t). The phase angle 'Pn is the starting 
phase required of the nth harmonic· at 
t = 0. The presence of both sine and 
cosine terms in the expression for e(t) indi­
cates that the harmonic component& have 
different relative phase angles as well as 
different amplitudes. 

Any periodic function can be classified 
as an even function, an odd function, or 
the combination of an even and an odd 

y 

-----------1-.r -.r, +.r, 

function. Even functions are symmetrical (ol EVEN FUNCTION 

J' 

+.r, 

-x, 
+.r, .r 

(blODD FUNCTION 
with respect to the origin, for example, 
y = x2, x4, x-2, cos x, etc. Odd functions 

Frn. 22.6. Even and odd functions. 

are diametrical with respect to the origin, for example, y = x, x3, sin x, etc. Even and 
odd functions are illustrated in Fig. 22.5. An even function satisfies Eq. (22.15) 
whereas an odd function satisfies Eq. (22.16). 

f(t) = f( -t) 
f( -t) = -f(t) 

for an even func.tion 
for an ~odd function 

(22.15) 
(22.16) 

Periodic functions which do not satisfy either Eq. (22.15) or (22.16) can be expressed 
as.the sum of an even function c(t) and an odd.function s(t). 

e(t) = c(t) + s(t) (22.17) 
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For even functions, which contain only cosine terms, An = 0, tfn = 1r /2, Mn = Bn, 
and Eq. (22.9) reduces to 

c(t) = B 0 + B1 cos wt + B2 cos 2wt + · • · + Bn COS nwt (22.18) 

where_ w = 21rf 
f = fundamental (recurrence) frequency 

..--- For odd functions, which contain only sine terms, Bn = 0, t/;n = 0, Mn = An, and 
Eq. (22.9) reduces to 

s(t) = A 1 sin wt + A2 sin 2wt + · · · + An sin nwt (22.19) 

The starting phase of each harmonic component of an even or an odd function is the 
same. To shift the "phase" of a complex wave by fJ degrees, the phase of the funda­
mental is shifted 8 degrees, and each harmonic component is shifted nO degrees, where 
n is the order of the harmonic. 

The effects of harmonic content upon waveform symmetry are: 
1. An even function defined by Eq. (22.15) does not contain sine terms. 
2. An odd function defined by Eq. (22.16) does not contain cosine terms. 

3. If f(x) is such that f (x + }) = -f(x), where Tis the period, then f(x) con­

tains only odd harmonics. 

4. If f(x) is such that f (x + f) = f(x), where Tis the period, then f(x) contains 

only even harmonics. 
5. A square wave is an even or odd function containing only odd harmonics. 
6. A saw-tooth wave is an odd function containing only even harmonics. 
In general, a choice of the origin causing a funqtion to be either even or odd will 

simplify the harmonic analysis. The use of these rules will often save the attempted 
computation of harmonic amplitudes which are not present. 

22.5. Graphical Analysis. Engineering data are often available in graphical form. 
A harmonic analysis can be made from these data by the following procedure1 for 
periodic functions. 

1. Select one complete interval T of the graphical plot of the function. 
2. Divide the interval into k equal subintervals of width W. 
3. Determine the coefficients An of the sine terms in the equivalent Fourier series 

as follows: 

where A,. = peak amplitude of nth harmonic 
m = number of subinterval = 1, 2, 3, ... k 

am = amplitude of mth subinterval in. graphical plot of waveform 
8m = phase angle of mth subinterval at fundamental frequency 

21rm 
=T radians 

4. Determine the coefficients B,. of the cosine terms from 

m-k 

B,. ~ 2 l [ am co: nfJm J 
m=l 

(22.20) 

(22.21) 

1 See, for example, pp. 82-87, "Mathematics of Modern Engineering" vol. 1, by R. E. 
Dogherty and E. G. Keller, John Wiley & Sons, Inc,, New York, 1936. 
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The accuracy of the analysis will increase as the number of intervals is increased. 

In particular, if the number of intervals is k, the highest harmonic n determined by 
this method should be less than k /2. 

This procedure is illustrated by the 2 
following example. 

Example 22.4 

Determine the amplitudes of the funda­
mental and the first significant harmonic 
contained in the waveform of Fig. 22.6. 

0 

-----r 

It can be seen that this is an even func­
tion about the y axis, and consequently 
only cosine terms need be evaluated. In 
addition, f[x + (T /2)] = -f(x), and conse­
quently only odd harmonics are present. 
The first significant harmonic is the third, 
and it is only necessary to divide the func­
tion into more than six intervals to obtain 

Frn. 22.6. Waveform for Example 22.4. 

the value of the 3rd harmonic. Select 10 intervals of 36° each. 

Solution 

1. Determine the amplitude of the fundamental. 

Ordinate m Amplitude a,,. Angle 9m Cos 9m am COS 9m Sin 9m CLn sin 9m 

1 +1 36° +0.809 +0.809 +o. 588 +0.588 
2 +1 72° +0.309 +0.309 +0.951 +0.951 
3 -1 108° -0.309 +0.309 +0.951 -0.951 
4 -1 144° -0.809 +0.809 +0.588 -0.588 
5 -1 180° -1.000 +1.000 0 0 
6 -1 216° -0.809 +0.809 -0. 588 +0.588 
7 -1 252° -0.309 +0.309 -0.951 +0.951 
8 +1 288° +0.309 +0.309 -0.951 -0.951 
9 +1 324° +0.809 +0.809 -0.588 -0.588 

10 +1 360° +1.000 +1.000 0 0 
2; = 6.472 2; = 0 

Therefore, A1 = 6·:i2 
X 2 = 1.294. 

2. To illustrate the absence of any 2nd harmonic, determine the 2nd-harmonic ampli­
tude. 

Ordinate m Amplitude am Angle 9m 29m Cos 29m am. cos 29m Sin 2(Jm Sin 28m 

1 +1 36° 72° +0.309 +0.309 +0.951 +o.951 
2 +1 72° 144° -0.809 -0.809 +0.588 +0.588 
3 -1 108° 216° -0.809 +0.809 -0.588 +0.588 
4 -1 144° 288° +0.309 -0.309 -0.951 +0.951 
5 -1 180° 360° +1.000 -1.000 0 0 
6 -1 216° 432° +0.309 -0.309 +0.951 -0. 951 
7 -1 252° 504° -0.809 +0.809 +o.588 -0.588 
8 +1 288° 576° -0.809 -0.809 -0.588 -0.588 
9 +1 324° 648° +0.309 +0.309 -0. 951 -0.951 

10 +1 360° 720° +1.000 +1.000 0 0 
:2: = 0 2; = 0 

Therefore, A 2 = 0. 
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3. Determine the amplitude of the 3rd harmonic. 

Ordinate m Amplitude am Angle 8m 38m COS 38m Um COS 38m 

1 +1 36° 108° -0.309 -0.309 
2 +1 72° 216° -0.809 -0.809 
3 -1 108° 324° +0.809 -0.809 
4 -1 144° 432° +0.309 -0.309 
5 -1 180° 540° -1. 000 +1. 000 
6 -1 216° 648° +0.309 -0.309 
7 -1 252° 756° +0.809 -0.809 
8 +1 288° 864° -0.809 -0.809 
9 +1 324° 972° -0.309 -0.309 

10 +1 360° 1080° +1.000 +1.000 
2; = -2.472 

2 X 2.472 
Therefore, Aa = 

10 
= 0.494. 

The minus sign indicates a 180° phase relationship between the 3rd harmonic and the 
fundamental. The exact amplitude of the fundamental is 4/ir = 1.272, and the exact 
amplitude of the 3rd harmonic is 4/3,r = 0.425. The accuracy of the graphical method of 
analysis increases as the number of intervals per cycle increases. 

22.6. Spectra of Periodic and Nonperiodic Signals. The amplitude and phase 
spectra of periodic and nonperiodic signll.ls can be obtained in a variety of ways. The 
Fourier series relationship given in Sec; .22.4 can be used directly to obtain the ampli­
tudes of the successive harmonic components in a periodic signal. The phase spectrum 
can also be determined from Fourier series relationships. It is often more convenient, 
however, to obtain an expression for the envelope of the amplitude and phase spectra. 
The amplitude or phase shift at any partismlar frequency can then be determined by 
finding the amplitude or phase spectrum envelope at that frequency. 

Spectra envelopes are obtainable by use of the Fourier integral or by Laplace 
transform analysis. 

22.6a. Fourier Integral. If the repetition frequency of a periodic signal is con­
tinuously decreased, the number of harmonic components in its spectrum will increase 
correspondingly until, when the limiting condition of a single nonrecurrent signal is 
reached, the spectrum will contain an infinite number of components spaced an 
infinitesimal distance apart and the spectrum· can be considered to be continuous. 
By this limiting process, the Fourier series expression becomes the Fourier integral 
expression: 

J(t) = J_,,_,,,_, A(w) cos wt dw + J _00

00 
B(w) sin wt dw 

This can be expressed more generally as 

J(t) = _!_ f 00

. F(w)eiwt dw 
21r - 00 

or F(w) = f _00

00 
J(t)e-iwt d,t 

(22.22) 

(22.23) 

(22.24) 

In these expressions J(t) is the expression for the time-amplitude characteristic of the 
signal and F(w) is the complex frequency spectrum. F(w) contains an amplitudP. 
function describing the relative amplitudes of the harmonic components and a phase 
function describing the starting phases of all the harmonic components. 
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If the shape of one. intervaj,of .~ periqdic wawform.is identical to the shape of a 

nonperiodic waveform,,th.e complex frequency spectra F(w) obtained by Eq. (22.24) 
for the non periodic waveform will be the envelope of the line spectra of the periodic 
waveform and will differ only in absolute 
amplitude. 

In using Eq. (22.24) to obtain spectra 
of various waveforms, the analytical ex­
pression for the waveform is substituted 
for f(t), dividing the integral into several 
segments if necessary. The expression is 
then integrated and, in general, will result 
in an algebraic expression containing real 
and imaginary terms. The amplitude 
spectrum is the absolute magnitude of 
the complex expression. The phase spec­
trum is given by the phase angle of the 
complex expression. The real part of 
F(w) gives the even part of f(t), while the 
imaginary part of F(w) gives the odd 
part of f(t). 

Equations (22.23) and (22.24) form a 
Fourier transform pair and complete 
tables1 of F(w) and f(t) are available for 
many useful functions. , Several func­
tions most useful in engineering applica­
tion are shown in Fig. 22.7. The use of 
this table can be extended by noting that 
f(t) and F(w) are interchangeable. For 

F(tv) 

f(t) 

UNIFORM SPECTRUM 

' +.4-.--,--

SIDE BANDS 

.4/21 .4/2 

I I 

f(f) 

F(tv) 

RECTANGULAR PULSE 

ctr 
-r/20+T/2 

IMPULSE 

UNIT STEP 

,41 

0 

SINUSOID 
A COS Wot 

_;:;:::-,,.........,,....,,.......,.,...,,.'-"', 

RAMP 

lLE=k 
0 

Fm. 22.7. Fourier integral relationships. 

sin wT /2 . 
example, the wT 12 value of F(w) correspondmg to a pulse f(t) means that a 

sin x/x function for f(t) will result in a square spectra F(w). 
Spectra for more complicatedf(t) can be obtained by using the functions in Fig. 22.7 

as building blocks. If a waveform can be constructed by the addition of several f (t), 
for example, fi(t) + J2(t) + fa(t), the spectrum of the resultant waveform is F1(w) + 
F 2(w) + F 3(w). A precaution should be observed in the use of this rule, however, 
in that the transform pairs listed in Fig. 22. 7" are for the particular time references 
shown. If fi(t), f2(t), and fa(t) do not have the indicated time references with respect 
to t = 0, but are shifted in time amounts Ti, T2, and Ta, respectively, then their 
respective transforms as given in the table must be multiplied by e-iwT where T is 
the delay interval, that is, F1(w) must be multiplied by e-iwT1, F2(w) must be mul­
tiplied by e-fwT2, and Fa(w) must be multiplied by e-iwTa before addition. This 
procedure is illustrated in Fig. 22.8. 

22.6b. Spectrum Analysis by Laplace Transform Analysis. An equivalent but 
sometimes easier method of determining the spectrum of a function is the use of 
Laplace transform analysis. 2 The method is identical to that described for the Fourier 
integral method except the F(w) values are obtained from a table of Laplace trans­
form pairs. There is the additional restriction, however,. that the. function must be 
zero for all values of time less than zero. Mter obtaining the Laplace transform F(s) 
of the original function f(t), the substitution s = jw is made, and then the absolute 
magnitude and phase angle of the resulting F(w) are determined. The absolute 

1 See, for example, Campbell and Foster, "Fourier Integrals for Practical Application," 
D. Van Nostrand Company, Inc., Princeton, N.J., 1948. 

2 See Sec. 23. 
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magnitude squared of the complex expression containing jw is obtained by multiplying 
the expression by its conjugate. The Laplace transform of a function f(t - Ti) 
starting at time t = T, instead oft = O, is e-sTiF(s) where F(s) is the Laplace trans­
form of f (t). 

WAVEFORM 
0 

f(t) µ(fl 

F((vl 

_ _n_ 
+ ~ - 0 r, 

~,L_ 

-µ(/-Ti) µ(l)-µ(!-T1) 

FIG. 22.8. Spectrum addition. 

F(s)=~ 
I- e -sr F(s) = F(S)(t-e -sT) 

T 

(0) PERIODIC FUNCTION· (bl PULSED FUNCTION 

Fm. 22.9. Periodic and pulsed functions. 

Several additional rules useful in determining the Laplace transform expression 
for a function are as follows:· 

1. Periodic functions: If f(t) is the time function for one interval T of a periodic 
waveform and the Laplace transform of f(t) is F(s), the Laplace transform F(s) of 
the periodic function is 

N) =· F(s) 
i· vs' . 1 - e-•T (22.25) 

This is illustrated in Fig. 22. 9a. 
2. Pulsed or sampled functions: If a function f(t) has a Laplace transform F(s) 

and is "pulsed" or "sampled" for an interval Tso that it exists only over an interval 
from t = 0 tot = T, the Laplace transform F(s) of the sampled function is 

(22.26) 

This is illustrated in Fig. 22.9b. 
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Example 22.5 

Determine by Fourier integral and Laplace transform analysis the sin x/x spectra for 
the rectangular pulse shown in Fig. 22.10. · 

-1-fR-+1 -f PJtc •t 
2 2 ·. 

{O)PULSE SHAPE (bl AMPLITUDE SPECTRUM 

FIG. 22.10. Spectrum of a rectangular pulse. 

Solution 

1. Fourier integral analysis 
From Eq. (22.24) 

F(w) = f _""
00 

f(t)e-fwT dt 

f(t) = A for _ T1 < t < T1 
2 2 

=0 elsewhere 
Ti 

:. F(w) = f ~'!2 Ae-fwT dt 

2 

A _iwTi +iw Ti 
- -:-- (e 2 - e 2 ) 

JW 

= ATi sin (wTi/2) 
wT1 

2 

2. Laplace transform analysis 
a. Express the square wave as a function of time. 

/(t) = Aµ(t) - Aµ(t - T1) 

where µ(t) is a unit step and the pulse is considered for convenience to start at t == fl 
b. Express f(t) in complex form. 1 

F(s) = ~ - ~ c•Ti == ~ (1 - e-3 Ti) 
8 8 8 

c. Substitute s = jw. 

d. Obtain IF(iw)l 2 by multiplying F(jw) by its conjugate. 

!F(iw)i2 = [-:4- (1 - e-fwTi)] [--4- (1 _ efwTi)] 
JW -Jw 

A2 . T . T ] = w2 [2 - (e'"' t + e-iw 1) 

A2 
= w

2 
(2 - 2 cos wT1) 

= 2A 2 
( 2 . 2 wT1) = A 2T 2 sin 2 (wT1/2) 

w2 sm 2 1 (wT1/2)2 

1 See Sec. 23. 
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e. Solve for jF(jw)I. 

IF( . )I = AT sin (wTi/2) 
:JW 1 

· wTi/2 

22.6c. General Characteristics of Amplitude Spectra. Expressions for the envelopes 
of the amplitude spectra of three representative pulse-type waveforms are given in 
Table 22.2. These spectra are shown for comparison in Fig. 22.11. The function 

TABLE 22.2. REPRESENTATIVE SPECTRUM ENVELOPES 

_A_ 
T/2 , T/2 

I 
I 

T/J : T/J : T/J 

. 

Amplitude Spectrum 

K sin wT/2 
wT/2 

K (sin wT /4)
2 

wT/4 

K (sin wT /6) (sin wT /3) 
wT/6 wT/3 

sin x/x, which finds repeated application in spectrum analysis, is plotted in detail 
in Fig. 22.12 for convenience. 

The following general characteristics apply to signal spectra. 
l. Effect of signal repetition frequency on periodic waveforms. The harmonic com­

ponents of a spectrum are spaced by an interval equal to the repetition frequency of 
the waveform. The shape of the envelope of the amplitude spectrum does not vary 
as the repetition frequency of the waveform is changed, since it is only dependent 
upon the shape of the signal. The number of harmonic components included in a 
given portion of the frequency spectrum will increase, however, as the repetition 
frequency is decreased. The d-c or average value will vary in proportion to the 
repetition frequency. As the number of frequency components is increased with 
decreasing repetition frequency the energy carried by each component must decrease 
to keep the waveform energy constant; consequently, the maximum amplitude of the 
frequency spectrum decreases with decreasing repetition frequency and increases 
with increasing repetition frequency. 

2. Effect of signal amplitude. As the amplitude of the waveform is varied with all 
other characteristics remaining constant, the amplitude of the frequency spectrum 
and the average value will vary in proportio~ to the signal amplitude. 

3. Effect of signal duration. As the duration of the signal is decreased or increased, 
the intercepts of the spectrum on the frequency axis will move away from or toward 
the origin, respectively. The intercept spacing is inversely proportional to the signal 
width. This is sometimes referred to as "reciprocal spreading," since for short signal 
durations the spectrum is widened and for long signal durations the spectrum is 
shortened. It can be stated, in general, that the steeper the slope or the greater the 
maximum rate of change of any portion of the waveform, the higher will be the number 
of frequency components of significant amplitude required to reproduce the waveform. 

4. Effect of an additional variable on spectra. It is sometimes necessary to determine 
the spectrum of a periodic signal which is subjected to amplitude, position, duration, 
or some other form of modulation. A general approach is to determine first the 
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spectrum of the unmodulated signal'and then determine the effect of the modulation 
on the spectrum. A general treatment of this problem is beyond the intended scope 
of this text; however, the following rules·can often be applied. 1 

1. Amplitude modulation. The spectrum of one waveform amplitude modulated 
by another is the spectrum of the product of the basic signal and the modulating 

1,0 --=------.----------------------

0.6 

w 0.5 
C 
::, 

!:: 
..J 
Cl. 
~ 

0.4 < 
C 
LLJ 

~ 
..J 
< 
":!: 0.3 
Q: 
0 z 

0.2 

0.t 

0 

-0.t 

-0.2 

Fxa. 22.11. Comparative spectra of pulse waveforms. 

signal. This results in the production of sidebands on each side of each spectrum 
component of the basic signal separated by the modulation frequency from each 
basic signal component for each frequency component present in the modulation 
signal. The envelope of the spectrum of the basic signal will not be affected by the 
modulation. The amplitude of the modulation sideband components of the spectrum 
will be proportional to the modulation amplitude. 

1 For further information see S. C. Losier, Spectrum Analysis of Pulse Modulated Waves, 
Bell Tel,ephone System Tech. J., April, 1947. · , 
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2. Position modulation. Pulse position modulation will, in general, not alter the 
envelope of the amplitude spectrum. The harmonic spacing within the envelope 
will be nonuniform, however, and the phase spectrum will be altered at each frequency 
by an amount equal to the angular frequency times the time displacement. 

CONTINUOUS 
INPUT FUNCTION 

Frn. 22.12. Plot of the function sin x_ 
X 

IMPULSE 
MODULATOR 

(MULTIPLICATION) 

UNIT IMPULSE 
GENERATOR 

Frn. 22.13. Sampling process. 

SAMPLED 
FUNCTION 

S. Duration modulation. Pulse duration modulation will affect the amplitude 
spectrum by altering the spectrum width inversely with the pulse width. If the 
duration change is symmetrical about the center of the pulse, there will be no effect 
on the phase spectrum; otherwise there will be an additional effect corresponding to 
the position modulation of the pulse by an amount equal to the difference in center 
pQsition of the signal before and after modulation. 
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22.7. Spectra of Sampled Signals. 1 It is sometimes convenient or necessary to 

sample a continuous function by measuring the instantaneous value of the function 
at regular intervals of time. A new function is formed by this process consisting of a 
series of regularly spaced impulses whose amplitudes equal the amplitude of the con­
tinuous function at the time of sampling. This is illustrated in Fig. 22.13. 

The Laplace transform U*(s) of the train of impulses is 

U*(s) = 1 - \-.r (22.27) 

where T = period between impulses (sampling interval) 
If F(s) is the Laplace transform of a continuous input function f(t), the transform 

of the function sampled at intervals of 7' is 2 

1 
F*(s) = F(s) * 1 _ e-•T = l ~F(s +iKO) (22.28) 

K-=-oo 

where K = 1, 2, 3, ... 
O = angular sampling frequency = 21r/T 

Sampling transforms the spectrum of the input function to an infinite series of spectra 
spaced at harmonics of the sampling frequency and with upper and lower sidebands 
around these frequencies. This is illustrated in Fig. 22.14. 

_,JlL 
0 -2.n, -.n. 

SIGNAL SPECTRUM 

Frn. 22.14. Spectrum of a sampled signal. 

Desampling is accomplished by passing the sampled signal through a filter which 
passes only the frequencies contained in one of the spectra of Fig. 22.14, such as the 
region indicated by the dotted line from - 0/2 to + 0/2. 

The maximum frequency that can be identified in the sampled function is 0/2. 
Therefore, the sampling frequency must be at least twice the highest significant 
frequency in the input function. If the polarity of alternate samples is reversed, the 
resulting spectrum of the sampled function consists of upper and lower sidebands 
around only the odd harmonics of the sampling frequency, that is, ± n, ±30, ±50, 
etc. 

1 For additional information, see S. Goldman," Information Theory," Prentice-Hall, Inc., 
Englewood Cliffs, N.J., 1953. 

2 Where * indicates convolution in the s domain. See J. G. Truxal, "Automatic Feed­
back Control System Synthesis," pp. 500-507, McGraw-Hill Book Company, Inc., New 
York, 1955. 
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23.1. Network Geometry. Any network can be considered as a geometric array, 
each pa.rt of which has a physical equivalent. To describe adequately the conditions 
within a network, each part must be completely defined. The following material 
establishes such definitions and gives a criterion for choosing between loop and nodal 
bases of network analysis. 

23.ta. Nodes and Elements. If the numbered points in Fig. 23.la are designated 
as nodes, they may be considered as the terminals of the lines connecting these points 
and the lines may be designated as elements of the network. Each element necessarily 
has associated with it two terminal nodes; however, a series connection of two elements 

i ____ J 8 1 

I ____ M 
I 4 5 6 

Cal AN ARRAY OF NODES AND ELEMENTS 

-- TREE BRANCH ----ASSOCIATED LINK 

(bl TREES ANO LINKS 

Frn. 23.1. Geometrical network. 

results in two separate nodes being replaced by a single node at the point of connec­
tion. A parallel connection of two elements also results in two separate nodes being 
replaced by a single node at each point of connection. If one node of a network is 
designated as a "reference node," e.g., a point at ground potential, then the "pairs 
of nodes" formed by taking this reference node and each of the other nodes of the 
network are called the independent node pairs of the network. · 

23.1b. Trees, Links, and Branches. 1 A network can be divided into two portions 
called trees and links. A tree of a given network is any combination of the elements 
of the network which connects all of the nodes but which contains no closed loops. 
The links of a network are those elements associated with a given tree of the network 
which are required to complete the network, i.e., to close all the loops in the tree. 
Figure 23.lb shows two possible sets of trees and links associated with the network of 
Fig. 23.la. The elements of a network form the branches of the network. Branches 
associated with a given tree are tree branches. The remaining branches are the links 
of the network, associated with the given tree. 

23.1c. Choice of Loops and Nodes. The tree concept of network analysis provides 

1 See E. A. Guilleman, "Introductory Circuit Theory," John Wiley & Sons, Inc., New 
York, 1953. 

23-2 
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a means of determining the number of unknown currents in a network and also 
specifies an independent set of these unknowns. In particular, the number of 
unknown loop currents is equal to the number of links associated with a given net­
work, and the independent loops are those loops formed by successively inserting 
each link into the tree. 

In a similar manner, the number of unknown branch voltages is equal to the 
number of tree branches in the network tree, and the tree-branch voltages form an 
independent set of such voltages. 

23.td. Separate Parts. A single branch, loop, or group of loops and branches having 
no conductive or capacitive coupling with any other part of the network is called a 
separate part. Two separate parts may be inductively coupled. 

23.te. Criterion for Selection of Loop or Nodal Analysis. Networks can be analyzed 
on either the loop or the nodal basis. The following equations describe the relation 
between the portions of the network defined above and are useful in establishing 
the form of the network equations most easily solved, i.e., the form of solution con­
taining the least number of unknowns. The number of independent loop currents in a 
network is equal to the number of independent loops, and the number of independent 
node-pair voltages in a network is equal to the number of independent node pairs 
or tree branches. In establishing the number of independent node pairs in a network, 
a reference node must be designated for each separate part of the network. These 
quantities are computed from Eqs. (23.1) and (23.2). 

=e-n+s 
n. = n - s 

where l = number of independent loops 
n. = number of independent node pairs or tree branches 
e = number of elements 
n = number of nodes 
s = number of separate parts 

Example 23.1 

Determine the number of independent loops and node pairs in Fig. 23.1. 

Solution 

Number of separate parts ................... . 
Number of nodes ........................... . 
Number of elements ........................ . 

Number of independent node pairs ......... . 
Number of independent loops .............. . 

Example 23.2 

8 = 1 
n = 8 
e = 11 

n. = 8 - 1 = 7 
Z=ll-8+1=4 

(23.1) 
(23.2) 

Determine the least number of independent loops or independent node pairs in the 
following networks. 

Solution 

In Fig. 23.2a 
8 = 1, n = 6, e = 9 

n. = 6 - 1 = 5 
l=9-6+1=4 

Therefore, there are fewer loop currents. 
In Fig. 23.2b 

s = 1, n = 5, e = 8 
n. = 5 - 1 = 4 
Z=8-5+1=4 

Therefore, there are an equal number of loop currents and node-pair voltages. 
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8 = 2, n = 4, e = 6 
n, = 4 - 2 = 2 
Z=6-4+2=4 

Therefore, there are fewer node-pair voltages. 

rnrn 
(ol (bl (cl 

Fw. 23.2. Networks for Example 23.2. 

23.2. Passive Elements Including Mutual Inductance 
23.2a. Resistance, Capacitance, and Inductance. Energy dissipation and storage 

of energy in electric fields and in magnetic fields denote passive elements within the 
network. These passive elements are the resistances, capacitances, and inductances, 
respectively, of the network. Table 23.1 gives the relationships for the voltage 
between terminals of each passive element, the current through the element, and the 
magnitude of the element. 

When the loop basis is used for network equations, the passive elements are most 
simply expressed in terms of resistance R, inductance L, and elastance S. When 
the nodal basis is used for network equations, the passive elements are most simply 

TABLE 23.1. PASSIVE ELEMENTS 

Element Symbol Unit Voltage-current relationships Eq. 

Resistance R ohm e = iR (23 .3) 

or ,~ R = 1/G (23 .4) 
conductance mho i = Ge (23. 5) G 

Inductance 
L henry 

di 
e=Ldt (23. 6) 

or 
~ 

L* = 1/rL (23. 7) 
inverse i = r L lot e dt + io (23 .8) 

inductance 
rL I/henry io = current through Lat t =0 

s I/farad e =Slot i dt + ea (23. 9) 
Elastance 

C = 1/S (23 .10) 
or ~(---

i = c~ capacitance farad 
dt (23 .11) 

C eo = voltage across C at t = 0 

* Assuming no mutual inductance associated with L (see Sec. 23.2d). 
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expressed in terms of conductance G, inverse inductance. rL, and capacitance C. 
The relationships between Rand G, Land rL, and Sand Care given in Table 23.1. 
The relationship between L and r L given in the table only applies for inductances 
with no mutual coupling, as explained in Sec. 23.2d. 

23.2b. Linearity of Passive Elements. It is ordinarily assumed that passive ele­
ments are linear, i.e., their magnitude does not depend upon the voltage applied to the 
element or the current through the element. When the passive elements are not 
linear, then either a succession of solutions must be obtained for all values of the 
nonlinear element which are of interest, or the applicable nonlinear differential 
equations must be solved. 

23.2c. Mutual Inductance. Mutual inductance is present in any magnetic circuit 
where flux from a given inductance links with another inductance. 

Inductance can be defined as the number of flux linkages occurring per unit value 
of current. Applying this definition to the circuit of Fig. ~3.3 the following expres­
sions for mutual inductance Mare obtained. 

(23.12) 

(23.13) 

where l:.<J,21 = change in magnetic flux that links turns of L2 due to a current change 
t:.l1inL1 

t:.<1>12 = change in magnetic flux that links turns of L1 due to a current change 
t:./2 in L2 

N 1 = number of turns of L1 
N 2 = number of turns of L2 

If the units of q, and I are webers and amperes, respectively, M will be in henrys. 
The first subscript of M refers to the inductance across which a voltage has been 
induced because of the current through another inductance, designated by the second 
subscript. For linear inductances, the mutual inductances as seen from either induc­
tance are identical; that is, M12 = M21 = M. 

Equations corresponding to Eqs. (23.12) and (23.13) for the case of self-inductance 
are 

(23.14) 

(23.15) 

where t:.q,11 = change in magnetic flux that links turns of Lr due to a current change 
t:./1 in L1 

t:.q,22 = change in magnetic flux that links turns of L2 due to a current change 
t:./2 in L2 

Table 23.2 gives the relationships for mutual inductance corresponding to those 
given in Table 23.1 for self-inductance. 

In Table 23.2, the plus sign is used with positive M and the minus sign is used 
with negative M. 

23.2d. Inverse Mutual and Inverse Self-inductance. Once the magnitudes of the 
self and mutual inductances have been obtained, they can be used directly in the 
equations of Tables 23.1 and 23.2. The inverse of self-inductance r L is not the inverse 
of the self-inductance of the coil when mutual inductance is present. This is because 
the current through the coil is proportional to the integral of the voltage across the 
coil. The constant of proportionality accounts for the effect on the current of mutual 
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Element 

Mutual 
inductance 

Inverse 
mutual 
inductance 
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TABLE 23.2. MUTUAL INDUCTANCE 

Symbol Unit 
Voltage-current 

relationships 

~ e1 = ( +)M di2 
- dt 

M henry 

~ e2 = ( +)M di1 
- dt 

~ i2 = -(±)I'M J e1dt 

I'M 1/henry i1 = - ( ±) r M J e2 dt 

~ I'M 
M 

= 
L1L2 - M 2 

coupling with other coils and includes the self and mutual inductances of the coupled 
circuits. For a similar reason, the inverse mutual inductance r M is not the direct 
inverse of the mutual inductance of two coupled coils, but includes the effect of the 
self-inductances of the coils. Exact expressions for the inverse indu~tance coefficients 
depend upon the number of coupled elements. There are, however, a few arrange­
ments of elements which will satisfy a great majority of the situations likely to be 
encountered in practice. Table 23.3 gives the correct expressions for these cases. 

TABLE 23.3. INVERSE MUTUAL INDUCTANCE 

Circuit configuration 

M12 = M21 
M2a = Ma2 
Mu= Mu 

Inverse inductance 

rL1 = L2L3 - M2a2 
rM12 = [M1~a] - [M2aMuJ 

A ' A 
r _ L1La - Ml32 r _ [M2aL1] - [M12M1al 

L2 - A , M2a - A 

__ L1L2 - M122 r _ [MuL2] - [M12M2a] 
r La - A ' Mu - A 

where A = L1L2La - L1M2a2 - L2M1a2 - LaM122 

+ 2M12MuM2a 
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The following procedure, applied to the case of two inductances, can be used to 

determine the inverse inductances in any arbitrary network. 

PROCEDURE TO OBTAIN INVERSE INDUCTANCE CoEFFICJENTS 

/"- ....... , 
I 

I L, 
\ 
\ 

'--✓ 

Lt HAS N, TIJRNS 

Lt HAS H2 TURNS 

Frn. 23.3. Inductances mutually coupled. 

General Step 
1. Write the set of equations for 

the voltage across each induct- 1. 
ance. See Fig. 23.3. 

2. Solve the equations for the cur- 2. i 1 = LiL
2
L~ M 2 f e1 dt - LiL

2
M_ M 2 f e2 dt 

rent through each inductance. 

i2 = L1L~ ~ M2 f e1 dt + L1L2 L:_ M2 f e2 dt· 

3. From Tables 23.1 and 23.2 3. i1 = I'L1 f e1 dt from Table 23.1 
write the general equations for 
total current through an in­
ductance. 

i1 = -(±)I'Mfe2dtfromTable23.2 
Total i1 = I'L1 fe1 dt -( ±)I'Mfe2 dt 
Total i2 = -(±)I'Mfe1dt + I'L2 fe2dt 

4. Equate the coefficients of the 4. r Li L2 

integrals obtained in step 2 L 1L2 - M
2 

with those obtained in step 3. r L
2 

Li 
L1L2 - M 2 

M 
I'M = L1L2 - M2 

23.2e. Algebraic Signs of Mutual-inductance Terms. In circuit analysis, the algebraic 
sign associated with the mutual-inductance term is either positive or negative. To 
determine the proper sign it is convenient to place dots adjacent to the end of each 
coupled coil having the same instantaneous polarity. These dots can be located by 
either of the following two procedures: 

1. Winding sense and orientation. 
a. Assume a potential across one of the circuit inductances and, with a dot on 

the circuit schematic, indicate the terminal of the inductance having the 
positive potential. 

b. For the assumed voltage in step a, establish the direction of the resulting flux 
through the inductance (see Fig. 23.4). 

c. For each of the other inductances, establish the terminal of the inductarnie to 
which an applied positive potential would generate flux in the same direction 
as the flux developed in step b. 

d. Indicate these positive terminals established in step c with dots on the circuit 
schematic. 
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2. External measurements. If the coils are not available for inspection as to winding 
sense, the following procedure can be used: 
a. Momentarily connect a battery across one coil. 
b. Establish the induced polarity of the voltage across each coil. 
c. Place a dot at the end of each coil having a positive polarity. 

A positive sign for M should be used in writing circuit equations if the assumed 
currents flow in the same direction, as determined by the dots, through mutually 

FIG. 23.4. Right-hand rule for determining 
the relation between flux and current 
directions. The direction . of cj, is the 
direction the fingers of the right-hand curl 
around the conductor with the thumb 
pointing in the direction of conventional 
current flow (opposite to electron flow). 

coupled coils. A negative sign should be 
us~d · if the directions of current flow are 
opposite. In writing nodal equations, the 
signs of the inverse mutual-inductance 
coefficients in Table 23.3 can be deter­
mined by substituting the proper positive 
or negative sign to each of the mutual. 
inductance terms, as determined above. 

23.2f. Effect of Series and Parallel Con­
nections. If two coils are connected in 
series or in parallel, the effective inductance 
of the combination is given by the 
following: 

Lseries = Li + L2 +( ±)2M (23.16) 
L1L2 - M 2 

Lparallel = Li +£
2 
-(±)2M (23.17) 

M can be either positive or negative de­
pending upon the coil connections. 

These expressions are of ten useful in 
measurements of coupled coils. For exam­
ple, if the effective inductance of two coils 
in series is measured and then the terminals 
of one of the coils are interchanged and the 

measurement repeated, half the sum of the measured values will equal (L1 + L2) and 
one-quarter of the difference between the measurements will equal M. This can be 
seen by addition and subtraction of the two possible values of Eq. (23.16). 

MIS POSITIVE 

+ e -.._ _______ rvi---------' 

Frn. 23.5. Series circuit for Example 23.3. 

Example 23.3 

e-
MIS NEGATIVE 

6 

FIG. 23.6. Parallel circuit for Example 
23.3. 

1. Write the expression for the total voltage across the series circuit shown in Fig. 23.5. 

'R + S J . d L di L di ( M di e=i it+ 1dt+ 2dt++)2 dt 

2. Write the expression for the total current through the parallel circuit shown in Fig. 
23.6. 
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i =Ge+ c~ + rL1 I edt + I'L2 I edt -(-)2I'M I edt 

where L2 Li M 
rL1 = ----, rL2 = ----, rM = ----

LiL2 - M 2 L1L2 - M 2 L1L2 - M 2 

3. Determine the sign of the mutual inductance in the coupled circuit shown in Fig. 23.7. 
By application of the right-hand rule, the flux due to i in Li will be downward. The 

flux due to i in L2 will also be downward. Therefore, the sign 
of M is positive. 

23.3 Active Elements. An active element is a source of 
energy within the network, such as a battery, vacuum tube, 
etc. Active elements can be regarded as either voltage gen-
erators or current generators. An ideal voltage generator 
has zero internal impedance, and consequently, the terminal + 
voltage equals the generated voltage regardless of the load e rv 
connected across the generator terminals. An ideal current 
generator has an infinite internal impedance, and the cur-
rent is independent of the load applied to the terminals. In 
practice, however, both voltage and current generators have 
finite internal impedances. The equivalent circuit of a volt-
age generator e. having an internal impedance Z.is shown in 

L, 

4 

Fig. 23.8a. The equivalent circuit of a current generator i. 
Frn. 23.7. Determina-

having an internal admittance Y. is shown in Fig. 23.8b. tion of the sign of 
Voltage sources can be replaced by current sources, and mutual inductance. 

current sources can be replaced by voltage sources. Fig-
ure 23.8c shows the equivalence between voltage and current generators. 

Where tubes are included in the network, reference should be made to Sec. 3.2 for 
the method of reduction to equivalent generators. 

Zs f •• . ~,----<):} GENERATOR TERMINALS 

(0) EQUIVALENT CIRCUIT OF A VOLTAGE GENE~ATOR 

:l GENERATOR TERMINALS 

(bl EQUIVALENT CIRCUIT OF A CURRENT GENERATOR 

(C) I\ELATIONSHIPS FOR THE EQUIVALENCE OF A VOLTAGE AND A CURRENT SOURCE 

FIG. 23.8. Equivalent generators. 
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(o) COMBINATION OF VOLTAGE SOURCES - · 

ii 

(il).COMBINATION OF CIJRRENi SOU~CES 

FIG. 23.9. Combination of sources. 

y 

Multiple current or voltage sources can be combined into a single equivalent voltage 
or current source as shown in Fig. 23.9. 

23.4. Loop Equations. The loop equations of a network are defined as the system 
of equations obtained by equating the voltage drops across loop elements to the voltage 
sources within the closed loops of the network. These equations can be obtained 
by the following procedure: 

1. Given a network, determine the number of independent loop currents. The number 
of independent loop currents is given by 

Pi = l - ia 

where Pi = number of independent loop currents 
l = number of independent loops 

(23.18) 

i. = number of independent current generators included in closed loops of 
network 

In any network composed of two or more meshes, there may be several closed-loop 
paths which can be traced around the network and for which loop equations can be 
written. However, only l of these equations will be independent. l, as used in Eq. 
(23.18), is given by 

l=e-n+s (23.19) 

where e = number of active and passive elements included in the closed loops of the 
network 

n = number of nodes 
s = number of separate parts 
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2. Select a particular set of the independent loops determined in step 1. -
3. Assume a direction of current flow around each loop. These directions are to be 

considered the directions of positive current flow in each loop. The probable current 
directions can often be determined by inspection. If the actual current flow is 
opposite in direction to an assumed current it will be indicated by a negative sign in 
the final expression for the loop current. 

4. Write the equation for each loop, equating the sum of the voltage drops in the direction 
of loop current to the sum of the voltage sources in the same direction. Loop equations 
are expressions of voltage equilibrium around each loop. It should be noted that 
where an element of the network is common to two or more loops, the total current 
through the element is the sum of all the loop currents passing through the element. 
These loops are said to be mutually coupled through the element. In this case, the 
voltage changes across such mutual elements caused by currents in loops other than 
the one being considered must be included in the loop equation. 

Each loop equation will, in general, be of the following form illustrated for loop 1 
of a network containing n loops. 

(23.20) 

where zu = total self-impedance of loop 1 
z12 = total mutual impedance between loop 1 and loop 2 

z13 • • Zin = similar mutual impedances between loop 1 and other loops 
i1 = loop current for loop 1 

i2 ... in = other loop currents 
e1 = total generated (source) voltage in loop 1 

In the most general case the impedances are composed of R, L, and S elements 
and are expressed as 

S·k 
z·k = R·k + sL·k + _1_ 
' ' ' s 

where Rik = total resistance through which ii and ik flow 
Lik = total inductance through which ii and ik flow 
S;k = 1/C;k = total elastance through which ii and ik flow 

s = d/dt; 1/s = f dt for general case 
s = jw for steady-state case 

(23.21) 

5. Tabulate the loop equations obtained in step 4. The loop currents and voltages 
are related by the following set of simultaneous equations: 

z11i1 + z12i2 + zuia + 
Z21i1 + Z22i2 + Z2aia + 
Z31i1 + Za2i2 + Zaai, + 

which may be expressed in condensed form as 

n 

+ Z1nin = e1 
+ Z2nin = e2 
+ Zanin = ea 

l z1kik = e1 (j = 1, 2, · · · n) 

k=l 

(23.22) 

(23.23) 

where for each value of j, the summation is taken for all n values of k. The subscript j 
refers to the loop whose equation is being written, and the subscript k refers to the 
current being considered in the equation for loop j. 
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Example 23.4 

1. Write the loop equations for the network shown in Fig. 23.10. 
a. From Eq. (23.19), the number of independent loops is 

l=e-n+s=5-4+1=2 

and the number of unknown loop currents from Eq. (23.18) is 

µi = l - i. = 2 - o = 2 

b. Select the loops as shown in the figure and assign directions of positive current in 
each loop. 

c. Write the loop equations by equating voltage drops and rises in each loop. For loop I, 

R_,, 

i1R1 + i1R2 - i2R2 = E 

and for loop 2, 

-itR2 + i2R2 + i2R3 + i2R4 = 0 

These may be rearranged as follows: 

(Rt + R2)i1 - R2i2 = Et 
-R2i1 + (R2 + R3 + R4)i2 = 0 

FIG. 23.10. Network for Example 23.4 
with two independent loops. 

which is the same form as Eq. (23.22) where 

zu = Rt + R2, z12 = z21 = -R2, 
Z22 = R2 + R3 + R4 

It should be noted that it and i2 pass through R2 in opposite directions, causing volt­
age drops of opposite polarity, resulting in the negative signs for the terms in the above 
equations. 

Example 23.5 

Determine the loop equations in the network shown in Fig. 23.11. 

Rz LJ 

Frn. 23.11. Network for Example 23.5. 

Solution 

a. From Eq. (23.19) 

= e - n + s = 16 - 13 + l = 4 

b. From Eq. (23.18) 
µ, = l - i. = 4 - 0 = 4 

c. These four unknown loop currents may be selected as shown in Fig. 23.11. There 
will be four loop equations of the following form: 

zuit + z12i2 + z13is + zui4 = e1 
z21it + z22i2 + z2sis + z24i4 = e2 
zui1 + za2i2 + zsais + z34i4 = ea 
zui1 + z42i2 + Z4aia + z44i4 = e, 

d. Determine the Zik and e; terms in these equations by inspection of the network as 
follows: 
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zu = R1 + Ri 
1 

z22 = (R2 + Ra + R4) + sL1 + sCi 

zaa = (R4 + R5 + Rs) + s(L2 + L4) + ! (_! + _!_ + __!__) 
s Ci C2 Q4 

z44 = R6 + s(La + L4) + .!_ (_!_ + _!_) 
s Ca C4 

z12 = Zn = 

Z13 = Zai = 

Z14 = Z41 = 

e1 

+R2 

0 

0 

= eA, e2 

Z23 = Z32 = - (R4 + __!__) 
sC1 

Z24 = Z42 = 0 

Zs4 = Z43 = ( Rs + sL4 + 
8
~) 

= eA, ea = eB, e4 = eB 

23-13 

These expressions when substituted in the four equations will give the complete loop equa­
tions for the network. 

23.5. Nodal Equations. The nodal equations of a network are defined as the 
system of equations obtained by equating the incoming currents to the outgoing 
currents at each node. These equations can be obtained by the following procedure: 

1. Given a network, determine the number of independent node-pair voltages. The 
number of independent node-pair voltages is given by the following: 

(23.24) 

where uv = number of independent node-pair voltages 
n. = number of independent node pairs 
e. = number of independent voltage generators 

The expressions for current flowing into or away from a given node involve the 
admittances of the elements connected to that node and the potential difference 
between the given node and each of the other nodes to which it is connected. 

To compute the number of independent node-pair voltages Uv existing in the 
network, the number of independent node pairs n. must be determined. For every 
separate part of the network, one of the nodes must be established as a reference 
node in order that potential differences throughout the network can be measured with 
respect to a common reference. This reference is usually taken as the ground point 
of the network. The number of independent node pairs n. as used in Eq. (23.24), 
is, therefore, given by 

n. = n - s (23.25) 
where n = number of nodes 

s = number of separate parts 
2. Arbitrarily select the reference node(s) and identify all other nodes in the network. 
3. Assume relative polarities of each node with respect to each adjacent node. This 

consists of drawing an arrow adjacent to each element showing an assumed direction 
of current flow through the element and thereby designating currents flowing into 
and away from each node. Current flow should be shown toward the lower potential 
end of each element. 

4. Write the equation for each node by equating the expressions for current flowing 
into each node to the expressions for current leaving each node. Nodal equations are 
expressions of current equilibrium at each node. Note that each element of the net­
work must be common to two nodes and provides mutual coupling between these 
nodes. 

5. Tabulate the nodal equations obtained in step 4. Each nodal equation will, in 
general, be of the following form illustrated for node 1 of n nodes: 

(23.26) 
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where Yu = total "self-admittance" of node 1 and is admittance between 
node 1 and all others when other nodes are all shorted together 
(y11 = Yi + Yi2 + Yl3 + · · · + Yin). 

Y12, Yu, .. , Yin = admittance of element connected directly between nodes 1-2, 
1-3, etc. Mutual admittances must be connected directly 
between two nodes in question without passing through any 
other node. Nodes having no such direct connection have zero 
mutual admittance coupling. 

e1 = potential between node 1 and reference node. 
i1 = net current from all generators connected directly to node 1. 

The internal impedances of all generators must be taken into account in determining 
the self or mutual admittances of all nodes. In the general case the network admit­
tances are composed of resistance, inductance, and capacitance and are expressed as 

rL.k 
Yik == G;k + -f + sCik 

where Gik = total conductance between nodes j and k 
r ik = total inverse inductance between nodes j and k 
C ik = total capacitance between nodes j and k 

The nodal equations can be expressed by the following set: 

yue1 - y12e2 - y13ea - Y1nen 
-y21e1 + y22e2 - y2aea - Y2nen 
-yue1 - ya2e2 + Yaaea - Yanen 

= i1 
= i2 
= ia 

-yn1e1 - Yn2e2 - Ynaea -

which may be further condensed into 

+ Ynnen = in 

n l (-l)~Yikek = i; 
k=l 

where o = 0 for j ,= k; 1 for j = k 

(j = 1, 2, · · · n) 

(23.27) 

(23.28) 

(23.29) 

For each value of j the summation is taken for all n values of k; j refers to the node 
whose equation is being written. 

Example 23.6 
Write the nodal equations for the network shown in Fig. 23.12. 

FIG. 23.12. Network for Example 23.6. 

Solution 

1. From Eq. (23.25) the number of inde­
pendent node pairs is 

na = n - s = 3 - 1 = 2 

and the number of unknown node-pair voltages 
is, from Eq. (23.24), 

u,, = na - ea = 2 - 0 = 2 

2. Designate the nodes, assign polarities with respect to the reference, and designate 
current directions through each element as shown in the figure. 

3. Write the nodal equations by equating expressions for the currents flowing into and 
away from the points of unknown node-pair voltage e1 and e2. For node 1, 
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and for node 2, 

e2 - o + e2 - e1 = 0 
R• Ra 

These may be rearranged as follows: 

which is the same form as Eq. (23.28) where 

YU 

Y22 

Y12 = Y21 = _!_ = Ga 
Ra 

Example 23. 7 

Write the nodal equations for the network shown in Fig. 23.13. 

e, -
r;, 

e,, 
FIG. 23.13. Network for Example 23.7 with three unknown node-pair voltages. 

Solution 

1. From Eq. (23.25) 

2. From Eq. (23.24) 
n. = n - B = 4 - 1 = 3 

Uv = n, - e. = 3 - 0 = 3 

3. The three unknown node-pair voltages may be selected as shown in the figure with 
node 4(e4) taken as reference. There will be three nodal equations of the following form: 

yue1 - y12e2 - y1aea = i1 
-y21e1 + y22e2 - y2aea = i2 
-ya1e1 - Ya2e2 + Yaaea = ia 

Determine the Yik and ii terms in these equations by inspection of the network as follows: 

( rL!) = (r8Ll) Yll = G1 + --;- y12 = Y21 

y22 = G2 + r Li + r Lz + s(C1 + C2) Y1a = Y31 = 0 
8 

yaa = Ga + BC2 y2a = Ya2 = sC2 
i1 = iA, i2 = 0, ia = iB 

These expressions, when substituted in the above three equations, will give the complete 
nodal equations for the network. 

23.6. Solution of Network Equations. Any given network can be analyzed on 
either a loop or nodal basis. In general, the method involving the least number of 
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unknowns is preferable (see Sec. 23.le). Loop analysis deals with the impedances of a 
network and involves expressions of voltage equilibrium. Loop currents are the 
dependent variables, and the source voltages of the network are usually known. 
Nodal analysis deals with the admittances of a network and involves expressions of 
current equilibrium. Node-pair voltages are the dependent variables, and the source 
currents of the network are usually known. Nodal analysis is most applicable to 
networks with a majority of shunt elements, and loop analysis is most applicable 
to networks with a majority of series elements. 

23.6a. Algebraic Solution. When there are no reactive (i.e., inductance or capaci­
tance) elements within the network, a complete solution to the loop or nodal equations 
can be obtained by algebraic means. This requires writing the set of loop or nodal 
equations describing the behavior of the network. A set of simultaneous linear 

R7 

R6 ~ 
E + R, 
11 

R5 0__) 
R4 

Ri' 

R3 

algebraic equations will result which can 
be solved for the required unknown(s) by 
conventional methods. This process is 
most easily explained by a specific example. 

Example 23.8 

Given the network shown in Fig. 23.14 
determine all the loop currents. 

Solution 

1. The loop equations are as follows: 

Frn. 23.14. Resistance network of Exam­
ple 23.8. 

(R1 + R2 + R& + R1)i1 + Rii2 = E 
Rii1 + (R1 + Ra + R4 + Rs)i2 = E 

The currents i1 and i2 are the dependent variables. The voltage E is the independent 
variable. 

2. To solve for the currents, the system determinant is formed from the coefficients of the 
current (dependent variable) terms 

.£l = I (R1 + R2 + R& + R1) 
(R1) 

Thii-: determinant is evaluated as shown below (see Sec. 23.15c). 

Ll = (R1 + R2 + R& + R1) (R1 + Rs + R4 + Ro) - R12 

3. The minor determinants are formed as follows: 

These determinants are evaluated as shown below. 

Ll1 = E(Ri + Ra + R4 + R5) - ER1 = E(Ra + R4 + Rs) 
Ll2 = E(R1 + R2 + Re + R1) - ER1 = E(R2 -t- Rs + R1) 

4. Obtain the required solution by forming the quotient Ai/ A and t:12/ A. 

ii = A1 = E Ra + R4 + Rs 
Ll (R1 + Ra + R4 + Rs) (Ri + R2 + Rs + R1) - R1 2 

and i
2 

A2 = E R2 + Rs + R1 
= ~ (R1 + Ra + R4 + R6) (R1 + R2 + Rs + R1) - R1 2 

23.6b. Limitation of Algebraic Solution. The expressions given above are the 
complete solutions to a network containing only resistive elements. It can be seen, 
however, that if reactive elements were present the terms for voltage across and 
current through these elements would involve integrals and derivatives. The solution 
to the network would then require the solution of a set of linear integrodiff erential 
equations with constant coefficients. The procedure outlined in the following para­
graphs can be used to solve these equations. 
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23.6c. Solution of General Network Equations by Laplace Transforms. This treat­

ment is not intended as a complete exposition of the use of transform methods in the 
solution of network problems. It is expected, however, that the reader who has 
previously mastered the theoretical development will find here a concise summary 
of the most useful relationships. It is further expected that the reader who has not 
previously used this technique will find the simplified material useful in solving many 
problems which would be quite difficult by other techniques. 1 In particular, the 
material contained in Sec. 23.6d covering graphical solutions of networks is a very 
practical means of reducing the amount of computational labor required in the solution 
of network problems. 

The use of Laplace transforms in the solution of network problems may be com­
pared with the use of logarithms to simplify the solution of mathematical computa­
tions. In the use of logarithms, a group of numbers is transformed into a different 
group of numbers called the logarithms of the original numbers. This is usually 
accomplished by means of a previously prepared table. The logarithms are then 
manipulated to achieve the desired mathematical operation, and the results inter­
preted in terms of the original numbers by means of another previously prepared 
table or the same table. The advantage gained by this procedure is the reduction 
of the difficulty and complexity of the mathematical operation. For example, the 
process of multiplication of the original numbers is reduced to the process of addition 
of their logarithms; the process of division is reduced to thP- process of subtraction, 
etc. In a similar manner, Laplace transforms can be used to reduce the problem of 
solving integrodi:fferential equations to a purely algebraic process, and moreover, 
complex excitations such as square waves, etc., can be analyzed by these same alge­
braic procedures. This requires a table of "transform pairs" which performs a 
function similar to the table of logarithms. 

Laplace Transforms. The Laplace transform of a given function of time f (t) is 
defined as 

£f(t) = F(s) = lo 00 

f(t)e-st dt (23.30) 

The quantity s is a complex variable composed of a real part a and an imaginary 
part"' as given in Eq. (23.31), and tis the real time variable 

8 = a +jw (23.31) 

The following examples illustrate the use of Eq. (23.30) to construct a table of 
transform pairs. 

Example 23.9 

1. Obtain the Laplace transform of the unit step function u(t) defined as follows: 

From Eq. (23.30) 

u(t) = 0 
u(t) = 1 

t < 0 
t > 0 

F(s) = lo 00 

u(t)e-81 dt = lo 00 

e-st dt 

Therefore, the transform of u(t) is 1/s. 
2. Obtain the transform of e-at. From Eq. (23.30) 

F(s) = lo"" e-ate-at dt 

= lo 00 e-<•+a)t dt 
1 

s+a 

1 See M. F. Gardner and J. L. Barnes, "Transients in Linear Systems," vol. I, John Wile,y 
& Sons. Inc., New York, 1942. 
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Table 23.4 contains a few transform pairs. Extensive tables covering a wide 
variety of functions will be found in standard references. 1 

The first portion of Table 23.4 gives the transforms of certain functions of time. 
The second portion gives a few transforms of mathematical operations and some 
identities useful in network calculations. These require some additional explanation 
to demonstrate their utility. 

The translation theorem (1) is used to determine the transform of a function f(t - a) 
where F(s) is the transform of J(t). This theorem is useful in evaluating the effect 
of time delays in a physical system. 

The differentiation theorem (2) is most useful in transforming differential equations 
into algebraic equations. The transform includes the "initial condition" f(0 +) 
in the transformed expression. The initial condition is the value of f (t) for t = 0. 
In the event of a discontinuity at t = 0, the limiting value for t > 0 is selected. 

The integration theorem (3) is most useful in transforming integral equations into 
algebraic equations. As before, the additional term f(0 +) is used to account for 
initial conditions at t = 0. 

It can be seen from the differentiation and integration theorems that derivative 
and integral expressions can be reduced to a simplified form by substitution of s for 
the derivative, and 1/s for the integral. 

The linearity theorem (4) is useful in the transformation of sums of f(t). The 
quantity K must be independent of t and s. 

The final-value theorem (5) is used to evaluate the limiting (d-c steady-state) value of 
a function of time in terms of the limit of its transform as s approaches zero. Restric­
tions on this theorem are that both f(t) and its first derivative must be Laplace-trans­
formable and there must not be singularities2 of sF(s) on the imaginary axis or 
in the right half plane. This excludes the use of sinusoidal functions for J(t). 

The initial-value theorem (6) is used to evaluate the value of f(t) just after t = 0 in 
terms of the limiting value of its transform as s approaches infinity. There are no 
restrictions on singularities for this theorem. 

The steady-state theorem (7j is not, strictly speaking, a theorem of operational 
calculus. It is a substitution that is made for convenience, in reducing complex 
variable expressions in s to a form suitable for analysis by ordinary a-c circuit theory 
for steady-state conditions. This substitution amounts to setting a = 0 in Eq. 
(23.31), which is valid for sinusoidal excitations. 

The scale-change theorem (8) is useful in altering the value of the variable t for ease of 
handling. 

The complex differentiation theorem (9) shows that a derivative expression in complex 
form reduces to a multiplication when expressed as a function of the real variable. 

The complex integration theorem (10) shows that an integral expression in complex 
form reduces to a division when expressed as a function of the real variable. 

'Phe Inverse Laplace 'Transform. Before undertaking the general solution of net­
works by transform methods, it is necessary to consider the methods of performing 
the inverse transform process; i.e., methods of obtaining a function of time f(t) 
from a complex expression F(s). Where a complex expression can be identified 

1 More complete tables can be found in the following references: M. F. Garner and J. L. 
Barnes, op. cit., Appendix A. C. A. Campbell and R. M. Foster, "Fourier Integrals," 
D. Van Nostrand, Company, Inc., Princeton, N.J., 1948. Admiralty Computing Service, 
Department of Scientific Research and Experiment, London, '' Dictionary of Laplace 
Transforms," 1948. A. Erdelyi (ed.), "Tables of Integral Transforms," McGraw-Hill 
Book Company, Inc., New York, 1954. 

2 A knowledge of functions of a complex variable is necessary for proper application of 
this restriction. See M. F. Gardner and J. L. Barnes, op. cit., or N. W. McLaughlan, 
"Complex Variable and Operational Calculus with Technical Applications," The Mac­
millan Company, New York. 1944. 
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TABLE 23.4. LAPLACE TRANSFORM PAIRS 

Real function, f(t) I Complex function, F(s) 

Mathematical functions 

1. Unit impulse 1. 1 
2. u(t) = 0, t < O}unit 2_ ! 

u(t) = 1, t > 0 step 8 

3. e-at 3. _1 __ 
8+a 

4. ! sin wt 
w 

5. ! sinh wt 
w 

6. cos wt 

7. cosh wt 

8. .! e-at sin wt 
w 

9. e-at cos wt 

10. t 

1 tn-1 
ll. (n - 1)! 

12. te-at 

13. e-atJ(t) 

14. (1 - at)e-at 

e-f3t - e-at 
·15. ----

a - /3 
ae-at - {3e-f3t 

16. ----'--­
a - /3 

4. 8_2_+_l_w_2 
1 

5. 82 - ~ 

6. 8 
82 + w2 

7. __ s __ 
s2 - w2 

8. 
(8 + a) 2 + w2 

1 

9_ 8 + a 
(s + a) 2 + w 2 

1 
10. s2 
11 1 . . . • sn' n a pos1t1ve mteger 

1 
12. (s + a)2 

13. F(s + a) 

14. 
8 

(s + a)2 

15. 
1 

(s + a)(s + fJ) 

16. 
8 

(s + a) (s + /3) 

Mathematical operations and identities 

1. Translation in time .............. f(t - a) e-a•F(s) 
dj(t) 

2. Differentiation .................. ---:;ft sF(s) - f(0+) 

3. Integration* .................... ff(t) dt 
F(8) + J- 1(0+) 

8 8 

4. Linearity ....................... Kf(t) KF{s) 
!1(0 ± h(t) F1(s) ± F2(8) 

5. Final value ..................... lim f(t) lim sF(s) 
t-+ 00 s-+O 

6. Initial value ..................... lim f(t) lim sF(s) 
t-+0 8-+ CIO 

7. Steady-state analysis ............. jw 8 

8. Scale change .................... iG) aF(as) 

9. Complex differentiation ........... tf(t) 
d - ds F(s) 

10. Complex integration ............. ~ f(t) ls 00 

F(s) ds 

23-19 

* The factor 1-1co+) is an integration constant obtained by determining the value of the integral of 
/(t) evaluated for t equal to zero. If a discontinuity exists in /(t) at t equals zero, the value of t on the 
positive side of zero should be usEld. 
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directly as the sum of one or more of the forms F(s) appearing in Table 23.4, the 
inverse transformation can be written down directly as the corresponding sum of one 
or more of the forms of f(t) from the table. In general, however, this fortunate circum­
stance will not occur, and some algebraic manipulation of the complex form such as 
partial fraction expansion must be employed to separate the terms of the complex 
form into identifiable transforms, or direct integration of the complex function F(s) 
must be performed to obtain f(t). 

Discussion of the Response Transform. In general, the algebraic solution of the 
applicable set of network equations expressed in complex form will result in an expres­
sion that can be separated into the following component parts: 

Response transform = system transform X excitation transform (23.32) 

The system function will usually be a rational transform in s. 1 The system 
function depends upon the values of the component parts of the network and 
determines the characteristic of the transient response. 

The excitation transform includes the transform of the excitation signal together 
with any initial voltages or currents within the network at t = 0. 

The response transform is the product of the system transform and the excitation 
transform. When the response transform is the ratio two of polynomials in s, the 
inverse transform can be obtained from the following method of partial fractions. 

Partial Fraction Expansion. The response transform can be represented in many 
cases by a fraction consisting of two polynomials A(s) and B(s) ins. 

where the a's and b's are constants and n > m for the fraction to be rational. 
tion (23.33) can be expressed as 

F A(s) A(s) 
(s) = B(s) = (s - s1)(s - s2)(s - sa) · · · (s - Sn) 

(23.33) 

Equa-

(23.34) 

where s1, s2, ... , Sn are the factors (roots) of the denominator and can be either 
real or complex. 

The form of the response of the system is determined entirely by these roots, which 
are called the poles of the expression F(s). 

If the poles of Eq. (23:34) are single-order (that is, Si, s2, ... , Sn are all different), 
the inverse transform is obtained by breaking the expression into the sum of a number 
of simple expressions, each of which can be transformed by the use of Table 23.4. 
This is accomplished by the following partial fraction expansion: 

A(s)=~ +~ + ... +~ 
B(s) S - 81 8 - 82 S - Sn 

(23.35) 

The coeffi.cien.ts k1, k2, ... , kn can be evaluated as follows: 

[
A(s) ] 

kn = B(s) (s - Sn) ,-,,. (23.36) 

1 A rational function is an analytic function containing no essential singularities. An 
analytic function is such that the function and its first derivative• are finite and single­
valued. A singularity is a point where a function is not analytic. An essential singularity 
is a singularity .9thetthan a pole of finite order. For further details see N. W. McLaughlan, 
op. cit., or E.T. Whittaker and G. N. Watson, "Modern Analysis," The 'Macmillan Com-
pany, New York, 1943. · · 
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The common terms in the numerator and the denominator (that is, s - sn) are 

canceled prior to substituting s = Sn, From Table 23.4, it can be seen that 

.,e-1 (~) = knes11t 
S - Sn 

t > 0 (23.37) 

The complete inverse transform will then be 

(23.38) 

It can be seen that expressions such as Eq. (23.38) can lead to sinusoidally varying 
functions since 

eiwt + e-iwt = 2 cos wt (23.39) 

Higher-order Poles. In the event there are two or more identical poles associated 
with the response transform, the partial fraction expansion procedure outlined above 
is not sufficient for a complete solution. In this event, the following general relation­
ship can be used: 

Rewriting Eq. (23.34) for the general case including higher-order poles 

F(s) _ A(s) _ A(s) 
- B(s) - (s - 81)m1(s - s2)m2 • • • (s - Sh)mh • • • (s - Sn)mn 

The number of coefficients associated with each exponent of B(s) is equal to the value 
of the exponent. For a given exponent m,., the coefficients are designated khu where 
g has as many values as the value of mh. For example, if mh = 3, there are three 
values of g; that is, g = 1, g = 2, and g = 3. The coefficients associated with mh in 
this case would be designated khl, kh2, and kh3. These coefficients can be evaluated 
from 

(23.40a) 

After determining the coefficients, f(t) can be determined from Eq. (23.40b). 

h mh 

f(t) = " " khg tmh-(/eBht L L ( mh - g) ! 
(23.40b) 

h=l g=l 

In general, the process of obtaining the real function f(t) from the complex function 
F(s) may be accomplished mathematically by means of Eq. (23.41). 

1 f C+i 00 

f(t) = -. F(s)e81 ds 
21rJ C-:j oo 

(23.41) 

Equation (23.41) is a contour integral. The path of integration in the s plane is along 
a line generally parallel to the jw axis displaced to the right of this axis the distance C. 
The value of C is chosen.so that the Laplace integral will be convergent and so that all 
singularities of F(s) will be to the left of C. · 

The use of these methods of obtaining inverse Laplace transforms will be illustrated 
by the following example. 

Example 23.10 

Determine the inverse transforms of the following functions. 
(8 + a) 

1. F(8) = 8(8 + b) 

From Eq. (23.35) 

F(s) =~ +~ 
s s + b 
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From Eq. (23.36) 

k1 - [i!._ + a)8] 
- 8(8 + b) s-o b 

a 

k2 = [ (s + a) (8 + b)] 
8(8 + b) s--b 

Therefore, 

F( ) = a/b + ~lb 8 
8 8 + b 

and from Table 23.4 

1 
2. F(8) = ---)-; therefore m1 = 3, n = 1, h = 1, g = 1, 2, 3. 

(8 + a 3 

From Eq. (23.40a) 

From Eq. (23.40b) 

f(t) 

h = 1 } 1 
0 

= l ku = O! [1] = 1 

h = 1 } 1 
0 

= 
2 

k12 = 1! [O] = 0 

h = 1} 1 
g = 3 ku = 2! [O] = 0 

1 3 

\' \' ~ t<3-o)e-at 
L L <3 - u)! 

h=l g=l 

a 
b 

= __ k_u_ t<a- tle-at + ~ t<3-2)e-at + __ k_u_ t<3-3)e-al 
(3 - 1) ! (3 - 2) ! (3 - 3) ! 

= ½t2e-at 

23.6d. Graphical Determination of Inverse Transforms. 1 The use of Eqs. (23.34) 
to (23.41) are often time-consuming. The graphical procedure described in the 
following paragraphs is quick, simple, minimizes arithmetical errors, and provides 
a means of visualizing the effect of zero and pole locations on the time response. 

Three steps are required in the graphical determination of inverse transforms: 
1. Locate on the complex plane the zeros and poles of the response transform. 

(Complex-plane coordinates are values of a for abscissa and values of jw for ordinate.) 
2. Write the mathematical form of the inverse transform from an inspection of the 

pole locations on the complex plane. 
3. Evaluate by graphical measurement the numerical values of the unknown con­

stants to obtain a complete solution. 
Location of Poles. In general, the response transform will be a rational function 

similar to~Eq. (23.34). The zeros of this function are the roots of the numerator. 
If there are no zeros, the numerator will be equal to a constant. The poles of the 
response function are the roots of the denominator. If there are no poles, the denomi­
nator will be equal to unity. The roots of the numerator and the denominator can 
be obtained by standard algebraic methods2 or by use of the graphical techniques 
described in Sec. 18.4e. 

Once the zeros and poles have been determined, they are plotted on the complex 
plane. A typical case is shown in Fig. 23.15. The zero at a2 is a negative real zero. 
The pole at a1 is a negative real pole. The pole corresponding to the 1/s term is a 
pole at the origin. The pair of zeros ±iw1 are conjugate zeros on the imaginary axis. 

1 Adapted from unpublished papers of N. Patrusky. 
2 See, for example, R. E. Doherty and E. G. Keller, "Mathematical Methods in Engi­

neering," vol. II, John Wiley & Sons, Inc., New York, 1942. 
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The pair of poles -aa ± jw2 are conjugate complex poles. Multiple-order zeros or 
poles, not shown on the figure, occur when two or more zeros coincide or two or more 
poles coincide. 

Mathematical Form of the Inverse Transform. Once the poles have been located 
on the complex plane, the mathematical form of the inverse transform can be written 
by inspection, i.e., from an examination of a table of transform pairs, for a majority 
of the cases encountered in practice. Presence or absence of zeros or the number of 
zeros does not affect the form of the solu-
tion-only the amplitudes of the con-
stants.1 The most useful forms are 
tabulated in Table 23.5 for convenience. 
The complex expressions in this table are 
for the roots of the denominator. In a 
case containing several poles, the corre­
sponding complex expressions in the 
denominator are multiplied, and the cor­
responding inverse transform forms are 
added. 

Graphical Evaluation of Constants. The 
unknown constants of the inverse trans­
form (A's and <J,'s) are evaluated by 
making length and angle measurements 
on the complex plane plot. Each pole is 

+JOit 

f 
I 
I 
I 
I -a~~--+r---,----4-------a 
: aJ ZEROS, s =-a2 
I 
I 
I 
;k-

S = ±/Olf 

_ jfll
2 

POLES, s =O 
S=-a, 
$=-03± /012 

considered separately, and when meas- (s+a
2

l(s+;41,Hs-/A1fl 
urements are made from the other zeros Flsl- 5(s+a,)(s+a

1
-;412 )(s+a.J+J4121 

and poles to the particular "pole of 
Fm. 23.15. Plot of zero and pole locations. interest," the constants in the expression 

resulting from that pole are determined. When conjugate poles are the poles of 
interest, measurements are made only to the upper pole. For simplicity, the general 
subject of graphical analysis has been divided into four separate cases. 

TABLE 23.5. PARTIAL TABLE OF INVERSE TRANSFORMS 
Denominator Roots Form of Inverse Transform 

s A 
(s + a) Ae-at 

(s + jw)(s - jw) A sin (wt + <J,) 
(s +a+ jw)(s + a - jw) Ae-at sin (wt+ <J,) 

CASE 1. POLES AND ZEROS ON THE NEGATIVE REAL AXIS-SINGLE-ORDER POLES 
ONLY. The amplitude constants are obtained as follows: 

A = product of distances to the pole _of interest from each zero (
23

.42) 
product of distances to the pole of mterest from each other pole 

The numerator is unity for the case of no zeros, and the denominator is unity for the 
case of a single pole. If a higher-order zero occurs on the negative real axis, the dis-­
tance to the pole of interest from the higher-order zero is multiplied by the power of 
the order. 

The algebraic sign associated with each length measurement is determined by 
considering each length measurement to have an associated angle. The a.ngle for a 

1 An exception to this statement occurs when the number of zeros is equal to the number 
of poles. For this case, the numerator is divided by the denominator. The resulting 
quotient will contain a constant and a remainder, and it may contain terms involving powers 
of s. The inverse transform of the remainder is obtained by the methods of this section. 
The inverse transforms of the remaining factors are added to this result. 
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particular measurement is the angle between the real axis in the positive direction 
and the line to the pole of interest. For poles and zeros on the real axis, this angle is 
either 0° (+sign) or 180° ( - sign). If a higher-order zero occurs, the angle between 
the higher-order zero and the pole of interest should be multiplied by the power of 
the order to determine the proper sign. The application of Eq. (23.42) is illustrated by 
the following example. 

Example 23.11 

Determine the inverse transform of the following response functions: 

s+l s+l 
F(s) = -- = ---

s2 + 2s s(s + 2) 

There is a zero at -1, and poles at 0, -2; these are plotted in Fig. 23.16. 
The form of the inverse transform is written 

+/41 by inspection or from Table 23.5 as follows: 

-2 
_, 

f(t) = A 0 + A1ea1t 

a1 = -2 from the (s + 2) term 
A 0 and A1 are evaluated from Eq. (23.42) 

as follows: 
To evaluate Ao, the pole of interest is the 

pole at the origin; lengths are measured from 
the zero at -1 and the pole at -2 toward the 
origin (all positive). Therefore, 

A _ +1 1 
0 

- +2 2 

In a similar manner, 

A1 = .=! 1 

-2 2 

The final solution is, therefore, 

f(t) = ½ (1 + e-2t) 
F(S)- S+f 

- sls+2J Although this is a simple example for 
purposes of explanation, the same proce­
dure applies for cases containing many 

poles which would be very time-consuming to solve by other methods. The following 
quantitative rules will be found to apply for poles on the real axis and are an aid in 
evaluating the physical effect of changing pole .and zero locations. 

-JOI 
FIG. 23.16. Plot for Example 23.11. 

1. As poles approach each other, the amplitudes of the terms due to these poles will 
increase. Conversely, for poles far apart, the amplitudes of the terms due to these 
poles will be small. 

2. As a zero approaches a pole, the amplitude of the term due to the pole decreases. 
Conversely, as a zero is separated from a pole, the amplitude of the term due to the 
pole increases. 

CASE 2. REAL POLES AND CONJUGATE COMPLEX ZEROS-SINGLE-ORDER POLES ONLY. 

The rules and procedure for case 1 also apply for conjugate complex zeros. An addi­
tion.al rule is that lengths should be taken from both zeros of a conjugate complex pair 
to a pole of interest. The. sum of the angles, measured between a line parallel to the 
real axis and the vector from each zero to the pole of interest, will always be 360°. 
Consequently, the algebraic sign of the product of the two terms resulting from conju:­
gate complex zeros will always be positive. . This is shown in Fig. 23.17. 

CASE 3. CONJUGATE COMPLEX POLES-SINGLE-ORDER POLES ONLY. When conju­
gate-complex poles (s = -a ± jw) are present, sinusoidal terms result, and the phase 
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angle cf, must be evaluated in addition to the amplitude constants. In addition, the 
amplitude factors are multiplied by 1/wwhere "'is the imaginary part of the particular 
complex pole of interest. These rules are given by Eqs. (23.43) and (23.44). 

A = _! (product of distances to the pole of interest from each zero) (23.43) 
"' (product of distances to the pole of interest from each pole) 

where "' is the imaginary part of the complex pair being evaluated. 
The numerator is unity for the case of no zeros. When the constants resulting 

from a complex pair are being evaluated, only one of the pair is selected as the pole of 
interest. For the positive sign associated with ct, in Table 23.5 the upper conjugate 
pole should be selected as the pole of interest. Length and angles are measured from 
both complex poles of other pairs which may be present. 

cf, = :2; angles to pole of interest from zeros - :2; angles to pole of interest from other 
poles (excluding the other conjugate member) (23.44) 

Angles are measured as positive in rotating counterclockwise from a line through 
the pole or zero parallel to the real axis. The sum of the angles of the vectors from 
the two poles of a complex pair to another pole of interest which is on the negative 
real axis is always 360°, and consequently the product of these two vectors is always 
positive. 

+jfll 

,9,+6}=360° 

-Jm 
FIG. 23.17. Complex zeros. 

Example 23.12 

+jOI 

-jtv 

/0 (s+a.,)(s+a2 -J1v2)(s+a2+j1v2) 

- (S+a3)(S+jtv,J(S-/tvf) 

Fm. 23.18. Pole and zero locations for 
Example 23.12. 

Determine the inverse transform of the transfer function shown in Fig. 23.18. 

Solution 
The form of the inverse transform can be written by the use of Table 23.5 and an examina­

tion of Fig. 23.18 as follows: 

f(t) = A1e-a1t + A2 sin (wit + cf,) 

A 1 is evaluated from Eq. (23.42) with -aa as the pole of interest. 

Ai = (-fo)(L2)(L1) 
(La) (L4) 
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A2 is evaluated from Eq. (23.43) with the upper conjugate pole selected as the pole of 
interest. 

A
2 

= ! (Lr.)(Ls) (Ls) 
w (La) 

Finally, </> is evaluated from Eq. (23.44) as follows: 

cj, = (Jr, + 6s + 6s - 6a 

CASE 4. MULTIPLE-ORDER POLES. When multiple-order poles are encountered 
in a transfer function, they must be handled in a slightly different manner. The 
procedure is as follows: 

1. Locate on the complex plane the zeros and poles of the response transform as 
before. 

2. Evaluate the constants for each pole of interest, except the coincident poles. 
This will square the distances and double the angles from the coincident pole position 
to the pole of interest for a second-order pole. 

3. Separate coincident poles along the real axis by a distance o (move one pole, 
or set of poles in the case of complex poles, to the left a distance o). 

4. Write the expressions for the inverse transform of the separated poles from 
Table 23.5, treating each pole as a single-order pole. 

5. Evaluate the amplitude and phase constants for each of the separated poles, 
including the o factor wherever it appears. 

6. Leto approach zero to evaluate the expressions obtained in step 5 for the ampli­
tude and phase constants. The remainder in each case is the required value. NOTE: 
To take the limit of indeterminate forms, that is, 0/0, 00 / 00, differentiate the numer­
ator and the denominator with respect too and then let o approach zero. If the result 
is still indeterminate, differentiate as many times as are required, letting o approach 
zero after each differentiation until a finite result (or zero) is obtained. 

Second or higher-order terms in o may be removed before taking the limit. 
The final expression so obtained should be of the form shown in Table 23.6 for 

second-order poles. For higher-order poles, terms similar to the basic form for a 
single-order pole, but containing t2, t3, ••• , tm-i are added. If m is the order of 
the pole, m - 1 is the highest power oft and there are m terms in the expression. 

TABLE 23.6. INVERSE TRANSFORMS FOR SECOND-ORDER POLES 
F(s) f(t) 

s2 Ao+ A1t 
(s + a) 2 Aoe-at + A1te-at 

(s2 + w 2) 2 Ao sin (wt + q,0 ) + A1t sin (wt + q,1) 

(8 + a + jw) 2 (s + a - Jw) 2 A 0 sin (wt + cJ,o)e-at + A1t sin (wt + q, 1)e-at 

As an example, the form of the inverse transform for a third-order pole at -a1 can 
be written directly from the above discussion as follows: 

(23.45) 

It will often save effort to shift the imaginary axis to the coincident poles before 
separating if only one set of coincident poles is present. The inverse transform can 
then be corrected by multiplying each term by e-at, where a is the distance moved 
along the negative real axis. 

Example 23.13 

Obtain the inverse transform of the function shown in Fig. 23.19a. 

Solution 

1. The zeros and poles are located in Fig. 23.19a. 
2. The coincident poles are shown separated in Fig. 23.19b. 
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2NO OROEH 
POLE 

-a---iot---._,___f-",¥'-+a -a 8 

-a2 -a, 

F(s)= (s+a,) 
s2(s+a2) 

+Jm 

-~ -fa 
(al POLE AND ZERO LOCATION (bl SEPARATED POLE LOCATION 

+a 

Fm. 23.19. Plot of Example 23.13 with separated poles. 
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3. From Table 23.5 the expression for this inverse transform is as follows for the sepa­
rated poles: 

4. The pole at -a2 is the only noncoincident pole. The constant A2 due to this pole is 
evaluated from Eq. (23.42). 

A
2 

= _ a2 - a1 = _ a2 - a1 

( -a2) 2 a22 

5. The expressions for the amplitude constants resulting from the separated poles are 
as follows: 

A-~ 0 
- lia2 

a1 - li 
(-li)(m - li) 

6. The complete expression is, therefore, 

Combining terms containing ll, 

+ [ a1 - li ] _01 
( -li)(a2 - li) e 

ai(li - a2) + m(a1 - li)e-ot 

lia2(ll - a2) 

lia1 - a1a2 + a2a1e-01 - lia2e-ot 

li 2a2 - lia22 

Eliminating the li 2 term and taking the limit 

and is indeterminant 

Differentiating the numerator and the denominator separately with respect to li and taking 
the limit again, 

The final result is therefore 

f(t) = (a2 - a1) + a1a2t + (a1 - a2)e-a1t 

a2 2 
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Example 23.:M 

Obtain the inverse transform of the following tunctfon: 

Ji'(s\ -.: .J T dl 

' L(s + a1) 2 + w1i]2 

The poles and zero are shown in Fig. 23.20a. The poles and zero are shown shifted in 
Fig. 23.20b. The shifted poles are shown separated an amount o in Fig. 23.20c. The 

+JOI +}IP +jfll 

2NO OfiOER~'>f,-- +}fllf 
I 

2NOOROER~ +/fllf r +JOit 

I 
-a------4-.-l--+--+a 

-a. 
'I 

I 

-fJ--------+H,--+a 

I 
I 

-a--- +a 
-81 

I 

2NO .OROER~ ~- ,ifllf 2NOOROER- -jlPf * -j~, 

-JOI 

(a) POLES AND ZERO OFF ( s) (,b) SHIFTED POLES AND ZERO (C) SHIFTED AND SEPARATED 
POLES AND ZERO 

FIG. 23.20. Plot of Example 23.14 with poles shifted and separated. 

inverse transform of the shifted separated poles is, from Table 23.5, 

The constants At, A2 are from Eq. (23.43). 

Wt 
At 

w10(02 + 4wi2)Hi 

A2 - (02 + wi2)½ 
- wio(o2 + 4wi2)}2 

The constants c/>1 and cf,2 are from Eq. (23.44). 

2w1 
c/>i = +goo - tan-15 - 0 

lim c/>i = +goo - goo - 0° = 0 
8-+0 

c/>2 = - tan-i ~ + tan-i 
2

wi - 180° o o 

The expression for /(t) becomes 

lim cf,2 = -180° 
o-+O 

[ 
sin wit (o 2 + wi2)72e-ot sin (wit - 180°)J 

/(t) - -----,-,- + -'-----'.----------'- e-a1t 
- o(o 2 + 4w12)½ wio(o 2 + 4w12)72 

Combining the terms within the bracket over a common denominator and simplifying, 

f( [
Wi Sin W1t - (o 2 + Wi 2)72e-ot sin Wif] _ t 

t) = -----------cc-cc---- e al 
wio(o 2 + 4w 12)½ 

Since this expression approaches zero over zero as o approaches zero, it is necessary to 
differentiate the numerator and denominator with respect to o. The result, after eliminoa-
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tion of the o2 terms and differentiation is ' 
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23.6e. Relationship between Pole Location and f(t). From Secs. 23.6c and 23.6d it 
can be seen that the location of the poles of the system transfer function on the com­
plex plane determines the general .time response of the output. Table 23. 7 gives a 
summary of the correspondence between the location of poles on the complex (a, jw) 
plane and the response of the network as a function of the real variable, time. 

TABLE 23.7. RELATIONSHIP BETWEEN POLE LOCATION AND f(t) 
Location of Pole in the Complex Plane Corresponding f(t) for t > 0 

1. A first-order pole at the origin 1. A constant 
2. A first-order pole on the negative real 2. A decreasing exponential 

axis 
3. A first-order pole on the positive real 

axis 
4. First-order conjugate poles on the 

imaginary axis 

5. First-order conjugate poles in the left 
half of the complex plane 

6. First-order conjugate poles in the right 
half of the complex plane 

7. A second- or higher-order pole at the 
origin 

8. A second- or higher-order pole on the 
negative real axis 

9. A second- or higher-order pole on the 
positive real axis 

3. An increasing exponential 

4. Sinusoidal oscillation of constant am­
plitude whose frequency increases as 
the separation between the conjugate 
poles increases 

5. Exponentially decreasing oscillations 

6. Exponentially increasing oscillations 

7. A linear or higher-order polynomial 

8. The product of a linear or higher-order 
polynomial and a decreasing exponen­
tia.l 

9. The product of a linear or higher­
order polynomial and a.n increasing 
exponential 

23.6f. Summary of the Procedure for the Solution of Networks by Transform Methods. 
To summarize the use of the Laplace transform in the solution of network problems, 
the following outline contains the general steps necessary for the complete solution 
of lumped constant network problems. 

1. Describe the qperat:ion of the network by means of the applicable loop or nodal 
equations. 

2. Transform the network equations to complex form. This step consists of obtaining 
the transform of the applied signals from Table 23.4 or Eq. (23.30). 

3. Solve the resulting equations for the required unknown. Solve by determinants 
or other algebraic means the expre_ssion for the required unknown voltage, current, 
impedance, etc. The resulting expression for the unknown quantity will be the 
response transform discussed previously. 

4. Examine the poles of the response transform to determine the nature of the response 
of the network as a function of time. This step requires determination of the roots of 
the denominator of the response transform and the use of Tables 23.4 to 23.7. 

5. For a complete quantitative· solution obtain the inverse transform of the response 
function. This can be accomplished for simple cases directly from Table 23.4 and for 
other cases by means of partial fraction expansion, or the graphical procedure of Sec. 
23.6d. 
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The functions A(s)/B(s), obtained by solving the loop or nodal equations after 
transformation to complex form, contain poles for each root of B(s). If there are 
many reactive elements in the system, the degree of this polynomial can be very 
high. To solve equations of fourth degree or higher, either Graeff's root-squaring 

R method 1 or the root-locus method discussed in 

I 
I ,t~ 

+~r 
lt=o 

L 

Fm. 23.21. Network with step exci­
tation, for Example 23.15. 

Sec. 18.4e is recommended. 

Example 23.16 

Determine the voltage across the inductance in 
Fig. 23.21 by both the loop and nodal analysis for 
a step-function input of unit amplitude. 

I. Loop Analysis 
a. The number of loops is 1, from Eq. (23.19), 

l=e-n+s=3-3+I=I 

and the number of unknowns, from Eq. (23.18), 

Ui = l - i. = I - 0 = 1 

b. Writing the loop equation: 

Ri(t) + L di (t) = u(t) 
dt 

c. Change to complex variable form. Let the complex form of i(t) be I(s); then, from 

Table 23.4, the transform of [ did~t)] is sl (s) - (0), assuming zero initial current. 

The transform of u(t) is 1/s and 

RI(s) + Lsl(s) 
s 

d. Solving this algebraically for EL(s) 

L I A(s) 
EL(s) = Lsl(s) ·= Ls [--

1
- · !] 

sL + R s = sL + R = s + R/l.1 = B(s) 

In this example, 1/s is the excitation function, and sL/(sL + R) is the system function. 

These can be combined into the form A (s) / B(s), where A (s) = I and B(s) = ( 
1

81 s + L) 
From Table 23.7 it can be determined that the form of the response current will be a 

decreasing exponential. To complete the solution, the inverse transform is taken from 
Table 23.4. 

n-1 [A(s)] = -Rt/L 
d..J B(s) e 

2. Nodal Analysis 
In a similar manner, from Eqs. (23.24) and (23.25), 
a. n, = n - s = 3 - 1 = 2 

Uv = n, - e, = 2 - 1 = 1 
b. Writing the nodal equation. 

i(t) = u(t) ~ eL(t) = f, J eL(t) dt 

c. Changing to the complex notation, 

I/s - EL(s) = ~ . [EL(s) + (O)] 
R L s 

d. Solving for EL(s) 
1 A(s) 

EL(S) = (s + R/L) = B(s) 

which is the same result obtained in part 1. 

1 Doherty and Keller, op. cit. 
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23.7. Thevenin's Theorem. This theorem is useful in the solution of network 

problems where it is necessary to reduce a complex network containing many elements 
to an equivalent network consisting of a constant-voltage generator in series with a 
single impedance. 

Theorem. Any network containing voltage and/or current generators and linear 
bilateral impedances can be replaced, with respect to any two external terminals of the 
network, by an equivalent network. The equivalent network consists of a constant­
voltage generator with zero internal impedance whose generated voltage is the open­
circuit voltage e0c measured between the termimtls of the original network and a 
series impedance Za whose value is the impedance measured between the terminals 

zG 

e0c_~zR i=~ ~ ZR+ z6 

(a) GENERAL THEVENIN NETWORK 

10 zG 

6VCE Boe C Boe=6Xj=5VOLTS 

Z. = E2__ = 2 0HM 6 t+5 6 
tfETWORK £OU/VALENT 

(b) DC NETWORK EQUIVALENT 

Boe 

AMPLIFIER 

z;; 

C 
_-JJ,BgRL 

- Boe- RL +rp 

+ z. = .!!.f....!p_ 
G RL+rp 

THEVENIN EOtJl,VA.L£!'T 

(Cl VACUUM TUBE AMPLIF~ER EQUIVALE.tlJ 

Fw. 23.22. Thevenin equivalents. 

of the original network when all the generators in the network are replaced by their 
internal impedances. 

Figure 23.22 illustrates the general case and some examples of this theorem. 
23.8. Norton's Theorem. This theorem is useful in the solution of network 

problems where it is necessary to reduce a complex network containing many elements 
to an equivalent network consisting of a constant-current generator shunted by a. 
single impedance. 

Theorem. Any network containing voltage and/or current generators and linear 
bilateral impedances can be replaced, with respect to any two external terminals of 
the network, by an equivalent network. This equivalent network consists of a con­
stant-current generator with infinite internal impedance, whose generated current is 
equal to the short-circuit current iac measured between the terminals of the original 
network, in shunt with the impedance Za (or admittance Ya) seen looking back into the 
original network from the terminals when all generators are replaced by their internal 
impedances. 

Figure 23.23 illustrates the general case and some examples of this theorem. 
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. 1sc'ftl 
l=--

Y;;,+Jg 

(al GENERAL NORTON NETWORK 

l!2 

AMefHEstQ !so=' ,;c(IT l~c=6X. 5 ;, = 5 AMPERES 

Z6=5+f=60H/,fS 

NETWORK £OU/VALENT 

(bl D-C NETWQRK EQUIVALENT 

AMPLIFIER EOUIVALENT 

(C) VACUUM TUBE AMPLIFIER EQUIVALENT 

Frn. 23.23. Norton equivalents. 

1sc=gmes 

Z. - RL Ip 
rr f?t+rp 

23.9. Superposition Theorem. This theorem is the basis for much network 
analysis theory. It enables a network, composed of many branches having linear, 
bilateral elements and containing many generators, to be broken down into a series of 
simpler networks, each containing only one generator. The voltages and/or currents 
at the required points in the general network may then be found by adding the voltages 
and/or currents, determined by the single-generator networks. The generators may 
be at different frequencies, making the theorem valid where complex waveforms are 
involved. If transients are important, initial stored energy in capacitors or inductors 
may be accounted for by adding the required initial voltage or current generators. 
The theorem is especially useful where voltage or current sources are added to an 
existing network. 

Theorem. In a network composed of linear, bilateral impedances, the current in any 
branch or the potential difference between any two nodes due to any number of voltage 
or current generators distributed in any manner throughout the network is the sum of 
the currents or voltages which would be produced by the individual generators acting 
alone with all other generators replaced by their internal impedances. 

Example 23.16 

1. Determine e0 as shown in Fig. 23.24. This network contains two generators and has 
been divided into two separate networks, each containing only one generator. The voltages 

z, 

(0) 

z, Z2 Z1 

+ ,,rn 
lb) 

FIG. 23.24. Network for Example 23.16. 

across Zo for the case of the divided networks, eo1 and eo2, can be determined separately, and 
then added by means of the superposition theorem (see Fig. 23.24b). 
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Example 13.17 

If a third generator e1 is now added in series with Z 0 , as shown in Fig. 23.25, determine 
the change in eo. 

Solution: 

The change in eo can be quickly obtained 
by computing eoa across Zo due to e3 without 
regard to e1 and e2 as follows: 

eoa = -ea Z1Zo + Z1Z2 + Z2Zo 

z, 

This result was obtained considerably faster Fio. 23.25. Network for Example 23.17. 
than would have been the case if the entire 
network were recalculated and the difference obtained between the two results. 

23.10. Reciprocity Theorem. This theorem permits the interchange in position 
of a generator and any resulting current or voltage in another part of the network for 
purposes of analysis. The theorem applies for both transient and steady-state 
generators in linear bilateral networks. 

Theorem. If the output of a generator produces a current through an element 
located at any point in a network composed of linear, bilateral elements, the same 
current will be produced if the positions of the generator and the current measuring 
point are interchanged. 

Only a single generator is considered at one time. Other voltages and currents 
in the network will not necessarily remain the same. 

Example H.18 

This theorem will be demonstrated by means of the network shown in Fig. 23.26. 
zf l. With the generator and ammeter as shown in 

the figure, the current iA is determined as follows: 
i.4 

i iA 
e Za 

Zi + ~ Z2 + Za 
Z2 + Za 

eZa 
Z1Z2 + Z2Z3 + Z1Za 

F1~. 2~.26. Network illustrating 2. Now, reversing the positions of the gen-
reciprocity. erator and ammeter, as shown in Fig. 23.27, the 
current through the ammeter is again determined. 

iA' 

which is the same as in step 1. 

e Zs 

z
2 
+~Z1 +Za 

Z1 + Za 
eZa 
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23.11. Compensation Theorem. This theorem is useful in calculating the effect 
of impedance changes in a network on the currents and/or voltages in other parts of 

z, the network. The theorem applies for 
networks containing bilateral or unilateral, 
linear or nonlinear impedances. 

! 
Theorem. If an impedance in a network 

2j changes by an amount AZ, the change in 
~ current in any other branch of the network 

is equal to the current which would be 
produced in that branch by replacing all 

Frn. 23.27. Network for Example 23.18 generators in the circuit by their internal 
with generator and ammeter reversed. impedances and adding in series with the 
modified impedance a generator with terminal voltage equal to -i AZ, where i is 
the original current in the modified impedance. 

Example 23.19 

In the network shown in Fig. 23.28a, determine the effect on the current through Za 
'+'hen Z1 is doubled. 

Solution 

z, 

(OJ BASIC NETWORK 

( 
(b)NETWORK WITH COMPENSATING 

GENERATOR 

Frn. 23.28. Network illustrating the compensation theorem. 

Before Z1 is changed, the current through Z3 is given by 

From the theorem, the increase in current in any other branch due to increasing Z 1 by an 
amount AZ is equivalent to replacing the existing generators with their internal impedances 
and adding in series with Z 1 + AZ 1 a generator with a terminal voltage equal to the nega­
tive product of the original current (i1) and the change in impedance (AZ1). From this 
the.modified circuit shown in Fig. 23.28b can be drawn to compute the change in ia. This 
change is seen to be given by 

Where the original current 

Aia 
Z1Z2 e(Z2 + Za) 

2Z1Z2 + 2Z1Za + Z2Za Z1Z2 + Z1Za + Z2Za 

The last factor gives the reduction in ia due to the increase in Z 1. 

23.12. Driving Point and Transfer Impedances and Admittances. Many of the 
characteristics of networks are described if the driving point and transfer impedances 
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or admittances are known. The following relationships can be used to determine these 
quantities in any given network and their effect on the voltages and currents of the 
network. 

23.12a. Definitions of Impedances and Admittances. The loop and nodal equations1 
for a given network may be written as follows: 

Z11i1 + Z12i2 + + Z1nin = e1 
Z21i1 + Z22i2 + + Z2nin = e2 

(23.46) 

Zn1i1 + Zn2i2 + + Znnin = en 
and 

Y11e1 - y12e2 - - Y1nen = i1 
-Y21e1 + Y22e2 - - y2,,en = i2 

(23.47) 

-Yn1e1 - Yn2e2 - + Ynnen = in 

The factors zu, z22, ... , Znn are the self-impedances or mesh impedances of the 
network. Each is defined as the impedance around its closed loop or mesh with all 
other loops open-circuited. The factors z12, Z23, . . . , Zmn are the mutual impedances 
of the network. Each is defined as the impedance common to loops m and n. 

The factors Yn, Y22, . . . , Ynn are the self-admittances of the network, defined 
as the total admittance between the subject node and the reference node when all 
the other nodes of the network are connected to the reference node. The factors 
Y12, y23, • • . , Ymn are the mutual admittances of the network, defined as the common 
admittances between nodes m and n. 

By superposition the total current in a given loop is the sum of the currents due to 
generators in the loop plus the currents in the loop due to generators in other loops 
of the network. For example, the general solution of the loop equations can be 
expressed in the following form: 

i1 
Au 

=ae1 + .1. 21 e2 + 
A 

+ An1 
aen 

i2 
A12 

=ae1 + A22 a e2 + + An2 
ae" 

(23.48) 

. .1.in A2n + Ann 
'tn == a e1 + a e2 + ~en 

where A is the impedance determinant of the network formed from Eq. (23.46) as 
follows: 

Z11 Z12 Ztn 
Z21 Z22 Z2n 

A (23.49) 

Znt Zn2 Znn 

1 See Secs. 23.4 and 23.5. 



23-36 ELECTRONIC DESIGNERS' HANDBOOK 

and fl 1k is formed by deleting the jth row and kth column from fl. The algebraic 
sign of fl1k is ( -l)i+k. 

From Eq. (23.48) the terms (flu/ fl)e1, (fl2a/ fl)e2, ... , (flnnl fl)en give the com­
ponents of loop current in loops 1, 2, ... , n, respectively, caused by a generator 
e1, e2, ••• , en, located in the same loop. Further, the other terms, (fl1k/fl)e; (j ;= k), 
give the components of current in loop k caused by generators located in loop j. 

In a similar manner, the general solution of Eq. (23.47) by Cramer's rule is 

(23.50) 

where .. Y is the admittance determinant of the network formed from Eq. (23.47) as 
follows: 

Yu -y12 -Yin 
-y21 Y22 -y2n 

A'= (23.51) 

-Ynl -Yn2 Ynn 

and fl;k is formed by deleting the jth row and kth column from fl'. The algebraic 
sign of fl;k is ( - l)i+k. 

From Eq. (23.50) the terms (fl~1/ fl')i1, (fl;2; A')i2, ... , (fl:nl fl')in give the com­
ponents of node voltage en at node n because of the current flowing into node n. 
Further, the other terms (fl;k; fl')h (j ;= k) give the component of node voltage at 
node j caused by generators located at node k. 

23.12b. Driving-point Impedance. The driving-point (input) impedance of loop j 
is given by Eq. (23.52): 

A e· zii = - =-!­
fl;t i; 

(23.52) 

The driving-point impedance of loop j is the ratio of the voltage applied to loop j 
to the resultant current flowing around loop j with all other loops normally connected 
and all other generators replaced by their internal impedances. It should be noted 
that this definition is correct only when the source voltage e; is applied in a branch of 
loop j which is common to no other loop of the network. 

23.12c. Transfer Impedance. The transfer impedance between loops j and k 
is given by Eq. (23.53). 

(23.53) 

The transfer impedance between loops j and k is the ratio of the voltage applied 
to loop j to the resulting current in loop k with all other loops normally connected 
and all other generators replaced by their internal impedances. It should be noted 
that this alternate definition is correct only when e; is applied in a branch of loop j 
which is common to no other loop of the network. 
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23 .12d. Driving-point Admittance. The driving-point admittance of node j is 

given by Eq. (23.54). 

(23.54) 

Y;; may be defined in an alternate manner as follows: The driving-point admittance 
between node j and the reference node is the ratio· between the driving current ii 
entering node j, and the resulting voltage eJ between node j and the reference node. 

23.12e. Transfer Admittance. The transfer admittance between nodes j and k 
is given by Eq. (23.55). 

(23.55) 

YJk may be defined in an alternate manner as follows: The transfer admittance 
between nodes j and k is the ratio between the current ik applied at node k to the 
resultant voltage e1 appearing at node j. 

23.12f. Relationships between Functions. The following relationships exist between 
the quantities defined above: 

fl 
Ziiz=z .. _jj_ 

n tlii 

fl 
Z'k = Z·k - J!:?._ 

1 1 Ajk 

fl 

Zii = ~~- + Zii 
11 

fl 
Z·k = J!:?._ + Z "k 

1 Ajk 1 

fl' 

Yii = YH - -1f­
tlii 

fl' 

YJk = Yjk - 4-­
tlik 

fl' 

Y1; = ~~ . + Yii 
11 

fl 

Yjk = 4 + Yik 
flik 

where fl = t:,,. with Zii = O; fl' = fl' with Yii = 0 
ii ii 
fl = t:,,. with Z;k = O; fl' = fl' with Yik = 0 
ik ik 

Example 23.20 

Determine the following impedances for the 
network shown in Fig. 23.29. 

fl t} 
Zu =- =zu +-

flu l:,,.11 

(23.56) 

(23.57) 

(23.58) 

(23.59) 

(23.60) 

(23.61) 

(23.62) 

(23.63) 

n 
l2 

t:,,. ~ 
Zu = Au = z12 + flu FIG. 23.29. Network for Example 23.20. 
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From inspection of the network: 

.1. = I Zll zu I = I R1 + R2 -R2 I 
z21 z22 -R2 R2 + Ra 

.111 = R2 + Ra; .112 = +R2; .1. = -R22; ~ = (R1 + R2)(R2 + Ra) 
11 12 

~ 
:. Zn = ~

11 
from Eq. (23.52) 

from Eq. (23.53) 

A 
Zu = z12 + _!!... = -R + (Ri + R 2)(R2 + Ra) = R1 + Ra + RiRa from Eq. (23.59) 

~12 
2 

+R2 R2 

23.13. Dual and Inverse Networks. The dual of a given network is another net­
work whose equations have the same mathematical form as those of the given network. 
The inverse of a network is another network whose impedance is proportional to the 
reciprocal of the impedance of the given network. The following paragraphs give 
methods for determining dual and inverse networks. 

23.13a. Duality. Two different physical systems whose equations are of the same 
form are said to be dual. Two expressions are dual if the second is formed by replacing 
all the variables, constants, and driving forces in the first by their duals. As examples 
E = IR is the dual of I = EG where E, I, and Rare replaced by I, E, and G, and 
e = L di/dt is the dual of i = C de/dt where e, L, and i are replaced by i, C, and e. 
The equation must remain valid when transformed. The following tabulation gives 
dual expressions for the common electrical functions. 

func- voltage impedance series resistance reactance inductance mesh 
tion 

dual current admittance parallel con- susceptance capacitance node 
ductance 

The dual of a common branch between two meshes is a common branch between 
nodes. The dual of a network may be drawn by replacing every series connection 
with a parallel connection and every element with its dual. The loop equation will 
have the same form as the nodal equation of the dual network, and vice versa. Dual 
networks can be drawn from geometrical considerations as follows: 

1. Arbitrarily assign a numbered point inside each loop together with an additional 
point outside the network (1, 2, 3 in Fig. 23.30a). These points will be identified with 
the nodes of the dual network. 

2. The branches in the dual network are established by connecting these points 
with lines passing through each element between the points. In other words, a point 
inside loop 1 will be connected to the external point by lines passing through only 
the elements between loop 1 and the external point. The branches are then the 
duals of the elements so crossed. Thus, Fig. 23.30b can be derived as the dual of 
Fig. 23.30a. For a network to possess a dual, it must be capable of being drawn on 
a flat surface without having any branches cross one another. A valid equivalent 
network can often be formed by taking the dual of a given network twice in succession. 
For example, Fig. 23.31 shows the conventional T equivalent of a coupled circuit 
obtained by taking two successive duals. 
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Note that the dual of a network is not the same as the dual representation of a net­

work, the latter being merely the original network with all elements replaced by their 
duals, but the structure remaining unchanged. The two cases are illustrated in 
Fig. 23.32. 

23.13b. Reciprocal and Inverse Networks. Two elements or networks are said to be 
inverse if the impedance of one is proportional to the reciprocal of the other for all 
frequencies. The product of the impedances or admittances of two inverse networks 

(al LOCATION OF POINTS AND LINES (bl DUAL OF FIG. 23.300 

Fm. 23.30. Dual networks. 

(0) (b) (C) 

Fm. 23.31. Successive duals of a coupled circuit. 

NETWORK A DUAL OF A DUAL REPRESENTATION OF ,4 

Fm. 23.32. Dual and dual representation. 

must, therefore, be a constant. This constant is real and positive and has the dimen­
sions of resistance squared. The networks are said to be inverse with respect to 
this constant. If the constant is unity, the networks are said to be reciprocal with 
respect to frequency. The poles and zeros of inverse elements replace each other, i.e., 
the poles of one element occur at frequencies corresponding to the zeros of the other 
element. To determine the inverse of a multielement network, the dual of the net­
work is determined, and the magnitudes of the elements of the dual network are given 
by the inverse of the original element with respect to Ro2, where R0 is the arbitrary 
constant noted above, i.e., the impedance of the dual element equals Ro'J. divided by the 
impedance of the original network element. 

Examples of inverse networks are given in Fig. 23.33. 
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NETWORK INVERSE NETWORK R6CIPROCAL 
l c' EQUATIONS 

o------f"'OoQ\- ~0------111(-----00 C~l/R0 2 

c:roo 
LI 

l '=R/C 

C'=L/R02 

l 1'=CR0
2 

c,'=L2/Ro2 

C/=L1/R0 2 

L1'=C1R0 2 

L/=C2R0 2 

C,'=L1/R0
2 

C/=L2/Ro2 

8·~ l
1
=CR0 2 

o-·----••-----Qo c'=L/R0
2 

R'=R0 2/R 

R l C 

~f-o 

R' 
Fm. 23.33. Inverse networks. 

23.14. Two-terminal-pair Networks1 

23.14,a. General Relations. In Fig. 23.34, a two-terminal-pair network (a network 
1. .-----------. -2._ containing a pair of input and a pair of 

+ ~ I :' 2
: I + output terminals) is shown. The reference 

_Et ,, E2 directions of input and output currents are 

2 , - chosen for convenience. A change in refer-
~------..J. ence directions changes the signs of some 

Fm. 23.34. General two-terminal-pair terms in subsequent expressions. The fol­
network. lowing relationships apply for networks of 
this type containing linear, bilateral, passive elements. 

1. Voltage-current relationships in terms of network impedances 

E1 = z11l1 - z12l2 

E2 = Z21I1 - Z22l2 

(23.64) 
(23.65) 

where zu = input impedance between terminals 1-1' with terminals 2-2' open-circuited 
= Ei/11 when 12 = 0 

z22 = input impedance between terminals 2-2' with terminals 1-1' open-circuited 
= -Edl2 when 11 = O 

z12 = transfer impedance with terminals 1-1 open-circuited 
= -Ei/12 when 11 == 0 

z21 = transfer impedance with terminals 2-2' open-circuited 
= Edl1 when 12 == O 

1 Sometimes referred to as four-terminal networks. 
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2. Voltage-current relationships in terms of admittances 

11 = Y11E1 - Y1zE2 

12 = y21E1 - Y22E2 

23-41 

(23, l36) 
(23.67) 

where Yu = driving-point admittance between terminals 1-1' with terminals 2-2' 
short-circuited 

= li/E1 when E2 = 0 
Y22 = driving-point admittance between terminals 2-2' with terminals 1-1' 

short-circuited 
= -l2/E2 when E1 = 0 

Yu = transfer admittance with terminals 1-1' shorted 
= -li/E2 when E1 = 0 

Y21 = transfer admittance with terminals 2-2' shorted 
= I2/E1 when E2 = 0 

3. I nput-oJJ,tput voltage-current relationships 

E1 = AE2 + BI2 
l1=CE2+DI2 

E2 = DE1 - Bli 
-12 = CE1 - Ali 

(23.68) 
(23.69) 
(23.70) 
(23.71) 

where A, B, C, and D are "general network parameters" defined in terms of network 
impedances and admittances in Table 23.8. 

Although Eqs. (23.64) to (23.71) apply to a network containing two meshes, they 
are perfectly general in that any complex network can be reduced to a two-mesh 
equivalent. 

TABLE 23.8. BILATERAL NETWORK COEFFICIENT RELATIONSHIPS 

Impedance Admittance General coefficients 

Y22 A =~ D 
Zu = -A11 =c Y11 -A, =s A = Y22 = Z11 

Y12 Z12 
.J!]_!_ D =~ A 

Z22 = =c Y22 =B -A'II -A. 
B = _!_ = -A. 

Y12 Z12 
Y12 1 =~ 1 

Z12 = -A11 =c Y12 -A, =13 C = -A11 = _!_ 
Y12 Z12 

..JfE._ 1 Z21 1 
Z21 = =c Y21 =-- =13 -A'/1 -A, 

D = Y11 = Z22 
Y12 Z12 

AD - BC= l 

A, = 1/ A11 

Four network coefficients are required to establish the performance of a four­
terminal network containing unilateral elements. For linear, passive, bilateral net­
works, the reciprocity theorem requires the transfer impedances to be equal in both 
directions and the transfer admittances to be equal in both directions. Consequently, 
the performance of such networks is completely specified by three independent 
parameters. This allows an unknown network to be represented by a T or 1r 

equivalent. 
23.14b. Symmetrical Network. A network is said to be symmetrical when input and 

output terminals can be interchanged with no change in external behavior. This will 
occur for Au = A22 or Yu = Y22 and Zn = z22- Only two properly chosen independent 
parameters are necessary to specify the performance of a symmetrical network. 
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23.14c. Image Impedance. A four-terminal network is operating on an image 
impedance basis when the generator impedance is equal to the input impedance of 
the network with the load connected, and the load impedance is equal to the imped­
ance looking into the network from the load with the generator impedance connected. 
A characteristic which, together with the image impedances, completely specifies the 
performance of the network is the image transfer constant 0. The image transfer 
constant can be defined as one-half the natural logarithm of the complex ratio of the 
steady-state volt-amperes entering and leaving the network when the network is 
terminated in its image impedance. The transfer constant has a real (attenuation) 
and imaginary (phase-shift) part. The relationships between these image coefficients 
and other network coefficients are as follows: 

Z11 = VZoclZacl 

Z12 = VZoc2Zac2 

(23.72) 

(23.73) 

where Z11 = image impedance looking into input terminals and is equal-to the source 
(generator) impedance 

Z12 = image impedance looking into output terminals and is equal to the load 
impedance 

Zoct = impedance between input terminals with output terminals open-circuited 
Zac1 = impedance between input terminals with output terminals short-circuited 
Zoc2 = impedance between output terminals with input terminals open-circuited 

Z8c2 = impedance between output terminals with input terminals short-circuited 

Further, t h (J _ ✓Zacl _ ~ ~ 
an - - - 'IL-

Zoc1 Zoc2 

✓Z12 E-9. I.:!. _ ✓Z1, E-9 
Z11 ' Ii Z12 

0 = !1n Edi 
2 Ed2 

where e = base of natural logarithms = 2. 718 
ln = natural logarithm 

0 = a +jf3 

where a = image attenuation constant, nepers 
{3 = image phase constant, radians 

(23.74) 

(23.75) 

(23.76) 

When several networks are cascaded on an image impedance basis, the impedance 
looking into the output of a given network must equal the impedance looking into 

6=6,+62+$3 
= tr t + tr2 + tr3 + j( ,6',+ ,6'2 +.ft3 l_ 

Fm. 23.35. Networks cascaded on an image basis. 

the input of the next successive network. The over-all network may then be regarded 
as having the input image impedance of the first network, the output image impedance 
of the last network, and an over-all image transfer constant equal to the sum of the 
transfer constants of each section. This is illustrated in Fig. 23.35. 

23.14d. Iterative Impedance. A four-terminal network is operating on an iterative 
impedance basis when the input impedance with the load impedance connected is 
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equal to the load impedance, and the impedance looking into the output terminals with 
the generator impedance connected is equal to the generator impedance. Another 
characteristic which, together with the iterative impedance, completely specifies 
the performance of the network is the iterative transfer constant P. The iterative 
transfer constant can be defined as the natural logarithm of the ratio of input and 
output currents of a network terminated on an iterative basis at both ends. P, is in 

Zk2 

P=P1 +Pp+P~ 

Fm. 23.36. Networks cascaded on an iterative-impedance basis. 

general, complex, containing a real part (attenuation in nepers) and an imaginary 
part (phase shift in radians). 

P=lnI! 
12 

(23.77) 

When successive networks are cascaded on an iterative-impedance basis there will 
be a mismatch at each junction, but the over-all transfer constant will be the sum of 
the transfer constants of each section. This is illustrated in Fig. 23.36. 

E:xample 23.21 

Determine the relations required between elements in the network shown in Fig. 23.37 
for it to be symmetrical. 

Solution 

By inspection, it is seen that the network is symmetrical, tha,t is, zu = z22 under the 
conditions that Z1 = Z3 and Z4 = Z5. It is of interest, however, to investigate the possi­
bility of other solutions. By definition, for a symmetrical network, 

From Fig. 23.37 

Therefore, for symmetry, 

llu = ll22 

a = I (Z1 + Z2 + Z4) (Z2) I 
(Z2)(Z2 + Za + Z.) 

llu = Z2 + Zs + Z6 
ll22 = Z1 + Z2 + Z4 

Zs + z. = Z1 + Z4 

This is more general than the solution obtained by inspection. If 

z. = Za + z. = Z1 + Z4 

the network can be represented completely by only two variables, z. and Z2. 

Fm. 23.37. Network for Example 23.21. 

Example 23.22 

Fm. 23.38. Network for Example 23.22. 

Calculate the image impedances and image transfer constant for the network shown in 
Fig. 23.38. 
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Solution 

For image impedance operation 

From Eqs. (23. 72) and (23. 73) 
Z1 1 = 'V ZoclZacl 

Z1 2 = 'V Zoc2Z,c2 

By inspection of Fig. 23.38 

Therefore, 

From Eq. (23.74) 

Therefore, 

Zocl = 100 + 300 = 400!1 
= OO 200 X 300 = 220 ,. 

Z,cl l + 200 + 300 u 

Zoc2 = 200 + 300 = 500!1 
100 X 300 

Z,c2 = 200 + lOO + 300 = 27511 

Z1 1 "" v' 400 X 220 = 297!1 = z. 
Z12 = v'500 X 275 = 371!1 = ZL 

✓Z,c1 ✓220 tanh 0 = - = - = 0.74 
Zocl 400 

e6 - e-8 
tanh 0 = 68 + 

6
_ 8 

:. e11 - e-6 = 0.74e6 + 0.74e- 11 

0.26e6 = 1.74e- 11 

1.74 
e2B = 0.26 = 6.7 

28 = ln 6.7 = 1.90 
0 = 0. 95 neper 

23.15. Matrix Methods. Matrix algebra is a system of mathematical shorthand 
which can be used to write simultaneous equations in a very compact form and to 
operate upon them in an orderly manner. A matrix is an orderly array of coefficients 
into rows and columns. When applied to networks, matrices can describe the physical 
configuration of the network by means of the arrangement and type of the matrix 
coefficients. It is not a determinant in that the matrix merely represents the arrange­
ment of the coefficients of a systematically written set of equations and does not 
represent the combination of the equations as in a determinant. A matrix has no 
"value" and cannot be solved by determinant methods. The number of rows and 
columns need not be the same in a matrix. 

The matrix of a system of linear equations is formed by the array of coefficients of 
the system. Consider the following set of equations: 

a11x1 + a12x2 = Y1 

a21X1 + a22X2 = Y2 

(23.78) 

The matrix of the coefficients of x1 and x2 in this set of equations is formed as follows: 

(23.79) 

The double line distinguishes a matrix. 
23.15a. Matrix Multiplication. Two matrices can be multiplied to form a third 

matrix as follows: 
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I ::: ::: I X I ::: ::: I = I ~:; ~:: l 
where cu = a11b11 + a12b21 

c12 = a11b12 + a12b22 

c21 = a21b11 + a22b21 

c22 = a21b12 + a22b22 

23-45 

(23.80) 

This multiplication is achieved by the application of the following general rule: 
The Cfk coefficient in the product matrix is formed by multiplying the jth row of the first 

matrix by the kth column of the second matrix. Rows are multiplied by columns by forming 
the sum of the products of the first element of the row and the first element of the column, the 
second element of the row and the second element of the column, etc. 

Matrix multiplication is indicated by 

aXb=c 
where a1k indicates the matrix 

au a12 au, 
a21 a22 a2k 

Matrix multiplication is, in general, not commutative; i.e., 

aXb~bXa 

Matrix addition is commutative; i.e., 

a+b=b+a 

Matrix multiplication is associative; i.e., 

a(b X c) 

Matrix addition is associative; i.e., 

(a X b)c 

a + (b + c) = (a + b) + c 

(23.81) 

(23.82) 

(23.83) 

(23.84) 

(23.85) 

The basis for determining the order of multiplication will be discussed later. To 
multiply a matrix a by a constant factor k, each coefficient of the matrix is multiplied 
by k, and the matrix is denoted by ka. 

23.15b. Matrix Equations. Equation (23. 78) can be expressed in the following 
matrix form: 

(23.86) 

Applying the multiplication rules to Eq. (23.86), 

(23.87) 

The equality sign in a matrix equation indicates the matrices on each side of the sign 
are equal term for term. Therefore, 

a11x1 + a12X2 = Y1 
a21x1 + a22X2 = Y2 

(23.88) 
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which is again Eq. (23.78), indicating that this interpretation of matrix equations 
(23.86) and (23.87) is valid. 

Consider the following two sets of linear equations and their corresponding matrix 
equations. 

or 

or 

aux1 + a12x2 + a13Xa = Y1 

a21X1 + a22X2 + a2aXa = Y2 
a31X1 + aa2X2 + aaaXa = Ya 

axx=y 

b11Y1 + b12Y2 + b1aYa = z1 

b21Y1 + b22Y2 + b2aYs = z2 
bnY1 + ba2Y2 + basYa = za 

bXy=z 

(23.89) 

(23.90) 

If it is required to determine by simple algebraic methods the relationship between 
the x terms of Eq. (23.89) and the z terms of Eq. (23.90), Eq. (23.89) must be sub­
stituted in Eq. (23.90), requiring considerable effort. The same result can be achieved 
in matrix form by substituting for they matrix of Eq. (23.90) the equivalent expression 
given by Eq. (23.89). 

I a11 a12 a13 i I X1 I I Z1 I X a21 a22 a2a X X2 = z2 
aa1 aa2 aaa X:; Zs 

(23.91) 

or bXaXx=z 

Matrix operations organize the effort required to solve systems of linear equations. 
23.15c. Inverse of a Matrix (Transposition). If in Eq. (23.89) it is required to 

determine the expression for the x's in terms of the y's, the result may be obtained by 
rewriting Eq. (23.89) as follows: 

or 

= I ::: ::: ::: 1-1 
~ aa1 aa2 ass 

X = a- 1 X y 

x I ~:1 
Ya 

(23.92) 

The a- 1 matrix is called the inverse a matrix. An inverse matrix can only be 
obtained for square matrices (number of rows equal number of columns) with the 
additional restriction that the value of the determinant formed from the coefficients 
of the matrix must not equal zero. An inverse matrix is obtained as follows: 

1. Replace each element of a by its minor in the determinant la\ formed by the 
corresponding coefficients of a. A minor of the element aik is a determinant formed 
by deleting the jth row and kth column. 

2. Divide each minor by the determinant \a\. 
3. Transpose the result (interchange rows and columns). 
As an example, consider the z matrix equation obtained from the loop equations of 

a network, e = z X i. To obtain the solution for the currents in terms of the voltages, 
the matrix equation i = Z- 1 X e must be solved. The inverse of the z matrix for a 
three-loop network is obtained as follows: 

(23.93) 
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After carrying out steps 1 and 2, the result is 

I Z22 
Z32 

Z2a 1 
Z33 

f Z21 
Z31 

Z23 I 
Z33 

I Z21 
Z31 

lzl lzl 
- I Z12 Z13 I IZ11 Z13 I IZ11 

Za2 Zaa Za1 Z33 l Za1 
lzl lzl 

I Z12 
Z22 

Z13 I 
Z23 

IZ11 
Z21 

Z13 I 
Z23 

IZ11 
Z21 

lzl lzl 
or 

Au A12 A1a 
A A A 

A21 A22 A2a 
A A A 

Aa1 Aa2 Aaa 
A <~ A 

Z22 I 
Z32 

lzl 
Z12 I 
Za2 

lzl 
Z12 I 
Z22 

lzl 

where A = !zl and t.;k is the minor of A with respect to element jk 
Interchanging rows and columns: 

Au A21 Aai 
A A A 

z-1 = A12 A22 Aa2 =y 
A t. A 

A13 A2a Aaa 
A A A 

the final result is 

i1 
Au A21 Aa1 
t. A A 

e1 

i2 
A12 A22 Aa2 

X 
A A A 

e2 

ia 
Au A2a Aa3 
A A A 

ea 
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(23.94) 

(23.95) 

(23.96) 

(23.97) 

Note that the impedance and admittance matrices of a given network are inverse. 

FIG. 23.39. Network for Eq. (23.98). 

Figure 23.39 and Eq. (23.98) illustrate a network and the corresponding impedance 
matrix, 

z= 
[ (R1 + R2 + Ra) + s(L1 + La) + f] 

[Ra+~] 

[Ra+ f] 
[ (Ra + R, + R6) + s(L2 + L,) + ~] 

(23.98) 
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A unit matrix u is defined as a square matrix with the value of the diagonal elements 
equal to unity and all other elements equal to zero. For example, for a fourth-order 
unit matrix, 

u= 

1 0 0 0 
0 1 0 0 
0 0 1 0 
0 0 0 1 

The product of a matrix and its inverse is a unit matrix. 

(23.99) 

23.15d. Matrix Addition and Subtraction. Matrices are added or subtracted by 
adding or subtracting corresponding coefficients. For example: 

j a 11 a12 I + I b11 b12 ~ = ~ (an ± bu) (a12 ± b12) I 
II a21 a22 ~ - j b21 b22 II II (a21 ± b21) (a22 ± b22) 

(23.100) 

23.15e. Matrix Differentiation and Integration. Matrices can be differentiated or 
integrated by differentiating or integrating each coefficient. 

23.15/. Matrices of Simple Networks. To aid in understanding the method by 
which matrices are set up, the simple four-terminal networks shown in Fig. 23.40 will 

I 

:. 
I 1, Iz 2 

:. i 0 ~ z ~o 

.f, Ez 

1'. 2' 

(al (bl 

FIG. 23.40. Simple four-terminal networks. 

be considered. The equations describing the performance of these networks can be 
written in several ways. One general method of describing all four-terminal networks 
is given by Eq. (23.101) (see Sec. 23.14). 

E1 = AE2 + Bl2 
11 = CE2 + Dl2 

These may be expressed in matrix form as follows: 

(23.101) 

(23.102) 

To determine the coefficients of the matrices of the networks of Fig. 23.40 consider 
the following example. From Fig. 23.40a note that when l 2 = 0, E 1 = E 2, and there­
fore A =: 1. When E2 = O, E1 = Zl2, and therefore B = Z. When 12 = 0, 11 = O, 
and therefore C = 0. When E2 = 0, 11 = 12, and therefore D = 1. The matrix 
for the network of Fig. 23.40a is therefore 

(23.103) 
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which can be expanded into 
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E1 = E2 + Z/1 
11 = 12 

23-49 

(23.104) 

(23.105) 

By similar reasoning, the matrix of the network shown in Fig. 23.40b is as follows: 

(23.106) 

The network of Fig. 23.40c can be considered as three simple networks similar to 
the series and shunt cases described above in cascade. The over-all matrix is therefore 
equal to the product: 

The product of the first two terms is 

1 R 1 0 

X 1 
O 1 jwL 1 

(1 + /l) 
1 

jwL 

R 

1 

(23.107) 

(23.108) 

The product of (23.108) and the last term is 

(1 + j:L) R 1 R (1 + /,i) [ R ( 1 + j~) + R] 
X (23.109) 

1 1 
jwL 

1 0 1 jwL L1 + 1J 
This reduces to 

_1 ~ (R +jwL) 
jwL 1 

R(2jwL + R) i 
jwL+R 

(23.110) 

An ideal transformer with a turns ratio of 1: a between the primary and secondary 
windings is shown in Fig. 23.40d. The matrix for this network is 

(23.111) 

Matrix methods afford a very convenient method of determining the over-all 
transfer function, that is Eo/Ei of many 
types of networks. The network is di­
vided into a series of simple cascaded 
elements. The matrix of each element 
can usually be written from inspection 
or by use of the previous examples. 
The individual matrices are multiplied to 
form the complete product matrix. The 

j R1 .i : Rz- I : 

-i-~-r-
E; 1 I 

1
c, I I ]2 : E0 

J_ , I l I I C2
1 

I 
cl I I I lo_i_ 

I I I I I 
I I I I I 

Fm. 23.41. Ladder network. 

over-all transfer function is then obtained by taking the reciprocal of the A coefficient 
in, the product matrix (this assumes no additional terminal loading). Applying this 
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procedure to the network shown in Fig. 23.41, 

(23.112) 

Substituting values for the individual matrices, 

(23.113) 

The result of multiplying the individual matrices is 

The transfer function is therefore 

1 

(See Table 1.4, #9.) 
23.16. Network Transformations 
f33.16a. Equivalent T and 1r Relationships. Any unsymmetrical network in the 

form of a T or a 1r can be replaced by an equivalent 1r or T network, respectively. 

~ 
~. 

Fm. 23.42. T and 1r networks. 

Although the transformation from T to 
1r or vice versa is completely general, the 
transformation will not necessarily yield 
a network which will duplicate the per­
formance of the original network over a 
band of frequencies. A physically real­
izable equivalent network can always be 

obtained at a single frequency, however, and often one can be obtained which is valid 
over the frequency band of interest. 

The T and 1r networks are shown in Fig. 23.42. It is frequently desirable to con­
vert a T network into its 1r equivalent, and vice versa. The required relationships 
are given below: 

1r to T transformation, 

T to 1r transformation, 
z _ Z1Z2 + Z2Za + Z1Z 3 

A - Za · 

zB = Z1Z2 + Z2Za + Z1Za 
Z2 

Zc = Z1Z2 + Z2Za + Z1Za 
Z1 

(23.115) 

(23.116) 

(23.117) 

(23.118) 

(23.119) 

(23.120) 

If the networks are symmetrical, the impedance looking into each end of the net­
work is the same and the equivalent T or 1r can be expressed in terms of only two 
independent variables. When two networks are equivalent, the addition of an 

,identical impedance between input and output terminals of each network does not 
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destroy the equivalence. Further, the addition of identical terminating impedances 
does not alter the equivalence of unterminated networks. 

The elements of T and 1r networks can be expressed in terms of external measure­
ments of open- and short-circuit impedances or admittances. These expressions 
are as follows: 

For the T network: 

Zocl = Z1 + Za (23.121) 

Z,cl = Zi + Z2Za 
Z2 + Za 

(23.122) 

Zoc2 = Z2 + Za (23.123) 
Z1Za 

Z,c2 = Zi + Za + Z2 (23.124) 

where Zaci = impedance across terminals 1-1' with terminals 2-2' open-circuited 
Zscl = impedance across terminals 1-1' with terminals 2-2' short-circuited 
Zac2 = impedance across terminals 2-2' with terminals 1-1' open-circuited 
Zsc2 = impedance across terminals 2-2' with terminals 1-1' short-circuited 

For the 1r network, 

Z1 = Zocl - V Zoc2(Zocl - Z,ci) 

Z2 = Zoc2 - V Zoc2(Zocl - Z,ci) 

Za = VZoc2(Zocl - Z,ci) 

Zocl 

Z,cl 

Zoc2 

ZB(ZA + Zc) 
ZA +ZB +Zc 

ZBZA 
zB +zA 
Zc(ZA + ZB) 

ZA + ZB + Zc 

(23.125) 

(23.126) 

(23.127) 

(23.128) 

(23.129) 

(23.130) 

(23.131) 

(23.132) 

(23.133) 

(23.134) 

23.16b. Balanced T and 1r Networks. If balanced, i.e., symmetrical with respect 
to ground, networks are required, the balanced T or 1r configurations shown in Fig. 

~ 
~, 

Zi/2 Z2/2 
FIG. 23.43. Balanced T and 1r networks. 

X
I ZA 2=1 

, 1' 
o-----• 

. Zo 

Fm. 23.44. General lattice network. 

23.43 can be used. Equations (23.115) to (23.134) can also be used for these balanced 
structures. 

23.16c. Lattice Structures. 1 A lattice network is shown in Fig. 23.44. Lattices can 

1 See Sec. 16.2 for transmission properties of bridged T and parallel T networks. 



23-52 ELECTRONIC DESIGNERS' HANDBOOK 

be reduced to T or 1r equivalents. The relationships are given below for the T 
equivalent. 

Zi = ZAZc + 2ZAZn + ZBZn 
ZA + ZB + Zc + Zn 

z
2 

= ZAZB + 2ZAZn + ZcZn 
ZA + ZB + Zc + Zn 

Za = ZBZc - ZAZD 
ZA + ZB + Zc + Zn 

(23.135) 

(23.136) 

(23.137) 

Lattice structures are symmetrical and balanced when ZA = Zn, ZB = Zc as shown 

t z, z, 2 

~ 
~, 

in Fig. 23.45. Symmetrical lattices can be 
converted into symmetrical T and 1r net­
works, and vice versa. The following 
transformation equations apply to T 
networks. 

Symmetrical lattice to symmetrical T: 
ZA 

FIG. 23.45. Symmetrical lattice and T 
networks. 

The quantity ZB - ZA must be physically realizable. 
Symmetrical T to symmetrical lattice: 

ZA = Z1 
ZB = Z1 + 2Za 

(23.138) 

(23.139) 

(23.140) 
(23.141) 

When transforming from a symmetrical lattice to a symmetrical 1r, the shunt arms 
of the 1r are equal to the lattice impedance ZB and the series arm is equal to the imped­
ance 2ZAZB/(ZB - ZA) formed by the lattice elements. The latter term must be 
physically realizable. 

Example 23.23 

Obtain the equivalent T and 1r networks for the inductively coupled circuit shown in 
Fig. 23.46. Assume positive mutual coupling. 

-~fr 
OL· 

(q) (bl 

FIG. 23.46. Equivalent coupled circuits. 
Solution 

(C) 

Although the equivalence equations are expressed in terms of impedance, the only cir­
cuit elements entering into this problem are inductances, and consequently, the equations 
can be interpreted directly in terms of inductance values as follows: 

For the T network: 

From Eq. (23.125) 

From Eq. (23.126) 

From Eq. (23.127) 

By inspection of Fig. 23.46a, 

L1 = Loci - V Loc2(Loc1 - Lael) 

L2 = Loc2 - V Loc2(Locl - Laci) 

Ls = VLoc2(Locl - Lael) 

Locl = Lp 
Loc2 = La 

Aft 
Lael = Lp - La 



Therefore, 

For the 1r network: 

From Eq. (23.118) LA 
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La= ✓L.(Lp -Lp +~J = M 

L2 = L. - M 
L1 = Lp - M 

La 
LA _ (Lp - M)(L. - M) + (L. - M)M + (Lp - M)M 

- M 

From Eq. (23.119) LB 

From Eq. (23.120) Le 

LpL. - M 2 

M 
L1L2 +·L2La +LaL1 

L2 
LpL. - M 2 

L. - M 
L1L2 + L2La + LaL1 

Li 
LpL. - M 2 

Lp -M 
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23.17. Dimensional Analysis. All1 the quantities used in electrical engineering 
can be expressed in terms of four "fundamental" quantities. These are often taken 

TABLE 23.9. DIMENSIONAL EQUIVALENTS 

Quantity Symbol 
Dimen-

Quantity Symbol 
Dimen-

sions sions 

Capacitance ......... C R-1T Frequency ............ f,w T-1 
Charge .............. Q IT Force ......... _· ...... F RJ2L-1T 
Linear charge density l [L-lT Inductance .......... L,M RT 
Surface charge den- Magnetic-field in ten-

sity ............... <T n-2T sity ............... H [L-1 
Volume charge den- Magnetic flux ........ ~ RIT 

sity ............... p [L-3T Magnetic flux density B RIL-2T 
Conductance ......... G R-1 Mass ............... M RJ2L-2T 3 

Conductivity ........ )' R-1£-1 Magnetomotive force MMF I 
Current ............. I I Permeance .......... p RT 
Current density ...... J IL-2 Permeability ......... µ RL-1T 
Dielectric constant. . . E R-1£-lT Power .............. p RI2 
Displacement (elec- Reluctance . . . . . . . . . . (R R-1T-1 

tric flux density) ... D n-2T Resistance . . . . . . . . . . . R R 
Elastance ........... s RT-1 Resistivity .......... p RL 
Electric-field intensity 6 RJL-1 Time ............... T T 
Electric flux ......... if; IT Voltage (potential dif-
Energy (work) ....... w RI2T ference) ........... E RI 

as the dimensional units of mechanical physics, i.e., mass, length, time, and per­
meability; however, four quantities more applicable to electrical systems are resist­
ance R, current I, length L, and time T. Four other quantities could have been 
chosen, in which case resistance, current, length, and time would be defined in terms of 
these quantities. There is some reason for this choice, however, since these quantities 

1 Excluding temperature. 
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are subject to measurement with extremely precise standards. Table 23.9 lists several 
electrical engineering quantities and their dimensional formulas. 

'Example 23.24 

Find the dimensional expressions for the following: 

Quantity 

Amplification factor ........... . 

Transconductance ............. . 

Phase ........................ . 

Inductive reactance ............ . 

Capacitive reactance ........... . 

Example 23.25 

Defining equation 

9 = wt 

XL =jwL 

-j 
Xe= wC 

Dimensions 

RI = dimensionless 
RI 

I = R-1 
RI 

T = dimensionless 
T 

RT= R 
T 
-TR 

T = -R 

Check the validity of the expression given below by dimensional analysis. 
l . . 11 1. / = _ 
1
_; d1mens10na y, 

211" vLC 

T-1 = (RTR-iT)-½, or T-1 r-1 

The equation is dimensionally correct. 

23.18. Buckingham 1r Theorem. The Buckingham 71" theorem is useful in deter­
mining the form of the mathematical relationship between, a number of physical 
quantities. This is explained by the following combined procedure and illustrative 
example. 

1. State the problem. Determine the expression for the resonant frequency of an LC 
circuit. 

2. Determine from obBervation or previouB knowledae the parameterB upon which the unknown 
quantity dependB. Assume/ depends upon L and C. 

3. Expre88 all factorB in dimenBional form from Table 23.9. 

f = r-1 
L = RT 
C = R-ir 

4. Let m equal the number of dif!erent fundamental unitB (reBiBtance, length, time, and cur­
rent) required in Btep 3. 

m = 2 (Rand T) 

5. Let n equal the total number of factor8 in the problem. 

n == 3 (/, L, and C) 

6. Form the product of the nfactorB, aBBianing an exponent to each/actor. If the exponents 
for/, L, and Care selected to be u, v, and w, respectively, the product of the factors with 
their exponents is 

k == (f)U(L)"(C)ID 

where k signifies the product and is to be dimensionless. 
7. SubBtitute the dimenBional form of the factorB from Btep 3. 

k == (T-l)U(RT)V(R- 1 T)'D 
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If k is to be dimensionless, the sum of the exponents of each dimensional unit must equal 
zero. 

8. Write an equation for each fundamental unit as follows: 
a. Multiply the exponent of the fundamental unit in each term by the letter exponent 

assigned to that term. 
b. Add the resulting products from each term. 

For the fundamental unit T, 

and for R, 
-U + V + W = 0 

o+v-w=O 

9. A number of exponents oiven by (n - m) may be assioned arbitrary values because there 
are fewer equations than unknowns. Care must be taken so that the assioned values do not make 
the determinant of the equations equal to zero. Solve for the remaining unknowns. 

n-m=3-2=1 

Therefore, it is possible to assign a value to u, v, or w. Since an expression for f is desired, 
let u = -1. Solving for v and w, 

V = W 

1 +2v = 0 
V = -H 

w = -% 
10. Rewrite the equation formed in step 6 with numerical values for exponents as determined 

in step 9 and solve for the required unknown. 

(f)- 1L-½C-½ = a constant k 

Therefore, f = _ ~-i , which is the familiar result with k = 21r. 
vLC 

23.19. Network Algebra. A considerable portion of the algebra encountered in 
performing computations for electrical networks arises from the fact that many 
excitations are either sinusoidal in form or can be resolved into a series of harmonic 
sinusoidal components. The significant quantities defining a sinusoidal voltage 
are shown in Fig. 23.47a. The variation 
in amplitude can be expressed as a func­
tion of an angle (J as follows: 

x=Acos9 
y=Asin9 

(J = wt = 21rt 
T 

(23.142) 
(23.143) 

where T is the period of the sinusoid 

y 

(0) (bl 

Fm. 23.47. Sinusoidal function. 

It can be seen from Eqs. (23.142) and (23.143) that the quantities x and y can be 
expressed in an alternate graphical form as the magnitude of the projection on the 
horizontal and vertical axes, respectively, of a line of length A, rotated an angle() from 
the horizontal axis. This representation is shown in Fig. 23.47b. 

23.19a. Mathematical Forms of Complex Quantities. In representing sinusoidal elec­
trical quantities by the vector A (line of length A and angular position 9) in Fig. 
23.47b, an analytical means is required to rotate the vector around the origin. The 
mathematical operator j is used for this purpose. If a vector is multiplied by ±j, 
the vector is rotated ± 90° and the magnitude of the vector remains unchang'ed. If a 
vector C is multiplied twice by j, the resultant vector j2C will be rotated 180° from the 
original position of C. Since the negative of a vector quantity is that same quantity 
reversed in direction, 

j2 = -1 
or i = v-1 (23.144) 

A third multiplication by .i will rotate C 270° from the reference axis, denoted by -jC. 
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Multiplication by +i rotates vector quantities counterclockwise. Multiplication 
by -j rotates clockwise. 

Cartesian Form. A vector quantity can be expressed as the sum of two vectors dis­
placed by an angle of 90° where one component lies along the x axis and the other com­
ponent lies along the y axis. This may be expressed by 

A = x + jy 
IAI = vx2 + y2 

8A = tan-1 'ff. 
X 

(23.145) 

(23.146) 

(23.147) 

When Eqs. (23.146) and (23.147) are solved for x and y, the following relationships 
are obtained: 

x = IAI cos 0 
y = IA\ sin 0 

(23.148) 
(23.149) 

Therefore, since the direction of the vector y is rotated 90° counterclockwise with 
respect to the vector x, A can be rewritten as 

A = \A](cos 8 + j sin 0) (23.150) 

Where the plus sign rotates A counterclockwise. 
Exponential Form. Vector quantities can be expressed in exponential form by the 

following relation 
ei6 = cos 8 + j sin 8 (23.151) 

therefore, 

A = IA\(cos 8 + j sin 8) = IAle16 (23.152) 

Polar Form. Equation (23.150) may also be expressed in the polar form as follows: 

A = IA\e16 = IAl/8A (23.153) 

23.19b. Mathematical Operations with Complex Quantities. In performing network 
calculations, the conventional mathematical operations of addition, subtraction, 
multiplication, division, taking powers, roots, or logarithms must be performed. 
The facility with which these operations can be accomplished is largely dependent 
upon the form chosen for the operation. Thi2 is illustrated by the following example: 
If 

then 

A = a + ja' = \Alei6
A = IAl/8A 

B = b + jb' = 1Blei6B = IB\/8B 
C = c + jc' = ICle 16c = IC\/8c 

A + B + C = (a + b + c) + j(a' + b' + c') 

= IV(a + b + c)2 +(a'+ b' + c')2\eill 

= lv(a + b + c) 2 +(a'+ b' + c')2l/8 

where 8-= tan-1 [(a' + b' + c')/(a + b + c)] 
Subtraction 

A - B = (a - b) + j(a' - b') 
= IV (a - b)2 + (a' - b')2\eill 
= \V(a -b)2 + (a' -b')2]/8 

where 8 = tan-1 [(a' - b')/(a -b)] 

(23.154) 
(23.155) 

(23.156) 

(23.157) 
(23.158) 

(23.159) 



Multiplication 

Division 

Powers 

and 
Roots 

where q = 0, 1, 
Logarithms 
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A · B = (ab - a'b') + j(a'b + ab') 
= JABlei<B.t+Bsl 
= IABl/(0A + 0B) 

A ab + a'b' . (a'b - b'a) 
B = b2 + b'2 + J b2 + b'2 

= I~ I ei<B.t-Bs> 

= I~ I /(0A - 0B) 

A 11 = (a + ja') 11 

= IAl"einll.4. 
= IAl 11 /n0A 

A 11B 11 == JABJ 11 /n(0A + 0n) 

AI/n = (a+ ja')l/n 
= JAjl/ne j(ll.4.+2,rq)/11 

= IAl 1111 /(0A + 21rq)/n 

, n - 1 

In A= ln JAi +i0A 

The angle 0A can be increased or divided by integral multiples of 21r. 
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(23.160) 
(23.161) 
(23.162) 

(23.163) 

(23.164) 

(23.165) 

(23.166) 
(23.167) 
(23.168) 

(23.169) 

(23.170) 
(23.171) 
(23.172) 

(23.173) 

23.19c. Complex Impedance. In general, the impedance (or admittance) of a net­
work is composed of resistance (or conductance) and reactance (or susceptance). 
Since a reactance (or susceptance) introduces a ± 90° phase relationship between the 
voltage across it and the current through it, it is convenient to express impedance or 

Rs 

C<JJ: 
(al !bl 
Fw. 23.48. Equivalent networks. 

admittance in complex form (that is, Z = R + jX). The operations described in the 
previous section are necessary when network calculations are required involving com­
plex quantities. 

To illustrate manipulations with complex quantities, let it be required to determine 
the equivalent series network (Fig. 23.48a) of the series-parallel network shown in 
Fig. 23.48b. This may be accomplished by the following steps: 

1. Equate the impedance across the terminals of the network shown in Fig. 23.48a 
to the impedance across the terminals of the network shown in Fig. 23.48b. 

(R + jwL)( -j/wC) . 
(R + jwL) + (-j/wC) = R, + JX. 

2. Reduce the left-hand expression to real and imaginary components using Eq. 
(23.163). Equate R. to the real part and X, to the imaginary part. 
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(R + jwL)(-j/wC) _ (L/C) - j(R/wC) 
(R + jwL) + ( -j/wC) - R + j(wL - 1/wC) 

a= L/C b = R 
a' = -R/wC b' = (wL - 1/wC) 

R,+jX,= 
(~) (R) + ( ~) ( wL -de)+ . [(-&) (R) - (~) ( wL -~)j 

R 2 + (wL - _!_) 2 
J R2 + (wL - _l_) 2 

wC wC 
R/w 2C2 

R, = --------
R2 + (wL - !c) 2 

X = -[~ + (5) (wL - ~)j 
' ( 1 )2 R2 + wL - wC 

23.20. Fundamentals of Probability and Statistics. Probability theory applied 
to engineering is the study of the average behavior of physical phenomena where it 
is not possible or practical to predict the precise behavior of the phenomena. The 
study of probability and statistics can be separated into two major divisions, viz., 
the study of the laws of probability where the average behavior of the phenomenon 
under consideration is assumed to be known, and the study of the methods by which 
the average behavior of some phenomenon can be determined from observations. 
The first division is loosely called "probability theory," and the second is frequently 
referred to as "statistics." 

23.20a. Frequency Definition of Probability. In describing many phenomena of 
engineering and physics, it is not practical or possible to predict exactly the behavior 
of particular physical events. However, it is often possible to describe certain 
properties of such phenomena in terms of "average behavior" or in terms of prob­
abilities. For example, in the tossing of a coin, it is theoretically possible to predict 
whether the coin will land "heads up" or "tails up" if enough is known about the 
conditions under which the coin is tossed, viz., initial position data, initial velocity 
data, atmospheric data, mass distribution of the coin, etc. However, without this 
data and without formidable calculations, it is possible to state (assuming the coin 
is balanced about its axis of rotation) that a coin tossed in a "random manner" will, 
on the average, land "heads up" in one-half of the tosses, or that the probability of its 
landing "heads up" is one-half. It is difficult to state exactly what is meant by "a 
random manner," but it implies that the various conditions of each coin tossing are 
different and are either unknown and/or unpredictable. 

Probability theory is based on the premise that the frequency of occurrence of a 
particular outcome of an experiment tends to a definite limit as the number of repe­
titions of the experiment increases. Thus, the probability P(A) of a particular out­
come A is, in the limit, equal to the frequency of occurrence of A. 

P(A) = lim nA(N) 
N-+ao N 

(23.174) 

where N = total number of experiments or observations 
nA(N) = number of occurrences of A in N experiments or observations 

No probability can be determined empirically by making use of this formula since 
to do so would require the completion of an infinite number of experiments or observa­
tions. However, probabilities can be calculated based on the expected frequencies 
of various outcomes. 

An approach to constructing a mathematical model for probabilities of various 
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outcomes is to establish a sample space of all possible outcomes. Consider an experi­
ment which has n basic outcomes such that none of them can occur simultaneously as a 
result of performing the experiment. To each of these basic outcomes there is 
assigned a sample point within the sample space. Further, to each outcome there 
corresponds a certain probability so that to each sample point there also corresponds 
a probability. Thus, a sample space consists of a set of sample points each of which is 
assigned a probability which is equal to the expected frequency of occurrence of the basic 
outcome corresponding to the sample point. If each of n basic outcomes is equally likely 
to occur, the probability assigned to each sample point is 1/n. 

The utility of describing probability processes in terms of sample spaces arises 
chiefly in computing the probability of any of a number of outcomes occurring in an 
experiment. If there are n basic outcomes, the probability that any one of m of these 
(m ~ n) will occur in an experiment is equal to the sum of the probabilities assigned 
to them sample points (see Sec. 23.20b). 

In computing probabilities of events where there are a finite number of possible 
outcomes, it is often convenient to make use of either of two formulas. One is a formula 
giving the number of possible permutations of n events, i.e., the number of possible 
ways in which n events can be ordered (arranged). Its value is 

n! = n(n - 1) · · · 3 X 2 X 1 

The other formula computes the number of combinations of n events taken rat a 
time without regard to the order of the r events. For example, for four events 
a, b, c, d, taken three at a time, the combination of a, c, dis counted only once even 
though there are six permutations of the three letters, viz., a, c, d; a, d, c; c, a, d; 

c, d, a; d, a, c; and d, c, a. The number of combinations (;) of n events taken r 

at a time is 

(;) n! 
r!(n - r)! 

(23.175) 

Example 23.26 

In drawing two cards at random from a deck of 52 cards, what is the probability of 
obtaining an ace and either a face card or a ten? 

Solution 

1. Each point of the sample space is taken to be a different combination of two cards. 

The total number of sample points is, therefore, given by the formula for (;), the combina­

tion of n things taken r at a time, where n = 52 and r = 2. 

(;) n! 
r!(n -r)! 

= 52 ! = 52 X 51 = l ,326 
2!50! 2 X 1 

Since each outcome is equally probable, the probability assigned to each sample point is 
1/1,326. 

2. The number of sample points corresponding to the possible combinations of an ace 
and either a face card or a ten is 4 X 16 = 64 since there are 4 aces and a total of 16 face 
cards and tens in a deck of 52 cards. 

3. The probability of obtaining an ace and either a face card or a ten is the sum of the 
probabilities of the sample points corresponding to these combinations, or 

1 
64 X -

26 
~ 0.04827 

1,3 
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23.S0b. Basic Rules for Combinations of Events. If the outcomes of an experiment 
are "basic outcomes" as defined for a sample space representation (Sec. 23.20a), 
the probability of one of several basic outcomes occurring is the sum of the probabili­
ties for each of these outcomes. The probability of the joint occurrence of more 
than one basic outcome is zero. Although it is always possible to state a probability 
problem in terms of basic outcomes, it is often more convenient to make use of the 
addition and multiplication theorems. 

To compute the probability of one or more events occurring, the addition theorem 
of probability is useful. For two events A and B (which are not necessarily "basic 
outcomes" and, therefore, may occur jointly), the probability P(A or B) of either 
A occurring or B occurring or both A and B occurring is 

P(A or B) = P(A) + P(B) - P(A and B) 

where P(A) = probability of A occurring disregarding the occurrence of B 
P(B) = probability of B occurring disregarding the occurrence of A 

P(A and B) = probability of both A and B occurring jointly 

(23.176) 

Equation (23.176) is derived by considering a sample space to be made up of basic 
outcomes which are all possible pairs of events occurring of which the combination 
A and Bis one pair. P(A) is the sum of the probabilities assigned to sample points 
representing the event A combined with any other event. P(B) is defined similarly. 
P(A and B) is the probability assigned to the sample point representing the combina­
tion of events A and B. Both P(A) and P(B) include the probability P(A and B) 
so that it must be subtracted from the sum of P(A) and P(B) in order to obtain 
Eq. (23.176). In the case where P(A and B) = O, the events A and Bare said to be 
mutually exclusive. 

For three events A, B, and C, 

P(A or B or C) = P(A) + P(B) + P(C) - P(A and B) - P(B and C) 
- P(C and A) + P(A and Band C) (23.177) 

Conditional probability is the probability of one event occurring after it is known 
that another event has occurred. For two events A and B, P(BIA) denotes the 
probability of B occurring after it is known that A has occurred, or simply, "B after 
A." Using this definition leads to the multiplication theorem of probability, viz. 

or 
For three events A, B, C, 

P(A and B) = P(A)P(B\ A) 
= P(B)P(AIB) 

P(A and Band C) = P(A)P(B\A)P(C\A and B) 
= P(B)P(C\B)P(AIB and C), etc. 

(23.178) 

(23.179) 

If P(BIA) = P(B) or if P(A\B) = P(A), the two events A and B are said to be 
mutually independent. 

Example 23.27 

In a random dra.wing of two cards from a deck of 52 cards, what is the probability of 
drawing either the queen of spades or the ace of hearts or both? 

Solution 

1. In the drawing of two cards, each has the same probability of being the queen of 
spades, viz., ~i2. The probability of drawing it on either the first or second draw is, by 
Eq. (23.176), 

P(A or B) = P(A) + P(B) - P(A and B) 

where A = occurrence of queen on first draw 
B = occurrence of queen on second draw 
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Since A and B are mutually exclusive, i.e., the probability of drawing it on both draws 
P(A and B) = 0, it follows that P(A or B) = }&2 + }&2 = 7'i6• 

2. Likewise, the probability of drawing the ace of hearts as one of the two cards is ½ 6 • 

3. The probability P(C and D) of drawing both the queen and the ace is, by Eq. (23.178), 

P(C and D) = P(C)P(DIC) 

where C = drawing of queen 
D = drawing of ace 

The probability P(DIC) of one of the two cards being the ace if the other is known to be 
the queen is }& l• Therefore, 

1 1 1 
P(C and D) = 26 X 51 = 1 326 

' 
4. The probability P(C or D) of drawing either the ace or the queen or both is then 

P(C or D) = P(C) + P(D) - P(C and D) 
1 1 1 101 

= 26 + 26 - 1,326 = 1,326 ~ 0·07617 

23.20c. Binomial Probability Distribution; Probability Density Functions. In many 
engineering applications, the question arises as to the probability of an event A 
occurring exactly r times if an experiment is repeated n times where n 2:: r. When 
the results of each experiment are independent, this probability is given by the 
binomial distribution. Assume that the probability of a certain outcome A of an 
experiment is defined as P(A) = p. Then, the probability of A not occurring can 
be defined as 1 - P(A) = 1 - p = q. The binomial distribution defines the proba­
bility P(11 = r) of A occurring exactly r times in n experiments to he 

P(11 = r) = (;) p•qn-r (23.180) 

where v = number of occurrences of A 

(;) = number of combinations of n things taken rat a time [see Eq. (23.175)] 

The name "binomial distribution" arises from the fact that the coefficient (;) 

corresponds to the coefficient of the rth term in the binomial expansion of (p + q)n. 
The binomial distribution applies to any set of repeated independent trials where for each 
trial there are two possible outcomes of prob-
ability p and 1 - p. Such trials are 
called Bernoulli trials. 

A probability distribution, or more 
precisely, a (discrete) probability density 
function, associated with this binomial 
process arises when not just one value of 
,,, but all possible values of 11, are consid­
ered for a given number of samples n. 

0.3 

t 0.2 .. ... 
it 

0.1· 

For example, a graphical representation 
O 2 3 

of the binomial probability density func- r 
4 

tion for n = 5 and P = 0.6 is shown in Frn. 23.49. Binomial-distribution density 
Fig. 23.49. The density function attains function for n = 5 and p = 0.6. 
its maximum value at or near r = np. 

Probability density functions are a convenient way (but not the only way) to 
represent statistical processes. They represent the probabilities associated with all 
possible outcomes of a particular experiment. Thus, regardless of the (discrete) 
distribution where there are n + 1 possible outcomes for 11, 
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n l P(v = r) 1 (23.181) 
r==O 

Example 23.28 

A manufacturer has found that an electronic assembly employing 10 diodes will not pass 
production inspection if the cathode emission of six or more of the diodes is below a certain 
critical value even though the diodes meet a vendor's specification. The probability of a 
diode being below this critical value has been determined to be 0.1. What is the probabil­
ity that the manufacturer will have to reject a unit if he does not select the diodes before 
installation? 

Solution 

1. The probability p of a diode being defective is 0.1; therefore, q = 0.9. 
2. The probability P(R) of rejecting an assembly (by the addition theorem of Sec. 

23.20b) is the sum of the probabilities associated with the occurrence of 6 defective diodes 
in a sample of 10, 7 in 10, . . , , 10 in 10. Therefore, 

10 

P(R) = l P(v = r) 

r=6 

where v = number of defective diodes [(see Eq. (23.180)] 

P(R) = (1
6
°) (0.1)6(0.9) 4 + (~

0
) (0.1)7(0.9)3 + (~0

) (0.1)8(0.9) 2 

+ (1
9
°) (0.1)9(0.9) 1 + G~) (0.1) 10(0.9)0 

= (210)(0.1)6(0.9) 4 + (120)(0.1)7(0.9)3 + (45)(0.1) 8 (0.9) 2 + (10)(0.1) 9 (0.9) 1 
+ (0.1)10 

~ 0.000,146,9 

On the average, approximately one out of every 6,807 units will be rejected. 
Note that the statement of the problem tacitly assumes that the unit will pass inspection 

if five diodes just meet the vendor's specification and the other five diodes are just above 
the critical value even though it will not pass inspection if six of the diodes have emission 
just below the critical value. If this assumption is not satisfied, the problem can be 
considerably more complicated. 

23.20d. Poisson Distribution. The Poisson probability distribution is chiefly used 
in two different applications. One use is as an approximation to the binomial distri­
bution for certain cases. The other use is an important set of problems where the 
Poisson distribution is an exact probability representation for certain phenomena. 

1. The Poisson Distribution as an Approximation to the Binomial Distribution. As 
stated in Sec. 23.20c, the binomial distribution deals with the probability of a certain 
number of events occurring in a sample of given size. The Poisson distribution deals 
with the same problem in an approximate manner when the sample size is much larger 
than the number of events for which the probability is being calculated (n » r) 
and the probability p of each event is small. It is easily derived from the binomial 
distribution [Eq. (23.180)] by making suitable approximations. 

n! 
P(v = r) = r!(n _ r) ! pr(l - p)<n-r) (23.180) 

nr 
~ r! pr(l - p)" (n » r) 

"-' (pn)• e-pn (23.182) 
- r! 
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Example 23.29 

Compute the probability of finding not more than one defective assembly due to sub­
standard diodes for a production run of 200 of the assemblies described in Example 23.28. 
Use both the exact binomial distribution and the approximate Poisson distribution to com­
pute the result. 

Solution 

I. Binomial distribution 
a. From Example 23.28, the probability p of an assembly being defective is 0.000,146,9 

so that q = 0.999,853,1. 
b. The probability P(G) of not more than one assembly out of 200 being defective is, by 

Eq. (23.180), 

1 

P(G) l P(v = r) 

r=O 

= (2~0
) (O.OOO1469) 0(O.9998531) 200 + (2~0

) (O.OOO1469)1(O.9998531) 199 

= 0.999579 

2. Poisson distribution approximation 

pn = 0.000,146,9 X 200 = 0.02938 

• P(G) ~ (0.02938)0 -0.02938 + (0.02938) -o.029ss 
• • O! e 1! e 

~ e-0.02938(1 + 0.02938) 
~ 0.999577 

For such a small probability and a large ratio between the number of samples (200) com­
pared with the number of events (2) for which the probability was calculated, the Poisson 
approximation is very close. 

2. The Poisson Distribution as an Exact Distribution. Note that in Eq. (23.182) 
both the probability p and the number of samples n appear only in the product pn. 
As is discussed in Sec. 23.20h, this product 
is the average or expected number of events 
with probability p which occur in n sam-

0.2 -

ples. Thus, Eq. (23.182) gives the prob- ~ 

ability of r events occurring when the ,.,_~ O.I _ 
average number of events in n trials is ...... 
known, assuming that n is large compared 
to r and p is small. 

This interpretation of the Poisson dis- 0 2 3 4 5 6 7 8 
tribution can be extended to an important r 
set of problems. In particular, consider FIG. 23.50. Poisson-distribution density 
the problem of computing the probability function for XT = 2.6. 

of an event occurring in an interval of time T when it is known that, on the average, 
X events occur per second. In this case, the total interval T may be thought of 
as broken up into a very large number n of subintervals each of length t:.t so that 
n = T / At. Then if PAt is the probability of the event occurring in an interval of 
length t:.t, the expected number of occurrences of the event in n samples, i.e., in an 
interval of length T, is PA.in = pt:,.iT I t:.t which is equal to XT according to the definition 
of X if At is small enough. Allowing t:.t to approach zero results in n approaching oo 
and pt:,.i approaching zero. Since the only approximations made in deriving Eq. 
!23.182) were that n »rand p « 1, it follows that the formula is exact in the limit 
as n - oo and PAt - 0. In other words, Eq. (23.182) becomes exact with XT replac­
ing pn as t:.t - 0. Thus, the probability of exactly r events occurring in o,n interval 
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of T seconds, where it is known that X events occur per second on the average, is 

(XT)r 
P(v = r) = -- e->-T 

r! 

A plot of the Poisson distribution for XT = 2.5 is shown in Fig. 23.50. 

Example 23.30 

(23.183) 

If it has been established that an electronic computer has an equipment failure which 
invalidates the answers from the machine at an approximate average rate of once every 
10 hr, what is the probability of obtaining invalid answers from the machine for a problem 
which takes 1 hr to run? What is the probability for a problem which takes 10 hr to run? 

Solution 

Note: The probability of at least one failure is equal to one minus the probability of no 
failure. 

1. X = 0.1 failure per hour 
T1 = 1 hr, T2 = 10 hr 

2. From Eq. (23.183), 

P1 (no failure in 1 hr) = (O.l)o e-0-1 = 0.9048 
O! 

(l)O 
P2 (no failure in 10 hr) = O! e-1 = 0.3679 

3. Therefore, the probability P1 of a failure which invalidates the answers in 1 tu is 

Pi (failure in 1 hr) = 1 - 0.9048 = 0.0952 

For 10-hr operation, the probability P2 of invalid answers is 

P2 (failure in 10 hr) = 1 - 0.3679 = 0.6321 

23.20e. The Normal Distribution as an Approximation to the Binomial Distribution. 
The Poisson distribution is a good approximation to the binomial distribution when 
the sample size is much larger than the number of events for which the probability 
is being calculated and the probability of each event occurring is small. The normal 
distribution, on the other hand, is a good approximation to the binomial distribution when 
the sample size is large regardless of the number of events being considered. The 
approximation is best when the probabilities p and q are 0.5. 

The normal distribution approximation can be derived from the binomial distribu­
tion and is found to be 

where 

P(v = r) = (n) prqn-r ~ ct,(x) 
r Vnpq 

e-z2/2 
ct,(x) - -­

- v21r 

x = r - np 
Vnpq 

(23.184) 

The function ct, (x) is the normalized normal distribution density function. A plot 

comparing(;) prqn-r and ct,(x)/vni,g_ (Fig. 23.51a and b) shows how close the normal 

approximation is for n = 10, p = 0.1 and for n = 10, p = 0.6. For a fixed sample 
size the normal approximation is better for p closer to 0.5 than to either O or 1. In 
the latter cases, the binomial distribution is unsymmetrical whereas the normal 
distribution is always symmetrical. The maximum value of the normal density 
function always occurs at x = 0, that is, r = np. 

The usefulness of the normal approximation comes about when, as is often the case, 
a probability is to be computed which consists of a s,mmui,tion of terms of the binomial 



NETWORK· ANALYSIS 23-65 
distribution. This application of the normal distribution may be seen by plotting 
a binomial distribution density function as a series of step or jump functions where the 
jumps occur at-½,½, %, ... , n - ½, n + ½, and the normal distribution density 
function as shown in Fig. 23.51b. The area included by two successive jumps is then 
equal to a term of the binomial distribution. Moreover, each of these areas is approxi­
mated by the area under the normal distribution density function between the abscissa 

0.4 

NORMAL DENSITY FUNCTION 

0.3 0.3 

.._ 

~ 0.2 
Q,, ~ 0.2 

.. 
c( 

0.1 0.1 

0 
0 I 2 3 4 5 6 7 8 9 tO 

0 .___~'-'--.................. _,_._._.J.....1.........,'-'---'---"'--
0 I 2 3 4 5 6 7 8 9 W 

la) nzfO,p:O.f lb) n=IO. p=0.6 

Fm. 23.51. Normal distribution density functions compared to binomial distribution 
density functions. 

values (- ~~' ½), (½, %), ... , (n - ½, n + ½). Thus, the normal approximation 
to the binomial distribution on the basis of area included between these jump points is 

(n) 1 1,r+½ P(11 = r) = prqn-, ~-= cf,(x) dr 
r ynpq r-½ 

Since dx = dr 
vnpq r z,+ 

P(11 = r) ~ }x,- q,(x) dx (23.185) 

where + _ (r + ½) - np 
Xr - Vnpq 

_ (r - ~~) - np 
Xr = ynpq 

Numerical tables for the normal distribution generally give computed values of 

J ~ 
00 

q,(x) dx so that to compute results from Eq. (23.185) it is only necessary to make 

use of the identity 

J/ q,(x) dx = J ~ 
00 

q,(x) dx - J ~ 
00 

q,(x) dx (23.186) 

From Eq. (23.185) it follows that the summation of consecutive terms of a binomial 
distribution is approximated by 

(23.187) 

where 



23-66 ELECTRONIC DESIGNERS' HANDBOOK 

Example 13.31 

In a factory producing transistors, it has been found over a long period of time that 
20 per cent of the transistors do not meet acceptance specifications and must be rejected. 
Assuming that the rejections are completely random, how many acceptable transistors 
must be on hand at the beginning of a week to provide a probability of 0.999 of being able 
to deliver at least 2,000 transistors at the end of the week if the number of transistors going 
into production is 2,500 for the week? 

Solution 

1. n = 2,500, p = 0.8, q = 0.2. 
2. The problem is to find r1 such that for T2 = 2,500, 

1Xr 2+ 
_ <J,(x) dx = 0.999 

Xr 1 

2,500 + ½ - (2,500) (0.8) 500 5 
3, Xr2 + = V2,500(0.8)(0.2) = ~ = 25,025 

125.025 J 25.025 J X,1-
0.999 = _ <f,(x) dx = _ co <f,(x) dx - _ 

00 
<J,(x) dx 

X,1 f Xr1-

= 1.0000 - _ co <f,(x) dx 

Therefore, 

J :~ -<f,(x) dx = 0.001 

From tables of the normal distribution, it is found that 

or -3.09 
r1 - ½ - np 

ynpq 

r1 = 1938.7 

ri - ½.- 2,000 
20 

Therefore, if there are 2,000 - 1,938 = 62 transistors on hand at the beginning of the 
week, the probability will be greater than 0.999 of being able to deliver 2,000 transistors 
at the end of the week. Note that this example tacitly assumes that the probability of a 
major production breakdown, i.e., one which will not allow the building of 2,500 transistors, 
is «0.001. 

23.20f. Discrete versus Continuous (Cumulative) Distribution Functions. The prob­
ability distributions which have been discussed in the preceding sections have all 
been of the discrete type; i.e., the distributions have applicability where there are 
either a finite number or an enumerable number of possible outcomes. (An enumer­
able number of possible outcomes is an infinite number of alternatives each of which is 
assigned a positive integer. The exact Poisson distribution is an example of a distribu­
tion involving an enumerable number of possible outcomes.) A great many probabil­
ity problems are not directly solvable by the use of discrete distributions, but are 
solvable by using continuous distribution models. 

A discrete distribution can be represented as either a series of spikes as shown in 
Fig. 23.52a or as a series of steps as shown in Fig. 23.52b. Instead of showing the 
probability of v equaling r, P(v = r), Fig. 23.52b shows the probability of v being 
less than r, that is P(v <. r). This representation is possible since the sum of P(v = r) 
for all values of r is equal to 1. Figure 23.52a represents a (discrete) probability 
density function; Fig. 23.52b represents a (discrete) probability distribution function 
or (discrete) distribution function. Density functions are often called frequency func­
tions; distribution functions are often called cumulative distribution functions. The 
probability P(v = r) in terms of the distribution function representation is 

P(v = r) == P(v < r + E) - P(v < r - E) 
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where Eis a small quantity (smaller than the distance between successive jumps of the 
distribution function). A discrete distribution function is a discontinuous function 
since for some values of r, lim P(11 < r + E) ~ lim P(11 < r - E). 

e-+O e-+O 

The idea of a probability distribution function is easily extended to continuous 
functions by assuming the probability P(v < r) varies continuously as a function of r 
instead of in discrete jumps. For example, consider the problem of determining the 

lO 

0.8 
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I 
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(al lb) 

Frn. 23.52. Discrete probability density and distribution function representation. 

distribution function describing the probability of the output of a single-turn con­
tinuously rotatable linear potentiometer being less than a specified voltage if the poten­
tiometer is rotated in a random manner and is connected across a 10-volt supply. 
At any particular time, there is no reason to consider any particular output being 
more probable than any other if nothing is known about the manner in which the 
potentiometer is rotated. Therefore (neglecting the gap between the two ends 
of the potentiometer which must inevitably occur), the distribution function 

P(~ < x) = F(x) 

is a straight line as shown in Fig. 23.53a. Alternatively, such a distribution could 
be shown as a (continuous) probability density function f(x) (Fig. 23.53b) where 

1.0 

F(r) F(X2l f(xl 

F(X,I 

Xz 2T 

(~ (~ 

Frn. 23.53. Probability distribution function F(x) and density function f(x) for a uniformly 
distributed angle of rotation of a potentiometer. 

f(x) = dF(x)/dx. For a probability density function, the area under the curve 
between x = x1 and x = x2, represents the probability that the output voltage will 
correspond to an angle between x1 and X2. For the distribution function representa­
tion, the same probability is F(x2) - F(x1). 

Both discrete and continuous distribution functions vary between O and 1. More­
over, all distribution functions (discrete as well as continuous) are nondecreasing 
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functions of x. Represented mathematically, the following relations involving a 
distribution function F(x) and a corresponding density functionf(x) are obtained. 

F(x) = P(~ < x) = f ~,JW d~ 

f(x)(=)dF(x) 
dx 

0 S F(x) S 1 
f(x) ~ 0 

F(oo) = J_00

00
f(x) dx = 1 

(23.188) 

(23.189) 

(23.190) 
(23.191) 

(23.192) 

The parentheses around the equality in Eq. (23.189) indicate that if F(x) possesses a 
discontinuity, i.e., a jump at some value of x, the equation no longer has a direct signifi­
cance since .f(x) is infinite at that value of x. 

23.20g. The Normal Distribution as an Exact Distribution. By far the most useful 
of all continuous distributions is the normal distribution (often called the Gaussian 
distribution). It may or may not arise directly from the binomial distribution. One 
reason that it has such general applicability follows from the central limit theorem 
which is discussed in Sec. 23.20m. 

The normalized normal probability density function q,(x) and the normalized normal 
probability distribution function <I>(x) are defined by the following equations: 

q,(x) 

<I>(x) 

= _1_ e-z2/2 

,V21r 

= -= e-t ;2 d~ = 1 Jx 2 

,v21r -oo 

(23.193) 

(23.194) 

In the equations, x is a normalized variable. To make the distribution generally 
applicable, x can be written in terms of another variable y by a translation of the 
origin of y and a change of scale factor, i.e., 

y-m 
x=--­

u 
(23.195) 

where m = mean or expected value of y, that is, value about which normal distribution 
is centered (see Sec. 23.20h) 

u = standard deviation of y or roughly a measure of how peaked is the distribu­
tion of y (for example, the probability that is between m - u and m + u is 
approximately 0.683) 

When using tables of the normal distribution to obtain numerical results, it is neces­
sary to make use of Eq. (23.195) to obtain the normalized variable found in the tables. 
It is easily shown that the integral of q,(x) between the limits of - oo and oo is equal 
to 1, that is, 0 S <I>(x) S 1. 

One of the applications of the normal distribution is in describing the probable ampli­
tude of thermal noise in electronic equipment. The noise amplitude distribution is 
accurately described by Eqs. (23.193) to (23.195), where m is zero and u is the rms 
value of noise voltage, that is, u = y 4KT llfR, where K = 1.38 X 10-23 joule/°K 
(Boltzmann's constant), T is the absolute temperature of the circuit producing the 
noise in degrees Kelvin, R is the resistive component of the circuit impedance in 
ohms, and llf is the bandwidth of the circuit in cycles per second. 

Other important applications of the normal distribution include the analyses of 
many types of errors in experimental measurements and in evaluating the performance 
of equipment and systems. 
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Example 23.32 

The rms output voltage of a radar receiver i-f amplifier due to thermal noise is equal to 
0.5 volt. Suppose that a "signal present" detector is employed to indicate the presence of a 
bipolar voltage at the output of the receiver greater than 2.0 volts or less than -2.0 volts. 
What percentage of the time, on the average, will the detector indicate the presence of a 
voltage if only noise is present? 

Solution 

1. Assume a normal distribution with a = 0.5 volts. The problem is to calculate <I>( oo) 
<I>(x2) + <I>(x1) - <I>( - oo) = 1 - <I>(x2) + <I>(x1), where x2 = (2.0 - 0) /0.5 = 4.0 and x1 
(-2.0 - 0)/0.5 = -4.0. 

2. From a table of <I>(x) 

1 - <I>(x2) + <I>(x1) = 1 - 0.99997 + 0.00003 = 0.00006 

3. According to the frequency definition of probability, the average percentage of the 
time the detector will indicate a voltage with only noise being present will be 100 X 0.00006, 
or 0.006 per cent of the time. 

Example 23.33 
Two receivers tuned to the same frequency contain "signal present" detectors with 

detection levels set at 2.7 times the value of rms noise. What is the probability at any 
specific instant of both receivers indicating output voltages due to thermal noise which is 
greater than the threshold detection levels if the sources of noise in the two receivers are 
mutually independent? 

Solution 
1. By Eq. (23.178), the probability of both receivers indicating above-threshold voltages 

is the product of the individual probabilities for each receiver since the noise sources are 
assumed independent. 

2. At any particular time, the probability of one receiver indicating an above-threshold 
voltage is 

l - <1>(2.7) + <I>( -2.7) = 1 - 0.99653 + 0.00347 = 0.00694 

3. The probability of both receiver outputs simultaneously exceeding the threshold is 
then (0.00694) (0.00694) = 0.000048. 

23.20h. Random Variables and Expectations. Any quantity which may assume 
different values, each of which is assigned a probability of occurrence, is called a 
random variable. Thus, a random variable is a function of a particular sample space 
since, to each point in a sample space, a value of the random variable, and hence a 
probability, is assigned. For example, in selecting five resistors from a production 
run of resistors, any resistor could be either inside or outside a set of specifications. 
A sample space could be made up of 25 points, each point of which could represent a 
particular combination of good and bad resistors, i.e., a particular "state" of good 
and bad resistors. (For example, R1 good, R2 good, R3 bad, R4 good, Rs bad would 
be one possible "state" of the resistors.) A random variable could be defined on this 
sample space as the number of out-of-tolerance resistors represented by each sample 
point. Alternatively, another random variable could be defined by assigning the 
number 1 to each good resistor and the number 0 to each defective resistor in the 
sample space. In this case, the random variable would be five-dimensional. [For 
example, one value for the random variable would be (0, 1, 0, 0, 0).] In the first 
case, the random variable would take on one of the six values 0, 1, 2, 3, 4, 5 for each 
point of the sample space. In the second case, there are 25 values for the random 
variable, a different value for each point of the sample space. Since, by definition, 
each point in a sample space is assigned a certain probability, it is possible to calculate 
a probability for each of the values of either of these random variables or any other 
random variable which might be defined. Random variables are defined on sample 
spaces which are continuous (i.e., where continuous probability distributions apply) 
in the same way that they are defined for discrete sample spaces. They can again be 
one-dimensional or multidimensional. 
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One of the most fundamental ideas of probability theory is that of the average 
value of a random variable. It is also called the mean, or the expected value, of a 
random variable. Going back to the frequency definition of probability, each point 
r (r = 0, 1, ... , N) of a sample space is assigned a probability Pr in accordance 
with its expected frequency of occurrence. If, then, each sample point r is assigned 
a value of a random variable Xr, it follows that the expected value of a random variable 
E(x), or x, is the sum of the products of the random variable values Xr and probabilities 
Pr = P(xr) assigned to each point. 

N 

E(x) = x = l XrP(xr) 

r=O 

or, in terms of continuous distributions, 

E(x) = x = f _00

00 
xf(x) dx 

where f(x) is the probability density function for the random variable x. 

Example 23.34 

(23.196) 

(23.197) 

A Geiger counter counts an average of 50,000 counts per second from a radioactive sample. 
What is the expected average rate of gamma-ray production if the counter has a dead time 
of 1 µsec? 

Solution 

1. Compute the probability of one or more gamma rays being produced in a 1-µsec 
period after another has been produced. The production of one gamma ray is assumed to 
be independent of another (Poisson distribution), so that the probability of one or more 
gamma rays being produced in a 1-µsec period following another is the same as the probabil­
ity of one or more gamma rays being produced in any 1-µsec period. A-ccording to the 
Poisson distribution, the probability P(r) of r gamma rays occurring in a period T where the 
rate is Xis 

P(P = r) = P(r) = (XTY e->.T 
r! 

where X = number of gamma rays per second 
T = 10-a 

2. The sample space for this problem can be thought of as an infinite (enumerable) 
number of points; for each point r (r = 0, I, 2, ... , oo) there corresponds r gamma rays 
occurring in 1 µsec. The random variable Xr assigned to the point r is then the value 
50,000r missed gamma rays per second. The expected number of missed gamma rays 
E(xr) is then 

E(xr) l XrP(r) 

r=O 

= \' 50 000r (XTY e-XT 
'-' , r! 

r=O 

l (XT)r = 0 + 50,000r --
1 

- e-XT 
r. 

r=l 

(50 ooo) <XT> ->-T \' cxrri 
' e '-' (r - 1) ! 

r= 1 
(50,000) (XT)e-XT • eXT = 50,000XT = 0.Of X 

:.X = 50,000 + 0.05X; X = 52,632 
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The expected rate of gamma-ray production is approximately 52,632 per second. Notice 
that this is the same as the answer obtained by observing that the average missing period 
per second is 0.05 sec so that gamma rays are produced at a rate of 50,000 per 0.95 sec or 
50,000/0.95 ~ 52,632/sec. 

Example 13.36 

Neglecting losses, what is the expected value of the d-c component of output voltage 
from a full-wave diode detector if the thermal noise input voltage is 1.0 volt rms? 

Solution 

1. The distribution of the input noise is normal. 
unilaterally normal, i.e., the density function /(x) is 

At the output, the distribution is 

(x < 0) 

(x ~ 0) 

where " is the rms value of input noise voltage, viz., 1.0 volt. The reason for the 2 is that 
the integral of the density function between = - 00 and 00 must be equal to 1. 

2. From Eq. (23.197), the expected value of the distribution is 

E(x) = J _00

00 
x/(x) dx 

= 2 { oo ~ e-z2/2u2 dx 
Jo "y21r 

= 2 X " =" ✓~ ~ 0.7979" v21r 7r 

Therefore, for 1-volt-rms thermal noise into a full-wave diode detector, the d-c component 
of the output is 0. 7979 volt. This relation is true regardless of the spectral distribution of 
the input noise as long as the mean, i.e., expected value, of the input noise is zero. 

23.20i. Moments of Distribution and Moment Generating Functions. A direct 
analogy can be made between many properties of probability density functions and 
mass density functions. Considering a one-dimensional probability density function, 
the analogy is generated by assuming that a unit value of mass is distributed along a 
line in such a way that distance along the line represents a value of a random variable 
and the mass density at any point is equal to the probability density for the value 
of the random variable corresponding to that point. For a discrete distribution, the 
mass is divided into "mass points"; for a continuous distribution, the mass is spread 
out and not lumped at discrete points. This analogy may be expanded to multi­
dimensional probability distributions by assuming that coordinates of a mass distribu­
tion are analogous to coordinate values of a random variable. 

Using this analogy, the expected value of a random variable is analogous to the cen­
ter of gravity of a mass distribution. The analogy can be extended by investigating 
the analog in probability distributions of higher-order moments in mass distribu­
tions, e.g., moments of inertia. For a one-dimensional mass distribution M(x) 
in the continuous case, the moment of inertia I about an axis through a point c on 
the line is 

I = /_
00

00 
(x - c)2M(x) dx (23.198) 

For a one-dimensional mass distribution M(xr) (where r = O, 1, 2, ... , N) in the 
discrete case, the moment of inertia I about an axis through a point con the line is 

N 

[ = l (Xr - c) 2M(xr) (23.199) 
r=O 
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The analogous equations for probability distributions are 

and 

E[(x - c) 2] = /_== (x - c) 2f(x) dx 

N 

E[(x - c) 2] = ,l (xr - c)2P(xr) 

r=O 

(23.200) 

(23.201) 

where f(x) and P(xr) are continuous and discrete probability density functions, 
respectively. 

Equations (23.200) and (23.201) give the expected values of (x - c) 2 and are called 
second moments of the probability distributions f(x) .and P(:r,,.) centered about c. If 
c = 0, these expected values often are simply termed second moments. 

In mechanics, it is well known that the moment of inertia for a given mass distribu­
tion is a minimum if the axis of rotation is placed through the center of gravity of the 
mass aggregate. Analogously, in probability theory, the second moment has special 
significance and is minimized if it is centered about the expected value of the random 
variable. The second moment centered about the expected value E(x) = mis called 
the variance, or second central moment. For continuous and discrete probability 
distributions the variance u2 is defined by the following equations: 

where 

u2 = /_== (x - m) 2f(x) dx 

N 

u2 = ,l (Xr - m) 2P(xr) 
r=O 

m = E(x) = J _=
00 

xf(x) dx 

N 

m = E(x) = ,l XrP(xr) 

r=O 

(23.202) 

(23.203) 

The square root of the variance is called the standard deviation u of the random variable 
(see Sec. 23.20g). It is a good measure of the relative concentration of the distribution 
about the mean. 

Mom en ts of higher order than the second can be defined in the same way as the. 
first- and second-order moments. For a continuous distribution, the nth moment 
an is given by Eq. (23.204). The nth central moment µn is given by Eq. (23.205). 
The corresponding moments for discrete distributions are similar in form to Eqs. 
(23.201) and (23.203). 

a,. = J_== x"'f(x) dx 

P.n = J _== (x - m)"'f(x) dx 

(23.204) 

(23.205) 

From these equations, it follows that ao = µo = 1 and a1 = m, µ1 = 0. It is fre­
quently convenient to compute the variance µ2 = u2 in terms of the a moments. By 
expanding Eq. (23.205), it is found that 

u 2 = µ2 = /_== x 2f(x) dx - 2m /_== xf(x) dx + m2 f _"°= f(x) dx 

(23.206) 

This equation holds for discrete as well as continuous distributions. 
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A useful representation of probability distributions is obtained if the moments 

an are written as coefficients of an arbitrary variable ( -s)n /n ! in an infinite series, viz., 

s s2 s 3 
X1(s) = ao - a1 - + a2 - - aa - + · · · I! 2! 3! (23.207) 

Assuming that the series converges uniformly in the interval -E < s < E, (E > O), a 
formal representation of x1 (s) is then 

(23.208) 

The function X1(s) is called the moment generating function, or characteristic function, 
of the random variable x. As Eq. (23.208) shows, it is equal to the expected value 
of the random variable e-sx. Assuming that s is a comple-" variable s = 'Y + jw, 
X1(s) is the Fourier transform of f(x) if 'Y = O; it is the bilateral Laplace transform of 
f(x) if 'Y~ 0. These transforms are defined only if the integral in Eq. (23.208) is 
absolutely convergent. 

One use of moment generating functions is to compute moments themselves. Based 
on Eq. (23.207), it is seen that an is equal to ( -I)n times the nth derivative of xi(s) 
withs = 0. 

(23.209) 

The inverse of Eq. (23.208) is defined (subject to certain convergence restrictions) 
by Eq. (23.210). 

l fi<YJ f(x) = -. e8
"' X1(s) ds 

2-rrJ -j<YJ 
(23.210) 

The equation corresponding to the continuous-probability-distribution definition 
of the moment generating function [Eq. (23.208)] is given by Eq. (23.211). 

N 

Xp(S) l e-sxr p (Xr' (23.211) 
r=O 

Table 23.10 gives the expected value m, standard deviation u, and the moment gener­
ating function X1(s) and Xp(s) for several of the commonest probability distributions. 

23.20j. Other Common Probability Distributions. In Table 23.10 are included 
several probability distributions not mentioned thus far. 

Single-point Distribution. The simplest distribution is the single-point distribution 
which applies when it can be assumed that it is "practically certain" that the value 
of a random value x will be Xk, that is, x takes on the value Xk with unity probability. 
This distribution can be considered to be the limit of other distributions when the 
standard deviation approaches zero. 

Geometric Distribution. This distribution applies to problems involving the prob­
ability of a number of failures occurring before a success in Bernoulli trials since the 
probability of obtaining r failures and one success is pqr if p is the probability of 
success at each trial. From Table 23.10, it is seen that the expected number of trials 
before a success is q/p. 

Rectangular Distribution. In a rectangular distribution, the probability density 
function is a constant over a given interval and zero outside. An application for 
this distribution occurs in problems involving the probable positions of rotating devices 
where any angle of rotation is equally probable. 

Exponential Distribution. This distribution is useful when the random variable 



TABLE 23.10. Ex~J!lCTED '\iaLUES, STANDARD DEVIATIONS, AND MOMENT GENERATING FUNCTIONS FOR SOME COMMON PROBABILITY 

DISTRIBUTIONS 

Name Probability density function 

Discrete distribution .................. -1 P(xr) 

Single-point distribution. . . . . . . . . . . . . . P(xr) = { 6 r = k 
r -¢ k 

Binomial distribution ................. I (:) p'qn-r (r = 0,1,2, 

0 < p < 1; q = 1 - p 

P . d' "b . I C>-T)r ->.T 01sson 1stn ut10n. . . . . . . . . . . . . . . . . . --
1 
- e 

r. 

Geometric distribution ............... . p qr (r = 0,1,2, .) 

0<p<l;q=l-p 
Continuous distribution .. :· .............. I f(x) 

'n) 

Rectangular distribution ............. . f(x) = _!_ a-h<x<a+h 
2h {

o x < a - h 

0 a+h<x 

Normal distribution .................. I f(x) 

(x-m)2 

(
X - m) 1 -~ =ct,~- =-=e 

CT CT V21r 

Exponential distribution ............. -I f(x) 
\

0 X < 0 

= t e->-x O < X 

Rayleigh distribution f(x) 
{

0 X < 0 
x2 

= ::._ e - 2u2 0 < X 
CT2 

No!mal amplitude - squared distribu- f(x) 
t1on .............................. I {

0 X < 0 
= X e-x;2u2 0 < X 

v21r<1 

Expected 
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m 

Xk 

np 

>..T 

!l 
p 

m 

a 

m 

1 
>.. 

CT ✓~ 

0'2 

Standard 
deviation 

O' 

0 

,Vnpq 

~ 
Vq 

p 

CT 

h 

V3 

O' 

1 
X 

Moment generating function 

Xp(s) 
e-•xk 

n l (~) prqn~e-•r 

r=O 

e>-T<•-'-1> 

__ P_ 
1 - qe-• 

X1(s) 

sinh hs 
hsea• 

-ms+u2s2 
e 2 

>.. 

>.. + s 

✓-, u2s2 

<1 
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is the length of an interval without the occurrence of a particular event where the 
average rate of occurrence of the event is X (Poisson distribution with r = 0; see 
Sec. 23.20d). 

Rayleigh Distribution. When thermal noise is placed at the input of a filter whose 
transfer function is symmetrical about the center frequency of the filter and which 
has a bandwidth small compared to its center frequency (e.g., an i-f amplifier), the 
noise at the output of the filter appears as a randomly amplitude-modulated sinewave 
with random phase changes. The amplitude distribution of the sinewavelike output 
is still normal (Gaussian) since any Gaussian process results in another Gaussian 
process when the first process has been transformed by a linear device such as a filter. 
However, the distribution of the peaks of the sinewaves is not normal. Instead, the 
amplitudes of the peaks follow the Rayleigh distribution shown in Table 23.10. If u 
is therms filter output noise voltage, the expected value of voltage or d-c component 
of the peaks is u y 1r /2. This is the voltage which would appear at the output of an 
ideal linear detector. For an ideal square-law detector, i.e., a device which squares 
the input voltage, the output d-c component would be 

u2 (2 - 1r /2 + 1r /2) = 2u2 

Normal Amplitude-squared Distribution. This distribution applies in a Gaussian 
process where the random variable is taken to be amplitude-squared, for example, in a 
thermal noise process where the random variable is taken to be power. It also is 
related to the chi-square distribution used in testing the significance of a set of observa­
tions of a random process1 (see Example 23.37). 

f3.20k. Joint Probability Distributions; Multiplication of Random Variables. In 
Sec. 23.20b, Eq. (23.178) may be written in the form of a joint probability density func­
tion for two random variables. For two discrete random variables Xr and Yt, (r = 0, 
1, 2, , N; t = O, 1, 2, ... , M), the joint probability density function P(xr,Yt) 
is 

(23.212) 

In the continuous case, for two random variables x and y the joint density function 
f(x,y) is 

(23.213) 

The quantities P1(Y1lxr), P2(xrlY1), /1 (ylx),f2(x)y) are the conditional probability density 
functions of the random variables "y t occurs after it is known Xr occurs," "Xr after y t," 
"y after x," and "x after y." The probability density functions of Xr, Yt, x, y are 
denoted by P 1(xr), P2(y1), f1(x), f2(Y), respectively. The probability of Xr occurring for 
all possible value of Yt occurring is 

M .l P(xr,Yt) 
t=O 

Similarly, 
N 

P2(Ye) _l P(xr,Yt) 
r.=0 

. fi(x) = f _00

00 

f(x,y) dy 

f2(y) = f _00

00 
f(x,y) dx 

(23.214) 

(23.215) 

(23.216) 

(23.217) 

1 See H. Cramer, Mathematical Methods of Statistics, pp. 416ff, Princeton University 
Press, Princeton, N.J., 1951. 
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If P1(Ytlxr) = P2(Yt), ytis said to be independent of xr; or Xr and Yt are said to be mutually 
independent (except for values of random variables of zero probability). Likewise, 
if fi(ylx) = f2(y), y is independent of x, and x is independent of y. Thus, if two 
random variables are independent, 

P(xr,Yt) = P1(Xr)P2(Ye) 
f(x,y) = fi(x)/2(y) 

(23.218) 
(23.219) 

Further, if two random variables x, y are independent, the expected value of their 
product E(xy) is E(x)E(y). 

E(xy) f _00

00 
f _00

00 
xyf(x,y) dx dy 

f _00

00 
f _00

00 
xyfi(x)f2(y) dx dy 

E(xy) = E(x)E(y) (x,y independent) (23.220) 

(n fact, for any functions of the random variables g(x), h(y), 

E[g(x)h(y)] = E[g(x)]E[h(y)] (x,y independent) (23.221) 

The corresponding expected value relations for discrete random variables also hold. 

Example 23.36 

A radar is capable of detecting the presence of any aircraft within a radius of 100 nautical 
miles. Suppose that a study has indicated that the distribution of aircraft velocities v is 
approximately triangular with parameters given by f(v) below where v is in units of knots. 

0 V ~ 150 
V - 150 

150 ~ V ~ 300 
f(v) 33,750 

600 - V 
300 ~ V ~ 600 

67,500 
0 600 ~ V 

Further, suppose that the aircraft are equally likely to be flying in any direction through 
the 100-mile-radius circle, but they always travel in straight lines and do not change their 
speed as they travel. What is the average time which they spend in the circle, and what 
is the standard deviation of the time? 

Solution 

1. The problem calls for the computation of the expected value E(t) of time an aircraft 
is within the circle which is equal to E(L/v), where L is the path (chord) length, and v is 
the velocity of an aircraft through the circle. Since L and v are independent, 

and 

E (;) = E(L)E en 
E (;)2 = E(L2)E (~) 

2. Compute the expected value and standard deviation of the path length through the 
circle. By the conditions of the problem, it may be assumed that the minimum distance r 
between the aircraft flight path and the center of the circle is uniformly distributed between 
0 and R, the radius of the circle; that is, the probability function for r is 

r < 0 
O<r<R 
R < r 

The length of a chord in terms of the minimum radius of the chord is given by 

L = 2 yR2 - r2 
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Therefore, 

E(L) = f _00

00 
Lli(r) dr 

!c
R 2 ,vR2 - r2 1r 

= ----dr =-R 
o R 2 

( R 4(R2 - r2) 8 
E(L2) =- Jo . R dr = 3 R2 

For R = 100 miles, 
E(L) = 157.1 miles 

E(L2) = % X (100) 2 = 26,667 miles2 

3. Compute E(l/v) and E(l/v2). 

Joo 1 
= - f(v) dv 

-oo V 

f b 2(v -a) he 2(c -v) = ------ dv + ----- dv 
a v(b - a)(c - a) b v(c - b)(c - a) 

where a = 150, b = 300, c = 600 knots 

E (I) = _2_ [c ln (c/b) _ a ln (b/a)] 
v c-a c-b b-a 

( 1) f b 2(v - a) J:c 2(c - v) E - = ------ dv + -----~ dv 
v2 a v2(b - a)(c - a) b v2 (c - b)(c - a) 

= _2_ [ln (b/a) _ ln (c/b)] 
c - a (b - a) (c - b) 

Thus, for the particular values of a, b, and c, 

E (I) = ~ [ 600 ln 2 _ 150 In 2] ln 2 k v 450 
300 150 

= 
225 

:;;:::, 0.003,080,7 per not 

( 
1) 2 [ln 2 In 2] ln 2 E ;;; = 

450 150 
-

300 
= 

67
,
500 

:;;:::, 0.000,010,269 per knot2 

4. The expected value E(t) of time an aircraft is within the circle is 

E(t) = E(L)E G) = (151.7)(0.003,080,7) 

= 0.48391 hr 
= 29.03 min 

u12 = E(t 2) - E2(t) = E(L 2)E (~) - E 2(t) 

= (26,667)(0.000,010,269) 2 - (0.48391) 2 

= 0.039669 
Ut = 0.1992 hr = 11.95 min 

23-77 

23.20l. Addition of Random Variables. For two random variables x and y with 
a joint probability density function f(x,y), the expected value of their sum x + y is 

E(x + y) = J _00

00 
f _00

00 
(x + y)f(x,y) dx dy 

= f _00

00 
X f _00

00 
f(x,y) dy dx + f _00

00 
y f _00

00 
f(x,y) dx dy 

= f _00

00 
xf1(x) dx + J_""a'J Yf2(y) dy 

= E(x) + E(y) (23.222) 
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Thus, the expected value of the sum of two random variables is equal to the sum of the 
expected values of the random variables. The same statement is true for more than two 
random variables in both the continuous and discrete cases. (Note that the random 
variables are not necessarily independent.) 

When two random variables are independent, it is possible to compute sum formulas 
for moments of order higher than the first in terms of the moments of the individual 
random variables. From Sec. 23.20i, the moment generating function x(s) for the 
sum of two independent random variables x and y is 

Since x and y are independent Eq. (23.221) gives 

(x,y independent) (23.223) 

where X1(x) and X2(y) are the moment generating functions of x and y. Expanding 
Eq. (23.223) and solving for the moments gives the following formulas: 

E[(x + y) 2 ] = E(x2) + E(y2) + 2E(x)E(y) (x,y independent) (23.224) 
u!+Y = E[(x + y) 2] - E2 (x + y) 

= E(x2) + E(y2) + 2E(x)E(y) - E 2 (x) - E 2 (y) - 2E(x)E(y) 
or u;+Y = ux 2 + ul (x,y independent) (23.225) 

For two independent random variables, the variance of the sum is equal to the sum 
of the variances of each random variable. This formula applies to more than two 
random variables. However, for central moments greater than third order, the simple 
form of Eq. (23.225) no longer holds. 

Since moment generating functions are the (bilateral) Laplace or Fourier transforms 
of probability density functions, it is possible to obtain density functions from moment 
generating functions subject to certain convergence restrictions imposed on the 
integrals involved. Thus, the probability density function f(z) for the sum of two 
random variables z = x + y with-individual moment generating functions X1(s) and 
X2(s) is, from Eq. (23.223), 

f(z) = f-~~ x(s)e8
" ds = f-~~ Xi(s)X 2 (s)e•z ds (23.226) 

An equivalent formula may be derived from Eq. (23.226). 

(23.227) 

where Ji(x) and f2(y) are the density functions for the random variables x and y. 
Either form of Eq. (23.227) is called a convolution integral. Equivalent equations 
for distribution functions are 

(23.228) 

where F 1 (x), F 2 (y), and F (z) are distribution functions for x, y, and z = x + y, respec­
tively. 

Example 23.37 

Compute the number of independent samples which must be measured of a Gaussian 
noise source with an expected value equal to zero and standard deviation u to attain a prob­
ability of 0.95 that the rms value u* of the samples is within 50 per cent of the standard 
deviation. 
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Solution 

1. Compute the moment generating function for the sum of n Gaussian noise samplee 
XI 2 + x22 + · · · + Xn 2• The individual random variables XI, x2, ..• , Xn are all assumed 
to follow the same normal distribution, viz., 

- 00 < Xi < 00 

so that the probability of Xi being between Xi and Xi + dxi is 

- 00 < Xi < 00 

Letting Yi = Xi 2, the probability of Yi being between Yi and Yi + dy; is 

- oo < Xi < oo ; 0 < Yi < oo 

The moment generating function for Yi, X0;(8) is 

(21128 + l)H 

Since the random variables x1, x2, . . • , Xn are independent, the moment generating func­
tion X0(8) for XI 2 + x22 + ... + Xn 2 = YI + Y2 + · · · + Yn is 

1 
Xo(8) = (21128 + l)n/2 

2. Find the probability density function for XI 2 + x22 + · · · + Xn 2. The moment 
generating function for the sum is that of the chi-square distribution.I The probability 
density function g(y) for the sum is 

y<n-2)/2e-y/2u2 

g(y) = (2112r12r(n/2) 0<y<oo 

3. Compute the number of samples required to achieve a probability P = 0.95 that the 
sum 11* = V (x1 2 + x22 + · · · + Xn 2) /n is within 50 per cent of 11. In other words, com­
pute n such that the probability is 0.95 that 

or 

0.25112 < XI 2 + x22 • • • + Xn2 < 2.25112 
n 

0.25nu2 < YI + Y2 + · · · + Yn < 2.25nu 2 

Thus, it is required to find n such that 

r 2.25no-2 r 2.25ne12 ynf2-Ie-11/2u2 

p = }o.25nu2 g(y) dy = }o.2sno-2 (211 2)nf2I'(n/2) dy = 0.95 

Letting z = 11 2y, this integral becomes 

1c 
2.25no-2 

p = g(y) dy 
0.25no-2 1c 

2.25n zn/2-1e-~12 
= -----dz 

0.25n (2r12r(n/2) 

1c 
2.25n 

= h(z) dz = 0.95 
0.25n 

where h(z) 
znl2-1e-z/2 

'(2)"'2r(n/2) 

1 Op. cit. 
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Tables for the chi-square distribution integral are generaliy written in terms of l 00 

h(z) dz 

so that it is necessary to rewrite the integral above. 

lc
2.25n 1c 00 f 00 P = h(z) dz = h(z) dz - h(z) dz = 0.95 

0.25n 0.25n 2.25n 

From a table for the chi-square distribution, the following table can be prepared. 

n 1c 00 

h(z) dz J 00 

h(z) dz p 
0.25n 2.25n 

6 0.96 0.04 0.92 
7 0.97 0.03 0.94 
8 0.98 0.02 0.96 
9 0.985 0.015 0.97 

From this table, it is seen that eight samples are required to assure a probability of 0.95 
that the measured value of standard deviation is within ± 50 per cent of the actual standard 
deviation. 

23.20m. Central Limit Theorem. The probability density function for the sum of 
many independent random variables is usually difficult to obtain, particularly when 
the density function for each random variable of the sum is different. However, 
under very general conditions, it is often possible to use a reasonable approximation 
to the density function which results from the central limit theorem. Roughly stated, 
this theorem postulates that the density function for a sum of many independent 
random variables is approximately normal. If each of the random variables x1, x 2, 

••• , Xn has corresponding expected values·and standard deviations m1, m 2, ••• , mn 
and 0-1, 0-2, • • • , um, the expected value m and standard deviation u of the normal 
distribution approximating the sum are 

m = m1 + m2 + • • • + mn 
u = V1T1

2 + 1T2
2 + · · · + IT.,

2 

The approximation is particularly good when no random variable predominates 
in the sum of the random variables. Schott noise within a vacuum tube and thermal 
noise within resistors are good examples of the applicability of the central limit 
theorem. 

23.20n. Correlation of Random Variables. When adding two random variables 
x and y which are not independent, Eq. (23.222) holds for the expected value of their 
sum. However, when computing the variance of the sum of two dependent random 
variables, Eq. (23.225) does not hold. 

u;+Y = E[(x + y)2] - E2(x + y) 
= E(x2) + E(y2) + 2E(xy) - E 2(x) - E 2(y) - 2E(x)E(y) 
= <Tx 2 + ui + 2[E(xy) - E(x)E(y)] 

where p is called the normalized correlation coefficient and is defined by 

E(xy) - E(x)E(y) 
p = 

IT :,,IT y 

(23.229) 

(23.230) 

(23.231) 

The coefficient p varies between -1 and +1
1
since it is normalized by the factor uxo-11 • 

Its name implies that it is a measure of how independent one random variable is on 
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another-an implication which is not strictly true. It is the case that two independent 
random variables have a zero correlation coefficient. However, a zero correlation 
coefficient does not necessarily imply independence. 

23.200. Correlation Functions Applied to Time Series; Stationary Time Series and 
the Ergodic Property. The most important present-day application of correlation 
coefficients in engineering arises in the study of time series, i.e., a continuous or discrete 
series of events which are connected statistically so that successive values of the series 
are not statistically independent. 

If a continuous time series x(t) is given, then a normalized correlation coefficient 
relating the expected values of the series at two times t1 and t2 may be calculated by 
Eq. (23.231). 

p(ti,t
2
) = E[x(t1)x(t2)] - E[x(t1)]E[x(t2)] 

<T:,; (t1)<r:,; (t2) 

where x(t1) and x(t2) are the values of the time series at t1 and t2, respectively, and 
O"z(tr> and <Tz(t2) are the standard deviations of the time series at times t1 and t2• It is 
more common practice to deal not with the normalized correlation coefficient but 
rather with the (unnormalized) correlation function cp(t1,t2) defined by 

cp(t1,t2) = E[x(t1)x(t2)] 

= f _""'.,. x(t1)x(t2)f[x(t1),x(t2)] dx(t1) dx(t2) (23.232) 

where f[x(t1),x(t2)] is the joint probability density function for the value of x(t) at 
times t1 and t2. Note that if two random variables do not have zero mean, the correla­
tion function defined in this manner will not be zero if the random variables are 
independent. 

It is often the case that the probability density function for x(t) is independent oft. 
In such a case, the time series is said to be stationary. The correlation function of a 
stationary time series depends only on the difference between ti and t 2 and not on the 
actual value of either. For a difference r between times, the correlation function 
of a stationary time series is 

cp(r) = f _""'.,. x(t)x(t + r)f[x(t),x(t + r)] dx(t) dx(t + r) (23.233) 

Another function can be defined which is often equal to the correlation function 
for a stationary time series. It is given by 

l f T t/t(r) = lim 2T x(t)x(t + r) dt 
T-+oc -T 

(23.234) 

The function t/;(r) is equal to cp(r) if the stationary time series possesses the ergodic 
property. A stationary time series is defined to be ergodic if 

Joe 1 JT E[g(x)] = g(x)f(x) dx = lim 
2

T g[x(t + u)] du 
-oc T-+oc -T 

(23.235) 

for all values of t except for time series of zero probability. The first integral is 
termed an ensemble average of the function g(x); the second integral is called a time 
average. Loosely speaking, an ensemble of stationary time series possesses the ergodic 
property except for time series of zero probability if, in a collection of all possible 
time series pertaining to a particular problem, it is highly improbable that one time 
series is selected as the outcome of an experiment where the ensemble and time aver­
ages are not equal. For example, thermal noise can be assumed to be ergodic. It is 
highly improbable that a sample of thermal noise taken over a long time will be a 
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function from which the autocorrelation function cannot be calculated by time 
averages. 

When the ergodic property can be assumed to hold, the correlation function for a 
continuous stationary time series is 

1 f T cf>(r) = lim 
27

, x(t)x(t + r) dt 
T-+oo -T 

Analogously, for a discrete stationary time series, 

N 
. 1 \' 

c/>i = J~"° 2N + 1 l, 
i= -N 

(23.236) 

(23.237) 

From these formulas, it is seen that when the ergodic property holds, the expected 
squared value of the time series E[x2 (t)] is 

E[x2(t)] 

and 

cp(O) = lim 
2
1
T f T x2(t) dt 

T-+oo -T 
N 

. 1 \' 
cf>o = i~oo 2N + 1 L, Xi2 

i=-N 

(23.238) 

(23.239) 

Further, when a stationary time series is ergodic, the mean or expected value of xis 

E[x(t)] = lim 
2
1
T f T x(t) dt 

T-+oo -T 
(23.240) 

N 

and . 1 \' 
E[xi] = J~oo 2N + 1 L, 

i= -N 

(23.241) 

When a time series can be assumed to be stationary and possess the ergodic property, 
the preceding formulas provide a basis for deriving important statistical information 
from observed values of the time series. Further, it is possible to determine the 
reasonableness of the assumption that a time series either is stationary or possesses the 
ergodic property by applying tests to observations made on the time series, although 
the derivations of such tests involve fairly complicated statistical questions. 

23.20p. Spectra of Stationary Time Series. Subject to certain convergence restric­
tions applied to the functions involved, a time series (single-value function of time) 
possesses a Laplace transform or, what is practically equivalent, a Fourier transform. 
Jt is usually the practice to utilize the Fourier transform in the discussion of spectra 
of stationary time series. 

For a function of time Ht), the Fourier transform of Ht) is defined to be 

(23.242) 

If Ht) is a function proportional to voltage or current in an electrical network, then 
H(w) is called the Fourier spectrum of Ht). The square of the absolute value of H(w) 
is called the energy spectral density E(w) of W). 

E(w) = \H(w)\ 2 = H(w)H*(w) 

where H*(w) == complex conjugate of H(w) 

(23.243) 
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From the mathematics of the Fourier integral (Parseval's theorem) 

{ 

00 

E(w) dw = 1r f 00 

~
2(t) dt Jo -oo 

(23.244) 

When considering time series, it is usually the case that the energy spectrum of the 
time function is infinite since the time series is assumed to extend indefinitely in time. 
The power spectrum is then of more interest than the energy spectrum which would, of 
necessity, be limited to only a finite portion of the time series. For a time series 
x(t), the power spectral density is defined by 

) I . 1 f T . Y(w = 1m - x(t)e-iwt dt 
T-->oo 2T -T 

The power spectrum G(w) is then 

G(w) = IY(w)l 2 = Y(w)Y*(w) 

Further, 

!c oo 1r f T G(w) dw = lim 
27

, x2 (t) dt 
0 T-->00 -T 

These equations hold for nonstationary as well as stationary time series. 

(23.245) 

(23.246) 

(23.247) 

In terms of the function 1/;(r), defined by Eq. (23.234), it can be shown that 

(23.248) 

Thus, if a time series is both stationary and ergodic, the power spectrum G<J>(w) is 

(23.249) 

Therefore, the ~pectrum of a stationary time series which possesses the ergodic property 
can be computed in terms of purely statistical parameters of the time series. Further, 

(23.250) 

Thus, for a stationary time series which possesses the ergodic property, statistical data 
can be determined from spectral information concerning the time series. Equations 
(23.249) and (23.250) form the basis for a large portion of modern filter theory devoted 
to problems of separating signals and noise. 
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A 

A-C flux density, iron-core chokes, 14:-30 
A-C plate-load line, triode amplifiers, 

3-10, 3-14 
Acceptors, transistor impurity conduction, 

2-59 
Active elements, network analysis, 23-9, 

23-10 
Actuators, servomechanism elements, 

19-39 to 19-42 
Admittances, definition of, 23-35, 23-36 

driving point, 23-37 
rectangular chart, 20-12, 20-13 
transfer, 23-37 

Air-core, coil, inductance of single-layer, 
1-12 

coupled circuits, analysis of, 13-3, 13-4 
equivalent circuits, 13-3, 13-4 

Alkali oxides, secondary-emission, 2-11 
AM detectors, 7-93 to 7-115 

crystal diode, 7-114, 7-115 
grid-leak, 7-107 to 7-109 
infinite-impedance, 7-113, 7-114 
linear diode, 7-94 to 7-103 
plate, 7-109 to 7-113 
small-signal, diode, 7-103 to 7-107 
video and pulse applications, 7-115 

Amplification factor, triodes, 2-18 to 2-21 
Amplifiers, audio, high frequency boost, 

3-44 to 3-47 
low frequency boost, 3-50 
carrier, d-c, 3-79 to 3-81 
cathode-coupled, 3-58 to 3-61 
chopper-stabilized, 3-81 to 3-86 
compensation, high-frequency, 3-39 to 

3-47 
low-frequency, 3-47 to 3-50 

degenerative, graphical analysis of, 3-13, 
3-14 

differential, 3-61 to 3-64 
direct-coupled, 3-2, 3-3, 3-69 to 3-86 
double-tuned, 7-42 to 7-47 
equivalent circuits, constant-current 

generator, 3-4, 3-5 
constant-voltage circuits, 3-4, 3-5 
grid-driven, 3-6 
grounded-grid, 3-5, 3-6 
plate-driven, 3-6, 3-7 
voltage, current generator, 3-3 to 3-8 

frequency-selective, 16-27 to 16-29 
1 

Amplifiers, grid-driven, 3-6 
grounded-cathode, 7-51 to 7-55 
grounded-grid, 3-5, 3-6, 3-57, 3-58, 7-55 

to 7-57 
grounded-plate, 7-57, 7-58 
holding, 19-14, 19-15 
i-f, 7-22 to 7-60 
impedance-coupled, 3-2, 3-3, 3-21 to 

3-24 
multiple-stage, gain and phase char-

acteristics, 3-50 to 3-52 
operational, 19-6, 19-7 
plate-driven, 3-6, 3-7 
power, 4-2 to 4-39 

class Al single-ended transformer­
coupled, 3-2, 4-2 to 4-8 

classes A, AB, B push-pull trans­
former-coupled, 3-2, 4-8 to 4-20 

class B radio-frequency, 3-2, 4-20 to 
4-22 

class C radio-frequency, 3-2, 4-22 to 
4-39 

radio-frequency, 4-20 to 4-39 
reactively loaded, 4-29, 4-30 
rejection, 16-29 
resistance-coupled, 3-2, 3-3, 3-8, 3-17 to 

3-21 
resistively loaded, 3-28, 3-29 
stagger-tuned, 7-33 to 7-42 
synchronous single-tuned, 7-28 to 7-32 
transformer-coupled, 3-2, 3-3, 3-24 to 

3-27 
tuned, time delay in, 7-59, 7-60 

transient response in, 7-58, 7-59 
voltage, 3-2 to 3-86 

coupling, types of, 3-2 
gain-bandwidth, 3-17 to 3-27 
graphical analysis of, pentode, 3-14 to 

3-17 
tetrode, 3-14 to 3-17 
triode, 3-8 to 3-14 

grid-input impedance, 3-27 to 3-3~ 
operation, classes of, 3-2 

wideband, 3-31 to 3-34 
(See also types of amplifiers) 

Amplitude distortion, 5-5 
Amplitude equalizers, 17-4 to 17-14 

attenuation characteristics, 17-9 to 17-12 
bridged-T, 17-14 
full-shunt, 17-12 
insertion loss characteristics, 17-13, 17-14 
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Amplitude equalizers, network configur­
ations and formulas, 17-5 to 17-8 

Amplitude modulation, 5-2 to 5-22 
cathode, 5-18 to 5-20 
diode, 5-21, 5-22 
distortion, 5-5, 5-6 
grid, 5-13 to 5-18 
plate, 5-6 to 5-13 
screen, 5-18 
sideband power, 5-5 
signal spectrum, modulation sidebands, 

5-3, 5-4 
suppressor, 5-20 
Van der Bijl modulator, 5-20, 5-21 
vector representation, 5-4, 5-5 

Amplitude spectra, periodic and non­
periodic signals, 22-14 to 22-16 

Analog computers, 19-2 to 19-6, 19-7 to 
19-24 

error analysis, 19-5, 19-6 
mathematical operations, 19-7 to 19-24 

explicit, implicit solutions, 19-7, 19-8 
solution of equations, 19-21 to 19-24 
specific, 19-8 to 19-20 

addition and subtraction, 19-8 to 
19-11 

function generator, 19-15 to 19-18 
integration and differentiation, 

19-13 to 19-15 
multiplication and division, 19-11 

to 19-13 
trigonometric functions and coordi­

nate transformation, 19-18 to 
19-20 

operational amplifiers, 19-6, 19-7 
system considerations, 19-2 to 19-4 

Angle modulation, 5-27 to 5-39 
deviation ratio, 5-28 
distortion, 5-32 
frequency deviation, 5-28 
frequency modulators, 5-33 to 5-37 
methods of, 5-33 to 5-39 
modulation index, 5-28 
phase modulators, 5-37 to 5-39 
spectra, 5-28 to 5-32 

Antenna arrays, 21-25 to 21-38 
linear, nonuniform amplitude distribu­

tion, 21-30 to 21-33 
binomial or Gaussian distribution, 

21-31, 21-32 
cosine distribution, 21-32 
Dolph-Tschebyscheff distribution, 

2-32 
gabled distribution, 21-30, 21-31 

uniform amplitude and phase dis­
tribution, 21-26 to 21-30 

broadside, 21-28, 21-29 
increased-directivity endfire, 21-30, 

21-32, 21-33 
minor-lobe amplitudes, 21-30 
normalized array factor chart, 21-27 
ordinary endfire, 21-29 to 21-31 

omnidirectional, 21-37, 21-38 
parasitic antennas, 21-32 to 21-37 
(See also Antennas) 

Antenna radiation noise, 7-7. 7-8 

Antennas, 21-2 to 21-47 
apertures and illumination, 21-10, 21-11 
bandwidth, impedance, mutual coupling, 

21-6, 21-7 
current distribution, 21-11, 21-12 
feed systems, 21-9, 21-10 
folded dipole, 21-22, 21-23 
fundamentals, 21-2 to 21-12 
ground-plane and sleeve, 21-23, 21-24 
helical, 21-24 
horizontal, 21-13 to 21-16 

Beverage, 21-16 
images and ground effects, 21-7 to 21-9 

maxima and null angles caused by 
ground reflection, 21-8 

loop, 21-20 to 21-22 
microwave radiators, 21-38 to 21-43 
radiation patterns, directivity, gain, 

effective area, 21-5, 21-6 
radio waves, nature of, 21-2 to 21-4 
reciprocity, 21-7 
reflector systems and lenses, 21-43 tc 

21-47 
resistance, 21-5 
rhombic, 21-19, 21-20 
V, 21-17 to 21-19 
vertical, 21-16 to 21-18 

Arc discharge, 2-52 
Armstrong phase modulator, 5-37, 5-38 
Astable multivibrators, 5-35 to 5-37, 8-20 

to 8-24 
Atmospheric noise in receivers, 7-3 
Attenuation, coaxial lines, 20-25, 20-26 

waveguide transmission lines, 20-38 to 
20-40 

Attenuators, 17-2 to 17-18, 20-34 to 20-36 
amplitude equalizers, 17-4 to 17-14 
coaxial, 20-34 to 20-36 
fixed, 17-2 to 17-4 
waveguide, 20-55 

Audio transformers, 14-34 to 14-43 
balanced windings, 14-40 
driver, 14-36, 14-37 
equivalent circuits, 14-34 to 14-39 

high-frequency response, 14-39 
impedance ratio, 14-39 
low-frequency response, 14-34, 14-38 
midband response, 14-38 

input, 14-34 
interstage, 14-35 
OU tpu t, 14-35 

B 

Backward-wave oscillators, 6-38, 6-39 
Balanced modulators, 5-24, 5-25 
Baluns, coaxial circuit elements, 20-34 
Band-elimination filter characteristics, 

16-17 to 16-19 
Band-elimination filter sections, 16-13 
Bandpass coupling circuits, selectivity of, 

7-23 
Bandpass filter characteristics, 16-14 to 

16-16 
Bandpass filter se<itions. 1'6-12, 16-19 
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Bandp~ss selective amplifiers, 16-28, 16-29 
Bandwidth, antennas, 21-6, 21-7 
Beam deflection, 11-10 to 11-14 

electromagnetic cathode-ray tubes, 
11-10, 11-11 

electrostatic cathode-ray tubes 11-11 
11-14 ' ' 

Beam-power tetrode, 2-33 to 2-35, 4-6 to 
4-8, 4-15 to 4-17 

class Al, 4-6 to 4-8, 4-15 to 4-17 
transformer-coupled power amplifiers, 

push-pull, 4-15 to 4-17 
single, 4-6 to 4-8 

Bias line, tetrode or pentode amplifiers, 
3-14, 3-15 

triode amplifiers, 3-8, 3-9, 3-14 
Biased diode limiters, 12-8- 12-9 
Biconjugate networks, wa~eguide circuit 

elements, 20-51 to 20-55 
Binomial or Gaussian distribution, linear 

antenna arrays, 21-31, 21-32 
probability distribution, 23-61, 23-62 

Bistable multivibrators, 8-2 to 8-7 
Blocking oscillators, 10-7 to 10-14 

circuit configurations, 10-13 
methods of triggering, 10-13 
path of operation, 10-10 
waveforms, 10-8, 10-12 

"Bode" diagram, 19-45 to 19-48, 19-57 to 
19-59 

Bootstrapping, resistance-coupled ampli-
fiers, 3-18 

Box-car detectors, clamps, 12-19 
Breakdown noise, 7-4 
Bridged-T network filters, 16-25, 16-26 

in frequency-selective amplifiers, 16-27 
to 16-29 

in rejection amplifiers, 16-29, 16-30 
RC, 16-25, 16-26 
RLC, 16-21 to 16-23 

single-stage oscillator, 16-22 
Broadside arrays, antennas, 21-28, 21-29 
Buckingham 71" theorem, 23-54, 23-55 
Butterfly oscillators, 6-26, 6-27 
Bypass capacitors in receiver design, 7-131, 

7-132 
Bypassing, cathode, screen-grid resistors, 

effect on frequency response, 3-34 to 
3-38 

extension of high-frequency response, 
cathode and/or screen-grid circuit 
compensation, 3-36 to 3-38 

low-frequency gain and phase char­
acteristics, determination of, 3-34 
to 3-36 

bypassed cathode resistor, 3-35, 3-36 
bypassing screen grid to grounded 

cathode, 3-34, 3-35 
combination of screen-grid and cathode 

bypassing, 3-36 
compensation, 3-47 to 3-50 

C 

Cancellation filters, 15-20 to 15-22 
Capacitor-input filters, power supplies, 

15-8 to 15-17 

Carrier d-c amplifiers, 3-79 to 3-81 
Carrier suppressed modulation (see Sup-

pressed carrier modulation) 
Cascaded limiters, 12-11 
Cathode back-heating, 6-36 
Cathode bias, triode, 2-28 
Cathode bypassing, effect on frequency 

response, 3-34 to 3-38 
Cathode-coupled amplifiers, 3-58 to 3-61 
Cathode-coupled limiter, 12-11 
Cathode-coupled monostable multi-

vibrators, 8-16 to 8-20, 9-12 to 9-16 
Cathode-coupled phantastron, 9-8 to 9-11 
Cathode-coupled phase inverter, 3-67, 3-68 
Cathode followers, 3-52 to 3-57 

gain, input capacitance, input and output 
resistances, 3-52, 3-53 

high-frequency response, 3-54, 3-55 
quiescent operating point, signal han­

dling capabilities and gain, 3-53, 
3-54 

transient response, 3-55, 3-56 
Cathode glow, cold-cathode gas diodes, 2.:51 
Cathode lead inductance, effect on input 

capacitance, 3-31 
Cathode modulation, 5-18 to 5-20 
Cathode-ray tubes, 2-39 to 2-49, 11-10 to 

11-14 
electromagnetic, beam deflection in, 

11-10, 11-11 
electron gun, 2-39, 2-40 
electrostatic deflection systems, 2-43 to 

2-45 
electrostatic focusing of electron beams, 

2-40 to 2-42 
focusing lens action, 2-40 
spherical aberration, 2-41 

magnetic deflection systems, 2-45 to 2-48 
ion traps, 2-47 

magnetic focusing of electron beams, 
2-42, 2-43 

screens, 2-48, 2-49 
Cathodes, 2-9, 2-10 
Cavities, microwave, 20-56 to 20-58-
Chaffee's harmonic analysis, 4-36 
Child's law, diodes, 2-12, 2-13 
Choke-input filters, power supplies, 15-5 to 

15-8 
d-c output voltage, determination of, 

15-5 
infinite inductance, with ideal rectifiers, 

15-2, 15-3 
ripple, determination of per cent, 15-6 

Chokes (see Iron-core chokes; Trans-
formers and chokes) 

Chopper-stabilized amplifiers, 3-81 to 3-86 
Circular waveguides, 20-45, 20-47 
Clamps, box-car detectors, 12-17 to 12-19 

d-c restoration, 12-12 to 12-15 
keyed, 12-17 to 12-19 
memory and learning time constants, 

12-19 
one-way, 12-16, 12-17 
two-way, 12-17 

Clapp oscillator, 6-10 to 6-12 
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Clippers, 12-2 to 12-5 
diode, 12-2 to 12-4 
multielement tube, 12-4, 12-5 

Closed-loop amplitude response, 19-52 
Clutch actuators, 19-42 
Coaxial circuit elements of transmission 

lines, 20-29 to 20-36 
attenuators and terminations, 20-34 to 

20-36 
baluns, 20-34 
impedance elements, 20-29 to 20-33 
impedance transformation, 20-33 
mode excitation and filtering, 20-33, 

20-34 
Coaxial coils, two-layer wound, coefficient 

of coupling, 1-14 to 1-17 
Coaxial-line oscillators, 6-29 to 6-31 
Coaxial transmission lines, 20-21 to 20-28 

constants, 20-22, 20-23 
line wavelength, 20-26 
losses, attenuation and phase shift, 

20-25, 20-26 
maximum power and voltage gradient, 

20-26 
modes, 20-27, 20-28 
Q considerations, 20-26, 20-27 
supports, dielectric, 20-23 to 20-25 

Coaxial to waveguide transitions, 20-50 
Coefficient of coupling (see Coupling 

coefficient) 
Coefficients in vacuum tubes, pentode, 2-28 

tetrode, 2-31 to 2-33 
triode, 2-19 to 2-23 

Coils, winding data for random-wound, 1-3 
Cold-cathode gas diode, 2-49 to 2-51 

cathode glow, 2-51 
operating point, determination of, 2-50 
plasma, 2-51 
voltage-current characteristics, 2-49 

Cold-cathode gas triode, 2-51, 2-52 
Colpitts oscillator, 6-9, 6-10 
Compensation theorem, network analysis, 

23-34 
Compensation in voltage amplifiers, 3-39 to 

3-50 
high-frequency, 3-39 to 3-47 

boost in audio amplifiers, 3-44 to 3-47 
low-pass filter, as two-terminal com­

pensating network, 3-42 to 3-44 
as three-terminal compensating 

network, 3-44, 3-47 
phase distortion, 3-39 
series, 3-40, 3-41 
shunt, 3-39, 3-40 
shunt and series, combination of, 3-42 

low-frequency, 3-47 to 3-50 
boost in audio amplifiers, 3-50 
bypassed cathode and/or bypassed 

screen-grid resistor, 3-49 
for combined effects of bypassing, 

coupling, etc., 3-49, 3-50 
compensating network for an amplifier, 

3-48 
for effects of interstage RC coupling, 

3-49 
Computers, analog (see Analog computers) 

Constant current plate characteristics, 
radio-frequency, power amplifiers, 
4-34, 4-35, 4-38 

Constant-k and m-derived filters, 16-2 to 
16-20 

Contact bias, triode, 2-28 
Contact and breakdown noise in receivers, 

7-4 
Control grid action, triode, 2-17, 2-18 
Controllers, feedback control system, 19-25 
Conversion transconductance, triode and 

pentode mixers, 7-60 to 7-64 
Converters (see Mixers; types of converters) 
Core losses, magnetic circuits, 14-5, 14-6 

eddy current, 14-5, 14-6 
hysteresis, 14-5, 14-6 

Core-type transformers, 14-8 to 14-10 
Corner reflectors, antennas, 21-45 
Cosine distribution, linear antenna arrays, 

21-32 
Cosmic noise, 7-3 
Coupled circuits, 13-1 to 13-16 
Coupled resonant chambers, microwave 

filters, 20-58, 20-59 
Couplers, directional, 20-52, 20-53 
Coupling, degrees of, 13-4 

direct, 3-2, 3-3 
impedance, 3-2, 3-3 
interstage RC, low-frequency com­

pensation, 3-49 
network with untuned primary and 

tuned secondary, 7-32, 7-33 
resistance, 3-2, 3-3 
transformer, 3-2, 3-3 
(See also Critical coupling) 

Coupling circuits, selectivity of bandpass, 
7-23 

Coupling coefficient, 13-2, 13-9 to 13-11 
critically coupled circuit, 13-9 to 13-11 
inductively coupled circuits, 13-2 
single-layer coil, 1-13 
two-layer coaxial coils, 1-14 to 1-17 

Critical coupling of inductively coupled 
circuits, 13-7 to 13-11 

coefficient, 13-9 to 13-11 
fractional bandwidth, 3-9 
gain-bandwidth factor, 13-8 
gain ratio, 13-8, 13-9 
low-Q, 13-9 

Critical inductance, input choke to filter, 
15-2 to 15-5 

Crystal bridge oscillator circuits, 6-23 to 
6-25 

Crystal cuts, quartz, 6-19 to 6-21 
Crystal diode detectors, 7-114, 7-115 
Crystal mixers, 7-79 to 7-82 

balanced microwave, 7-82 
microwave, typical, 7-81 

Crystal oscillators, 6-14 to 6-24 
circuits, quartz crystals, 6-21 to 6-24 

-crystal bridge, 6-23, 6-24 
parallel-resonant, 6-21 to 6-23 

" Pierce," 6-22, 6-23 
modified, 6-23 

tuned-plate, tuned-grid, 6-23 
"Tri-tet," 6-23 

\ 
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Crystal oscillators, circuits, series-resonant, 
6-23, 6-24 

quartz-crystal characteristics, 6-16 to 
6-20 

equivalent circuit, 6-16 
frequency versus temperature char­

acteristics, 6-18 
vhf considerations, 6-24 

Crystal video receivers, 7-116 to 7-119 
detector sensitivity and figure of merit, 

7-117 
method of coupling, 7-118 
minimum detectable signal power, 

7-118 
equivalent output circuits, 7-117 
r-f impedance, crystal detector, 7-118 

Current discriminator, magnetic-circuit 
components, 14-45, 14-46 

Current distribution, antennas, 21-11, 
21-12 

Curves, characteristic, pentode, 2-36, 2-37 
tetrode, 2-30, 2-31 
transistor, 2-64, 2-66 
triode, 2-18, 2-19, 2-20 

Cylindrical reflectors, 21-43 to 21-45 

D 

D-C amplifiers, 3-69 to 3-86 
carrier, 3-79 to 3-81 
chopper-stabilized, 3-81 to 3-86 

balancing operational amplifier, 3-83 
drift, 3-82, 3-83 
stability considerations, 3-84 

interstage techniques, 3-69 to 3-72 
level adjustment, 3-73, 3-74 
stability, 3-74 to 3-79 

effect, of changes in components, 3-79 
of grid-current variations, 3-74, 3-75 
of heater voltage variations, 3-75 to 

3-77 
of power-supply variations, 3-77 to 

3-79 
variable attenuators, 3-72, 3-73 

D-C flux density, determination of, for 
iron-core chokes, 14-30 

D-C generators, field-controlled, 19-41, 
19-42 

D-C plate load line, 2-15, 2-16, 3-8, 3-14 
D-C restoration, clamps, 12-12 to 12-15 
D-C series motor, 19-42 
D-C shunt motor, 19-40, 19-41 
D-C transfer characteristic, tetrode or 

pentode amplifiers, 3-14 
Decibel table, 1-2 
Degenerative amplifier, graphical analysis 

of, 3-13, 3-14 
Degenerative voltage regulators, 15-32 to 

15-45 
Delay circuits (see Variable delay circuits) 
Delay lines, 1-12, 20-59 to 20-61 
Detectors (see AM detectors; Diode 

detectors) 
Diaphragms, susceptance, waveguide cir­

cuit elements, 20-47 to 20-49 

Dielectric beads, 20-24 
Dielectric rod antenna, 21-43 
Dielectric supports, coaxial line, 20-23 to 

20-25 
Differential amplifiers, 3-61 to 3-64 

common mode rejection ratio, 3-62 
Differentiation, analog computers, 19-13 to 

19-15 
RC, 10-2, 10-3 

Dimensional analysis, 23-53, 23-54 
Diode, Child's law, 2-12, 2-13 

d-c load line, 2-15, 2-16 
Edison effect, 2-14 
equivalent circuit, 2-16, 2-17 

Diode clippers, 12-2 to 12-4 
series, 12-2, 12-3 
shunt, 12-3, 12-4 

Diode current, temperature-limited and 
space-charge-limited, 2-13, 2-14 

Schottky effect, 2-13 
temperature saturation, 2-13 
voltage saturation, 2-13, 2-14 

Di~de detectors, crystal, 7-114, 7-115 
lmear, 7-94 to 7-103 
push-pull, 7-115 
small-signal, 7-103 to 7-107 

Diode function generators, 19-16 
Diode limiters, 12-7 

biased, 12-8, 12-9 
Diode mixers, 7-72 to 7-79 

conversion conductance, 7-72 to 7-76 
noise figure, 7-78, 7-79 

Diode modulation, 5-21, 5-22 
Diode plate heating, 2-14 
Diode plate resistance, dynamic, 2-15, 2-16 

static, 2-14 
Diode space charge, 2-12 
Dipoles, microwave, 21-38, 21-39 
Directional couplers, biconjugate net-

works, 20-52, 20-53 
Disintegration voltage, hot-cathode gas 

diodes, 2-52 
Distortion, amplitude, 5-5 

feedback, 18-3, 18-4 
frequency, 5-5 
harmonic, determination of, triode 

amplifiers, 3-12, 3-13 
modulation, 5-5, 5-6, 5-32 
phase, 5-6 

Distributed-constant delay lines, 20-60, 
20-61 

Dolph-Tsche byscheff distribution, linear 
antenna arrays, 21-32 

Donors, impurity conduction, transistors, 
2-59 

Double-tuned amplifiers, 7-42 to 7-47 
high-Q case, 7-42 to 7-46 
low-Q case, transitionally coupled, 7-46, 

7-47 
Driver transformers, 14-36, 14-37 
Driving point, admittance, 23-37 

impedance, 23-36 
Dual and inverse networks, 23-38 to 23-40 
Duality, 23-38 
Dynamic operating conditions, triode 

amplifiers, 3-9 to 3-13 
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Dynamic transfer characteristic, tetrode 
or pentode amplifiers, 3-15 

triode amplifiers, 3-11 
Dynatron oscillator, 6-13 

E 

Edison effect, diode, 2-14 
Electron-coupled oscillator, 6-9, 6-10 
Electron emission (see Electrons, emission) 
Electron gun, 2-39, 2-40 
Electron-volt, 2-3 
Electrons, 2-2 to 2-11 

emission, 2-G to 2-11 
secondary, 2-10, 2-11 
thermionic, 2-7, 2-8 
types of emitters, 2-8, 2-9 
vacuum-tube cathode, 2-9, 2-10 
work function, 2-6, 2-7 

motion of, 2-2 to 2-6 
combined uniform electric and mag­

netic fields, 2-6 
uniform electric field, 2-2 to 2-4 
uniform magnetic field, 2-4 to 2-6 

physical characteristics, 2-2 
Electrostatic deflection systems, cathode-

ray tubes, 2-43 to 2-45 
Electrostatic shielding, 14-8 
Em!ssion, electron (see Electrons, emission) 
Emitters, oxide-coated, 2-8, 2-9 

thoriated tungsten, 2-8 
tungsten, 2-8 

Endfire arrays, 21-29, 21-30 
Equalizers, amplitude, 17-4 to 17-14 

phase, 17-14 to 17-18 
Equalizing networks, minimum phase­

shift, 18-21 to 18-24 
Equivalent circuits, amplifier, 3-3 to 3-8 

audio transformers, 14-37 to 14-39 
diode, 2-16, 2-17 
iron-core transformers, 14-11, 14-12 
microwave filters, 20-58 
tetrodes, 2-32 
transistors, 2-66 to 2-69 
triodes, 2-24 to 2-26 

constant-current form, 2-25 
constant-voltage form, 2-25 

Error coefficients, 19-53 to 19-64 
Exciting currents, iron-core inductances, 

magnetic circuits, 14-6, 14-7 

F 

Feed systems, antenna, 21-9, 21-10 
Feedback, 18-2 to 18-24, 19-25, 19-26 

analyzing stability and transient 
response, 18-9 to 18-21 

characteristics based on s-plane loca­
tion of poles, 18-11 to 18-14 

circuit, damping ratio, 18-13 
dimensionless response functions, 

18-13 
locus of transfer function poles, 

18-12 
simple quadratic system, 18-12 

complex planes, 18-10 
zeros and poles, 18-11 

Feedback, control system, signals and ele­
ments, 19-25, 19-26 

locus of roots method, 18-19 to 18-21 
minimum-phase-shift equalizing net­

works, 18-21 to 18-24 
relationship between amplitude and 

phase, 18-22 to 18-24 
oscillator, 6-14 
stability and transient analysis based on 

amplitude and phase, 18-16 to 18-18 
steady-state stability based on Nyquist 

criterion, 18-14 to 18-16 
system characteristics affected by, 18-2 

to 18-6 
distortion, 18-3, 18-4 
gain bandwidth, 18-3 
noise, 18-4, 18-5 
output impedance, 18-5 
stability, 18-5 
transfer functions, 18-6 to 18-9 
:ransient response, 18-5, 18-6 

Ferrite elements, transmission lines, 20-61 
to 20-63 

Filament cathode, 2-9, 2-10 
Filter sections, band-elimination, 16-13 

bandpass, 16-12, 16-19 
high-pass, 16-11 
low-pass, 16-10 
phase shift, 16-9 

Filters, 15-2 to 15-23, 16-2 to 16-30 
bridged-T, 16-20 to 16-30 
cancellation and resonant, 15-20 to 15-23 
capacitor-input, power supplies, 15-8 to 

15-17 
characteristics, 16-14 to 16-20 

band-elimination, 16-17 to 16-19 
bandpass, 16-14 to 16-16 
high-pass or low-pass, 16-14 

choke-input, power supplies, 15-5 to 15-8 
constant-k and m-derived, 16-2 to 16-20 

attenuation and phase shift in T and 
1r networks, 16-7 to 16-9 

attenuation and transmission bands 
16-2 ' 

characteristic impedance, image im­
pedance, image transfer constant 
16-2, 16-3 ' 

configurations, 16-3, 16-4 
constant-k, 16-4 
design considerations, 16-9 to 16-20 

terminations, 16-6, 16-7 
LC and RC low-pass, 15-17 to 15-2~ 
low-pass, 3-42 to 3-44 
m-derived, 16-4 to 16-6 

characteristics of, 16-5, 16-6 
series sections, 16-4 
shunt sections, 16-4, 16-5 

microwave, 20-58, 20-59 
parallel-T networks, 16-20 to 16-30 

. transmission-line cutoff, 20-58 
Fixed attenuators, 17-2 to 17-4 
Fixed grid bias, triodes, 2-27 
Flat-staggered pairs, stagger-tuned ampli-

fiers, 7-33 to 7-37 
Flat-staggered triples, stagger-tuned 

amplifiers, 7-38 to 7-42 
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Flicker-effect noise, vacuum tubes, 7-16 
Floating paraphrase inverter, 3-68, 3-69 
Flux density, magnetic circuits, 14-4 
Focusing of cathode-ray tubes, 2-40 to 

2-43 
electrostatic, 2-40 to 2-42 
magnetic, 2-42, 2-43 

Folded dipole antennas, 21-22, 21-23 
Foster-Seeley discriminator circuit, 7-90 
Four-terminal LC oscillators, 6-4 to 6-12 

basic circuit, 6-4 
Clapp, 6-10 to 6-12 
Colpitts, 6-9, 6-10 
electron-coupled, 6-9, 6-10 
Hartley, 6-8, 6-9 
push-pull, 6-12 
transformer-coupled, 6-5 
tuned-grid, 6-7 
tuned-plate, 6-7 
tuned-plate tuned-grid, 6-7 to 6-9 
vector diagrams for, 6-6 

Four-wire balanced line, transmission lines, 
20-21 

Fourier integral, 22-10, 22-11 
Fourier series, 22-6 to 22-8 
Fractional bandwidth, 13-9, 13-14 

critically coupled circuit, 13-9 
transitional coupling, 13-14 

Frequency deviation, 5-28 
Frequency distortion, 5-5 
Frequency doublers, magnetic-circuit 

components, 14-44, 14-45 
Frequency modulation receivers, 7-125, 

7-126 
Frequency modulators, 5-33 to 5-37 

astable multivibrator, 5-35 to 5-37 
reactance-tube, 5-33, 5-34 

Frequency multiplication, f-m carrier, 5-32 
Frequency response, effect of bypassed 

cathode, screen-grid resistors on, 3-34 
to 3-38 

high-frequency, extension of, 3-36 to 
3-38 

low-frequency gain, phase characteristics, 
3-34 to 3-36 

(See also High-frequency response; Low­
frequency response) 

Frequency-selective amplifiers, filters, 
16-27 to 16-29 

bandpass selective, 16-28, 16-29 
effective Q, 16-28 
stability considerations, 16-28 

Frequency spectrum in amplitude-modu­
lated carrier, 5-4 

Frequency stability of oscillators, 6-2, 6-3 
Function generators, 19-15 to 19-18 

G 

Gabled distribution, linear antenna arrays, 
21-30, 21-31 

Gain and bandwidth, cathode followers, 
3-52, 3-53 

receiver measurement and alignment, 
7-126, 7-127 

resistance-coupled amplifiers, 3-17 to 3-21 

Gain and bandwidth, resistance-coupled 
amplifiers, high-frequency response, 
3-20, 3-21 

low-frequency response, 3-19 
tetrode or pentode amplifiers, 3-15 
transformer-coupled amplifiers, 3-24 to 

3-27 
high-frequency response, 3-25 to 3-27 
low-frequency response, 3-24, 3-25 

triode amplifiers, 3-10, 3-11 
Gain-bandwidth factor, 13-5, 13-6, 13-8, 

13-12 
critically coupled circuit, 13-8 
inductively coupled circuits, 13-4, 13-5 
transitionally coupled circuit, 13-12, 13-13 

Gain margin, 19-50, 19-51 
Gain products, i-f amplifiers, 7-24 

pentode tubes, 7-27 
Gain ratio, critically coupled circuit, 13-8, 

13-9 
transitional coupling, 12-12, 12-13 

Galaxy noise, 7-3 
Gas-tube voltage regulators, 15-23 to 15-27 

oscillation in circuits, 15-25 
resistance of tubes, 15-24 
special circuit configurations, 15-24 
surge circuits due to shunting capaci-

tance, 15-24 
Gas tubes, 2-49 to 2-57 

cold-cathode gas diode, 2-49 to 2-51 
cold-cathode triode, 2-51, 2-52 
hot-cathode gas diode, 2-52 to 2-55 
hot-cathode gas triode (thyratron), 2-55, 

2-56 
Gate generating circuit (see Multivibrators) 
Gaussian distribution (see Binomial or 

Gaussian distribution) 
Generators, constant-current, 3-4, 3-5 

constant-voltage, 3-4 
function, 19-15 to 19-18 
Miller sweep, 9-2, 11-8, 11-9 
sawtooth, 11-2 to 11-14 
square-wave, 12-12 
thyratron pulse, 10-14 to 10-18 

Germanium in transistors, 2-58 to 2-61 
Germanium diode characteristics, 7-114 
Grid bias, triodes, 2-27, 2-28 
Grid circuit decoupling, receiver design, 

7-131 
Grid current and power limitations of 

triodes, 2-28 
Grid-current loading, steady-state with 

negative bias, 3-27, 3-28 
Grid-driven amplifier, 3-6 
Grid driving power, total, in radio fre­

quency, power amplifier design, 4-36 
Grid excitation voltage peak in radio 

frequency, power amplifier design, 4-36 
Grid-induced shot-effect noise, uhf effects, 

7-50, 7-51 
vacuum tubes, 7-15, 7-16 

Grid-input impedance, 3-27 to 3-31 
effect, of cathode lead inductance on 

capacitance, 3-31 
of interelectrode capacitance on 

impedance, 3-28 
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Grid-input impedance, effect, of interelec­
trode capacitance on impedance, 
reactively loaded amplifier, 3-29, 
3-30 

resistively loaded amplifier, 3-28 
of positive grid signals on resistance, · 

3-28 
of transconductance on capacitance, 

3-30 
of transit-time on impedance, 3-30 

steady-state grid current loading with 
negative bias, 3-27, 3-28 

Grid-leak bias in radio-frequency power 
amplifier design, 4-37 

Grid-leak detectors, 7-107 to 7-109 
linear, 7-107, 7-108 
small-signal, 7-108, 7-109 

Grid modulation, 5-13 to 5-18 
Grid noise resistance, common tubes, 7-11 
Grid-plate transconductance, triode, 2-22, 

2-23 
Ground and sky waves, 21-2, 21-3 
Ground-plane and sleeve antennas, 21-23, 

21-24 
Grounded-cathode amplifier, 7-51, 7-55 
Grounded-grid amplifiers, 3-5, 3-6, 3-57, 

3-58, 7-55 to 7-57 
Grounded-plate amplifier, 7-57, 7-58 
Grounding in receiver design, 7-132, 7-133 
Group and phase velocity, 20-4, 20-5 
Gyrators, 20-63 
Gyroscope, 19-36, 19-37 

H 

H parameters, transistor, 2-81, 2-82 
Harmonic distortion, triode amplifier, 

3-12, 3-13 
Hartley oscillator, 6-8, 6-9 
Helical antennas, 21-24, 21-25 
High-frequency compensation, amplifiers, 

3-39 to 3-47 
High-frequency response, audio trans­

formers, 14-34, 14-38, 14-39 
cathode followers, 3-54, 3-55 

High-pass filter characteristics, 16-14 
High-pass filter sections, 16-11 
High-Q case, double-tuned amplifiers, 

7-42 to 7-46 
Horizontal antennas, 21-13 to 21-16 
Horn radiators, microwave, 21-40 to 21-43 
Hot-cathode gas diode, 2-52 to 2-54 
Hot-cathode gas triode (thyratron), 2-55 

to 2-57 
control ratio, 2-55 
critical grid potential, 2-55 

Hybrid junctions (magic T's), 20-53, 
20-54 

Hybrid rings, biconjugate networks, 20-54, 
20-55 

Hysteresis loops, 14-2 to 14-6 

I 

I-F amplifiers, 7-22 to 7-60 
circuit configurations, 7-51 to 7-58 

I-F amplifiers, circuit configurations, 
grounded-cathode amplifier, 7-51 
to 7-55 

coil neutralization of grid-plate 
capacitance, 7-53 

maximum power gain, 7-52 
maximum voltage gain, 7-53 
noise figure, 7-54 

grounded-grid amplifier, 7-55 to 7-57 
grounded-plate amplifier, 7-57, 7-58 

coupling network with untuned primary 
and tuned secondary, 7-32, 7-33 

double-tuned amplifiers, 7-42 to 7-47 
high-Q case, 7-42 to 7-46 

critical and transitional coupling, 
7-43 

transitionally coupled double-tuned 
stage, 7-45 

low-Q case, transitionally coupled, 
7-46, 7-47 

equal primary and secondary Q's, 
7-46 

infinite primary Q and low second­
ary Q, 7-47 

general requirements, 7-24 to 7-26 
image rejection, 7-22 to 7-24 

image frequency, 7-23 
selectivity of bandpass coupling 

circuits, 7-23 
noise figure, 7-24 
stagger-tuned amplifiers, 7-33 to 7-42 

flat-staggered pairs, 7-33 to 7-37 
flat-staggered triples, 7-38 to 7-42 

synchronous single-tuned amplifier 
stages, 7-28 to 7-32 

narrow-band, 7-28, 7-29 
reduction in bandwidth, 7-29 

wide-band, 7-29 to 7-32 
time delay in tuned amplifiers, 7-59, 

7-60 
transient response in tuned amplifiers, 

7-58, 7-59 
tube type, selection of, 7-26 to 7-28 
uhf effects, 7-47 to 7-51 

grid-induced shot-effect noise, 7-50, 
7-51 

input loading, 7-48 to 7-50 
caused by cathode lead inductance, 

7-49, 7-50 
caused by electron transit time, 

7-48, 7-49 
effect of, on maximum gain, maxi­

mum frequency of operation, 7-51 
tube resonance effects at high fre­

quencies, 7-51 
Image frequency, 7-23 
Image impedance, constant-k and m-de­

rived filters, 16-2, 16-3 
network analysis, 23-42 

Image rejection, 7-22 to 7-24 
Image transfer constant, constant-k and 

m-derived filters, 16-2, 16-3 
Images and ground effects, 21-7 to 21-9 
Impedance, constant-k and m-derived 

filters, 16-2, 16-3 
driving point, 23-36 
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Impedance, elements, coaxial circuit, 20-29 

to 20-33 
waveguide circuit, 20-44 to 20-50 

grid-input, 3-27 to 3-31 
matching, coaxial circuit elements, 

20-29 to 20-33 
rectangular chart, 20-12, 20-13 
transformation, coaxial circuit elements, 

20-33 
waveguide circuit elements, 20-47 to 

20-49 
transmission lines, waveguide, 20-40, 

20-41 
Impedance-coupled amplifier, 3-2, 3-3 

gain bandwidth, 3-21 to 3-24 
Impurity conduction in transistors, 2-58, 

2-59 
acceptors, 2-59 
donors, 2-59 
N-type germanium, 2-59 
P-type germanium, 2-59 

Increased-directivity endfire arrays, 21-30 
Inductance, critical, 15-2 to 15-5 

leakage, 13-2, 13-3 
mutual, 13-2, 23-5 to 23-7 
self-inductance, 23-5 to 23-7 

magnetic circuits, 14-4 
Inductively coupled circuits, 13-2 to 13-16 

analysis of air-core, iron-core circuits, 
13-3, 13-4 

equivalent circuits, 13-3, 13-4 
coefficient of coupling, 13-2 
critical coupling, 13-7 to 13-11 
gain-bandwidth factor, 13-5 
leakage inductance, 13-2, 13-3 
mutual inductance, 13-2, 23-5 to 23-7 
overcoupled circuits, 13-14 to 13-16 
primary and secondary circuits, tuned 

to different frequencies, 13-4 
tuned to same frequency, 13-4 

T sections as equivalents, 13-4, 13-5 
transitional coupling, 13-11 to 13-14 
undercoupling, 13-6 

Inductors, form factor, 1-13 
Infinite-impedance detector, 7-113, 7-114 
Input capacitance, cathode followers, 

3-52, 3-53 
(See also Grid-input impedance) 

Input loading, uhf effects, 7-48 to 7-50 
Input and output resistances, cathode 

followers, 3-52, 3-53 
Input transformers, 14-34 
Insulating materials, classification of, 14-16 
Integration and differentiation, analog 

computers, 19-13 to 19-15 
Interelectrode capacitance, effect on input 

impedance, 3-28 
Interstage transformers, 14-35 
Interstellar noise, 7-3 
Inverse and dual networks, 23-38 to 23-40 
Inverse mutual and inverse self-inductance, 

23-5 to 23-7 
Inverse Nyquist plot, 19-44, 19-52 
Inverse transforms, graphical determina­

tion of, 23-22 to 23-29 
Inverters, phase (see Phase inverters) 

Ion traps, 2-47 
Ionospheric reflections, 21-3 
Iron-core chokes, 14-30 to 14-34 

a-c flux density, determination of, 14-30 
copper and core losses, 14-31 
d-c flux density, determination of, 14-30 
inductance, calculation of, 14-30 
inductance vs. air gap, 14-31 
swinging chokes, 14-31 

Iron-core inductance, 14-6, 14-7 
effect, of air gap on Q, 14-7 

of direct current, 14-7 
exciting currents in, 14-6, 14-7 

Iron-core transformers, 14-8 to 14-21 
construction, ty:f)es of, 14-8 to 14-10 
core materials, 14-17 to 14-20 
distributed capacitance, calculation of, 

14-13, 14-14 
efficiency of, 14-14, 14-15 
equivalent circuits, 14-11, 14-12 
leakage inductance, calculation of, 14-12 
operating temperature, maximum, 14-15, 

14-16 
physical size of, 14-13, 14-14 
resistance of windings, 14-21 
winding information, 14-20, 14-21 

Iterative impedance, 23-42, 23-43 

J 

Joint-probability distributions, 23-75 to 
23-77 

Junction transistors, 2-61 to 2-63, 2-65 
high-frequency effects, 2-62 
static characteristics, 2-63 

K 

Keyed clamps, 12-17 to 12-19 
Klystron oscillators, reflex, 6-31 to 6-34, 

7-84 

L 

Laplace transforms, 18-9 to 18-14, 22-11 
to 22-14, 23-17 to 23-22 

solution of general network equations, 
23-17 to 23-22 

higher-order poles, 23-21 
inverse, 23-18 to 23-20 
pairs, 23-19 
partial fraction expansion, 23-20 
response, 23-20 
theorems, 23-18 

LC low-pass filters, 15-17 to 15-20 
filter sections, 15-19, 15-20 

end, 15-19 
first and intermediate, 15-19, 15-20 
over-all attenuation in decibels, 15-19 
over-all ripple-reducing factor, 15-19 

LC oscillators, 6-4 to 6-14 
four-terminal, 6-4 to 6-12 
two-terminal, 6-12 to 6-14 

Leakage inductance, 13-2, 13-3, 14-12 
Lenses, antenna systems, 21-45 to 21-47 
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Limiters, biased diode, 12-8, 12-9 
cascaded, 12-11 
cathode-coupled, 12-11 
diode, 12-7 
factor of merit, 12-5 
ideal, 12-5 
limiting circuits employing nonlinear 

resistances, 12-5 to 12-7 
pentode, 12-10 
square-wave generators, 12-12 
use of, 12-5 
voltage breakdown, 12-7, 12-8 

Linear arrays, 21-26 to 21-32 
nonuniform amplitude distribution, 

21-30 to 21-32 
uniform amplitude and phase dis­

tributions, 21-26 to 21-30 
Linear diode detection, 7-94 to 7-103 

clipping due to a-c load impedance, 7-99 
equivalent circuit, 7-100 
input impedance, 7-100, 7-101 

effect of, 7-101 
ratio of ripple voltage to a-c voltage, 

7-96 
rectification curves, 7-102 
rectification diagram, 9-97 
rectification efficiency, 9-95 

Linear mode, superregenerative receivers, 
7-122, 7-123 

Load lines, d-c, 2-15, 2-16, 3-8, 3-14 
diodes, 2-15 
tetrode or pentode, 3-14 to 3-17 
triode, 2-24, 3-8 

Loaded potentiometers, 19-16, 19-17 
Local oscillators, 7-83 to 7-93 

automatic frequency control, 7-88 to 
7-93 

absolute-frequency systems, 7-93 
difference-frequency systems, 7-89 to 

7-93 
diode-phantastron circuits, 7-93 
discriminators, 7-89 to 7-92 

gas-tube circuits, 7-93 
reactance-tube circuits, 7-92 

design, general considerations, 7-83, 7-84 
injection, triode and pentode mixers, 

7-64 to 7-66 
klystron, 7-84 
tracking, 7-84 to 7-88 
triode and pentode, 7-84 

Locus of roots method in feedback, 
18-19 to 18-21 

Logarithmic mode in superregenerative 
receivers, 17-119 to 17-122 

maximizing gain considerations for, 7-120 
modulation reproduction, 7-122 
quench-voltage waveform, 7-121, 7-122 

Loop antennas, 21-20 to 21-22 
Loop equations network analysis, 23-10 to 

23-13 
Loops and nodes, network analysis, 23-3, 

23-4 
Low-frequency compensation, amplifiers, 

3-47 to 3-50 
Low-frequency gain, phase characteristics, 

3-34 to 3-36 

Low-frequency response, audio trans­
formers, 14-38 

Low-pass filters, characteristics, 16-14 
sections, 16-10 
as three-terminal compensating net­

work, 3-44 
as two-terminal compensating network, 

3-42 to 3-44 
Low-Q case, critically coupled circuits, 13-9 

transitional coupling, 7-46, 7-47, 13-13 
Lumped-constant delay lines, 20-59, 20-60 

M 

M-derived filters, 16-4 to 16-6 
series sections, 16-4 
shunt sections, 16-4, 16-5 

Magic T's, biconjugate networks, 20-53, 
20-54 

Magnetic circuits, 14-2 to 14-8, 14-43 to 
14-47 

components, 14-43 to 14-47 
current discriminator, 14-45, 14-46 
frequency doublers, 14-44, 14-45 
saturable reactors, 14-43, 14-44 
saturable transformers, 14-46, 14-47 

core losses, 14-5, 14-6 
eddy-current, 14-5, 14-6 
hysteresis, 14-5, 14-6 

effect, of air gap on Q of iron-core 
inductor, 14-7 

of direct current through iron-core 
inductance, 14-7 

exciting currents in iron-core inductances, 
14-6 

flux density, 14-4 
fundamentals of, 14-2 to 14-8 
hysteresis loops, 14-2, 14-3, 14-5, 14-6 
inductance, 14-4, 14-5 

self-inductance, 14-4 
magnetic and electrostatic shielding, 14-8 
magnetizing force, 14-2, 14-3 
magnetomotive force, 14-2 
permeability, 14-3, 14-4 

incremental, 14-3, 14-4 
static, 14-3 

Magnetic deflection systems, cathode-ray 
tubes, 2-45 to 2-48 

Magnetic-fluctuation noise, 7-18 
Magnetizing force, 14-2, 14-3 
Magnetomotive force, 14-2 
Magnetron oscillators, 6-34 to 6-38 
Man-made noise in receivers, 7-4 
Matrix methods, network analysis, 23-44 

to 23-50 
Metals, secondary-emission characteristics 

of, 2-10 
Microwave cavities and filters, 20-55 to 20-59 
Microwave dipoles, 21-38, 21-39 
Microwave filters, 20-58, 20-59 
Microwave oscillators, 6-31 to 6-39 

backward-wave, 6-38, 6-39 
magnetron, 6-34 to 6-38 

performance chart, 6-36 
Rieke diagram, 6-36, 6-37 

reflex klystron, 6-31 to 6-34 
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Microwave radiators, 21-38 to 21-43 

dielectric rod antenna, 21-43 
horn radiators, 21-40 to 21-43 
microwave dipoles, 21-38, 21-39 
slot radiators, 21-39, 21-40 

Microwave strip transmission lines, 20-42 
to 20-44 

Miller sweep generator, 9-2, 11-8, 11-9 
Minimum-phase-shift equalizing networks, 

18-21 to 18-24 
Mixers, 7-60 to 7-83 

crystal, 7-79 to 7-82 
local oscillator noise and balanced, 7-82, 

7-83 
multigrid mixer and converter tubes, 

7-69 to 7-72 
plate shot-effect noise in, 7-13 to 7-15 
triode and pentode, 7-60 to 7-68 
vacuum diode, 7-72 to 7-79 

Modes, coaxial line, 20-27, 20-28 
excitation and filtering, coaxial circuit 

elements, 20-33, 20-34 
waveguide circuit elements, 20-51 

waveguide, 20-36 to 20-38 
Modulation, 5-2 to 5-45, 22-15, 22-16 

amplitude, 5-2 to 5-22 
amplitude spectra, 22-15, 22-16 
angle, 5-27 to 5-39 
cathode, 5-18 to 5-20 
diode, 5-21, 5-22 
distortion, 5-5, 5-6 
grid, 5-13 to 5-18 
plate, class C amplifier, 5-6 to 5-13 
pulse, 5-39 to 5-45 
screen, 5-18 
single-sideband generation, 5-25 to 5-27 
suppressed carrier 5-22 to 5-27 
suppressor, 5-20 

Modulation index, 5-28 
Modulation spectra, 5-28 to 5-32 
Modulators, balanced, 5-24, 5-25 

frequency, 5-33 to 5-37 
phase, 5-37 to 5-39 
phase-discrimination, 5-27 
reactance-tube, 5-33, 5-34 

Monostable multivibrators, 8-7 to 8-20, 
9-12 to 9-16 

cathode-coupled, 8-16 to 8-20, 9-12 to 9-16 
one-shot (see Sawtooth generators) 
plate-coupled, 8-7 to 8-16 
(See also Variable delay circuits) 

Monostable phantastron (see Phantastron 
delay circuits) 

Multivibrators, 8-2 to 8-28 
astable, 8-20 to 8-24 
effects of tube and stray capacitances in, 

8-24, 8-25 
monostable (see Monostable multivibra-

tors) 
synchronization, 8-27, 8-28 
triggering, 8-25 to 8-27 
tube and stray capacitances, effects of, 

8-24, 8-25 
Mutual inductance, 13-2, 23-5 to 23-8 

inverse, and inverse self-inductance, 23-5 
to 23-7 

N 

Narrow-band and single-tuned amplifiers 
7-28, 7-29 

Negative-resistance oscillators (see Two­
terminal LC oscillators) 

Network analysis, 23-1 to 23-83 
active elements, 23-9, 23-10 

combination of sources, 23-10 
equivalent generators, 23-9 

algebra, 23-55 to 23-58 
complex impedance, 23-57, 23-58 
complex quantities, mathematical 

forms of, 23-55, 23-56 
mathematical operations with, 

23-56, 23-57 
Buckingham 1r theorem, 23-54, 23-55 
compensation theorem, 23-34 
dimensional analysis, 23-53, 23-54 
driving-point admittance, 23-37 
driving-point impedance, 23-36 
dual and inverse networks, 23-38 to 23-40 

duality, 23-38, 23-39 
reciprocal and inverse network, 23-39, 

23-40 
geometry, 23-2 to 23-4 
loop equations, 23-10 to 23-13 
matrix methods, 23-44 to 23-50 

addition and subtraction, 23-48 
differentiation and integration, 23-48 
equations, 23-45, 23-46 
inverse of matrix tranposition, 23-46 

to 23-48 
matrices of simpla networks, 23-48 to 

23-50 
multiplication, 23-44, 23-45 

nodal equations, 23-13 to 23-15 
Norton's theorem, 23-31, 23-32 
passive elements, 23-4 to 23-9 
reciprocity theorem, 23-33 
solution of equations, 23-15 to 23-30 

graphical determination of inverse 
transforms, 23-22 to 23-29 

Laplace transforms, 23-17 to 23-22 
relationship between pole location 

and f (t), 23-29 
transform methods, summary of pro-

cedure by, 23-29, 23-30 
superposition theorem, 23-32, 23-33 
Thevenin's theorem, 23-31 
transfer admittance, 23-37 
transfer impedance, 23-36 
transformations, 23-50 to 23-53 

balanced T and 1r networks, 23-51 
equivalent T and 1r relationships, 

23-50, 23-51 
lattice structures, 23-51 to 23-53 

two-terminal-pair networks, 23-40, 23-44 
general relations, 23-40, 23-41 
image impedance, 23-42 
iterative impedance, 23-42, 23-43 
symmetrical network, 23-41 

Nichols chart, 19-51, 19-52 
Noise, feedback systems, 18-4, 18-5 

receiver, 7-2 to 7-21 
antenna radiation, 7-7, 7-8 
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Noise, receiver, atmospheric, 7-3 
contact and breakdown, 7-4 
cosmic, 7-3 
definition, 7-2 
magnetic-fluctuation, 7-18 
man-made, 7-4 
precipitation static, 7-4 
signal-to-noise ratio, 7-18 to 7-21 
thermal, 7-4 to 7-7 
vacuum-tube, 7-8 to 7-18 

resistance, for some common tubes, 7-11 
transistors, 2-76 to 2-81 

Noise figure, circuit configurations, 7-54, 
7-55 

i-f amplifiers, 7-24, 7-25 
r-f amplifiers, 7-24 
receiver measurements, 7-18 to 7-21, 

7-128 to 7-130 
selection of tube type, r-f and i-f ampli­

fiers, 7-26 to 7-28 
triode and pentode mixers, 7-67, 7-68 
vacuum diode mixer, 7-78, 7-79 

Nonlinear circuit elements, 3-7 
Nonlinear distortion, 5-5 
Nonlinear resistance limiters, 12-5 to 12-7 
Normalized impedance or admittance, 

20-15, 20-16 
Norton's theorem, 23-31, 23-32 
Nyquist criterion, 18-14 to 18-16 
Nyquist diagram, 19-43, 19-44 
Nyquist plot, inverse, 19-44, 19-52 

0 

Omnidirectional arrays, 21-27, 21-38 
One-shot multivibrators used as sawtooth 

generators, 11-5 
One-way clamp, 12-16, 12-17 
Open-loop transfer locus, 19-44, 19-45 
Open-wire transmission lines, 20-18 to 20-21 
Operational amplifiers, analog computers, 

19-6, 19-7 
Optimum inductance, 15-2 
Ordinary endfire arrays, 21-29 
Oscillations, parasitic, 7-133, 7-134 
Oscillators, 6-2 to 6-48, 7-83 to 7!93, 10-7 

to 10-14 
amplitude stability of, 6-3 
backward-wave, 6-38, tr-39 
blocking, 10-7 to 10-14 
butterfly, 6-26, 6-27 
Clapp, 6-10 to 6-12 
coaxial-line, 6-29 to 6-31 
Colpitts, 6-9, 6-10, 6-27 
criteria for oscillation, 6-3, 6-4 
crystal, 6-14 to 6-24 
dynatron, 6-13 
electron-coupled, 6-9, 6-10 
feedback, 6-14 
four-terminal LC, 6-4 to 6-12 
frequency of operation, 6-2 
frequency stability, 6-2, 6-3 
Hartley, 6-8, 6-9 
klystron, 6-31 to 6-34, 7-84 
LC, 6-4 to 6-14 

Oscillators, local, 7-83 to 7-93 
magnetron, 6-34 to 6-38 
microwave, 6-31 to 6-39 
parallel-line, 6-27 to 6-29 
phase-lag RC, 6-42 to 6-47 
phase-lead RC, 6-39 to 6-42 
phase-shift RC, 6-39 to 6-47 
push-pull, 6-12 
RC, 6-39 to 6-48 
reflex klystron, 6-31 to 6-34, 7-84 to 7-88 
tracking, 7-84 to 7-88 
transformer-coupled, 6-5 
transitron, 6-13, 6-14 
tuned-grid, 6-7 
tuned-plate, 6-6, 6-7 
tuned-plate tuned-grid, 6-7, 6-8 
two-terminal LC, 6-12 to 6-14 
uhf, 6-24 to 6-31 

butterfly, 6-26, 6-27 
coaxial-line, 6-29 to 6-31 
parallel-line, 6-27 to 6-29 
tube limitations at high frequencies, 

6-24 to 6-27 
(See also Local oscillators; types of 

oscillators) 
Output impedance, feedback systems, 18-5 
Output transformers, 14-35 
Overcoupled circuits, 13-14 to 13-16 

bandwidth, 13-15 
midband gain and relative gain of peaks, 

13-14, 13-15 
Oxide-coated emitters, 2-8, 2-9 

p 

Parabolic and cylindrical reflectors, 21-43 
to 21-45 

Parallel-line oscillators, 6-27 to 6-29 
Parallel-plate waveguide, 20-42 
Parallel-resonant oscillator circuits, 6-21 

to 6-23 
Parallel-T networks, filters, 16-20 to 16-30 

RC, 16-23 to 16-25 
Parallel-wire transmission lines, 20-20, 

20-21 
Parameters, transistor H, 2-81, 2-82 
Parasitic oscillations, receiver design, 

7-133, 7-134 
Passive differentiation, integration, 19-13, 

19-14 
Passive elements, network analysis, 23-4 

to 23-9 
resistance, capacitance, inductance, 23-4, 

23-5 
series, parallel connections, 23-8, 23-9 
(See also Mutual inductance) 

Peaking, RLC, 10-3 to 10-7 
Pentagrid converter, 7-71 
Pentagrid mixer, 7-69 to 7-71 

inner grid injection, 7-69 to 7-71 
outer grid injection, 7-71 

Pentode amplifiers, 3-14, 3-15 
bias line, 3-14, 3-15 

d-c plate-load line, 3-14 
d-c transfer characteristics, 3-14 
determination of gain, 3-15 
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Pentode amplifiers, bias line, dynamic 

transfer characteristic, 3-15 
quiescent and dynamic operating 

points, 3-15 
class A-1, push-pull transformer-coupled, 

4-15 to 4-17 
single transformer-coupled power, 4-6 

to 4-8 
Pentode limiter, 12-10 
Pentode mixers, 7-60 to 7-68 
Pentode oscillators, 7-84 
Pentode tube coefficients, 2-38 

equivalent plate circuit, 2-38 
Pentodes, construction, 2-36 

curves, characteristics, 2-36, 2-37 
figures of merit, 3-31, 3-32 
gain-bandwidth products for, 7-27 
variable-µ, 2-39 

Permeability, in magnetic circuits, 14-3, 
14-4 

incremental, 14-3 
static, 14-3 

Phantastron delay circuits, 9-2 to 9-11 
cathode-coupled, 9-8 to 9-11 
screen-coupled, 9-2 to 9-8 

Phase constant, waveguide transmission 
lines, 20-40 

Phase-discrimination modulators, 5-27 
Phase distortion, amplitude modulation, 5-6 
Phase equalizers, 17-14 to 17-18 

all-pass filter, 17-16, 17-17 
lattice network, 17-18 

Phase inverters, amplifiers, 3-64 to 3-69 
cathode-coupled, 3-67, 3-68 
floating paraphrase, 3-68, 3-69 
side-branch, 3-64, 3-65 
split-load, 3-65 to 3-67 

Phase-lag RC oscillators, 6-42 to 6-4 7 
Phase-lead RC oscillators, 6-39 to 6-42 
Phase modulators, 5-37 to 5-39 

Armstrong type, 5-37, 5-38 
Phase shift, coaxial lines, 20-25, 20-26 

filter sections, 16-9 
RC oscillators, 6-39 to 6-47 
transmission lines, 20-3, 20-4 

Phosphors, persistence of cathode-ray, 2-48 
Plasma, cold-cathode gas diode, 2-51 
Plate circuit decoupling, receiver design, 

7-130, 7-131 
Plate-coupled monostable multivibrators, 

8-7 to 8-16 
capacitive coupling, 8-13 to 8-16 
d-c coupling, 8-9 to 8-13 

Plate detectors, 7-109 to 7-113 
linear plate detection, 7-109 to 7-113 
square-law, 7-113 

Plate-driven tube, 3-6, 3-7 
Plate heating, diode, 2-14 
Plate modulation, class C amplifier, 6-6 to 

5-13 
linearity, 5-9 
operating lines, 5-8 to 5-13 

Plate resistance, dynamic, diode, 2-15, 2-16 
triode, coefficients, 2-21, 2-22 

static, diode, 2-14 

Plate shot-effect noise in vacuum tubes. 
7-9 to 7-15 

PN junction, 2-59 to 2-61 
distribution of charges in, 2-60 
lifetime, 2-59, 2-60 
potential variation, 2-60 

Point-contact transistors, 2-63 to 2-66 
characteristics, 2-70 
curves, characteristic, 2-64, 2-66 
frequency response, 2-65, 2-66 
oscillator circuits, 2-71 

Poisson distribution, 23-62 to 23-64 
Polarization, radio waves, 21-2 
Positive-ion noise in vacuum tubes, 7-17, 

7-18 
Potentiometers, loaded function generator, 

19-16, 19-17 
Power amplifiers, 4-2 to 4-39 

push-pull transformer-coupled, 4-8 to 
4-20 

class Al, using beam tetrodes and 
pentodes, 4-15 to 4-17 

using triodes, 4-10 to 4-14 
ha~monic distortion and power 

output, 4-13, 4-14 
class ABl, AB2, 4-17 to 4-20 

radio-frequency (see Radio-frequency 
1,ower amplifiers) 

single-ended transformer-coupled, 4-6 to 
4-8 

beam tetrode and pentode, 4-6 to 4-8 
power relationships in plate circuit, 

fundamental, 4-2 to 4-4 
harmonic distortion, determination 

of, 4-3 
plate circuit d-c, input power Pde, 

4-3 
plate circuit efficiency, 4-4 
plate power dissipation, 4-4 
signal output power P 0 , 4-3, 4-4 

triode class Al, 4-4 to 4-6 
calculated values of power output, 

harmonic distortion, 4-5 
Power supplies, 15-2 to 15-4 7 

cancellation and resonant filters, 15-20 
to 15-23 

capacitor-input filters, 15-8 to 15-17 
choke-input filters, 15-5 to 15-8 
critical inductance, 15-2 to 15-5 
gas-tube voltage· regulators, 15-23 to 

15-27 
LC and RC low-pass filters, 15-17 to 

15-20 
rectifiers, characteristics of ideal, 15-2, 

15-3 
vacuum-tube voltage regulators, 15-27 

to 15-47 
Power transformers, 14-21 to 14-30 
Precipitation static in receivers, 7-4 
Probability and statistics, 23-58 to 23-83 

basic rules for combination of events, 
23-60, 23-61 

binomial probability distribution; prob­
ability density functions, 23-61, 
23-62 

central limit theorem, 23-80 
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Probability and statistics, correlation func­
tions, 23-81, 23-82 

discrete vs. continuous (cumulative) dis­
tribution functions, 23-66 to 23-68 

frequency definition of probability, 
23-58, 23-59 

joint probability distributions; multi­
plication of random variables, 23-75 
to 23-77 

moments of distribution and moment 
generating functions, 23-71 to 23-73 

normal distribution, as approximation to 
binomial distribution, 23-64 to 23-66 

as exact distribution, 23-68, 23-69 
other common probability distribution, 

23-73 to 23-75 
exponential, 23-73 to 23-75 
geometric, 23-73, 23-74 
normal amplitude-squared, 23-74, 

23-75 
Rayleigh, 23-74, 23-75 
rectangular, 23-73, 23-74 
single-point, 23-73, 23-7 4 

Poisson distribution, 23-62 to 23-64 
random variables and expectations, 23-69 

to 23-71, 23-77 to 23-81 
addition of, 23-77 to 23-80 
correlation of, 23-80, 23-81 

spectra of stationary time series, 23-82, 
23-83 

Propagation characteristics, radio waves, 
21-3, 21-4 

Pulse magnetron, 6-36, 6-37 
Pulse modulation, 5-39 to 5-45 

information rates, 5-44, 5-45 
effect of sampling on signal frequency, 

a-45 
phase shift of' demodulated signal, 5-45 

pulse-amplitude, 5-40, 5-41 
pulse-code, 5-44 
pulse-position, 5-42 to 5-44 
pulse-width, 5-41, 5-42 
quantized system, 5-40 

Pulse reception, superregenerative receivers, 
7-125 

Pulse transformers, 14-47, 14-48 
Push-pull amplifiers (see Power amplifiers, 

push-pull transformer-coupled) 
Push-pull oscillator, 6-12 

Q 

Q considerations, coaxial lines, 20-26, 20-27 
Quarter-wavelength transformers, wave­

guide circuit elements, 20-49 
Quartz-crystal characteristics, 6-16 to 6-20 
Quiescent operating conditions, triode 

amplifiers, 3-8, 3-9 
Quiescent operating point, cathode follow­

ers, 3-53, 3-54 

R 

Radiation from antennas, 21-4, H-5 
Radiation patterns, antennas, 21-5, 21-6 

Radiators, microwave (see Microwave 
radiators) 

Radio-frequency power amplifiers, 4-20 to 
4-39 

class B, 4-20 to 4-22 
class C, 4-22 to 4-39 

circuit configurations, basic, 4-22 to 4-26 
bias considerations, 4-24 
class C r-f, typical configurations, 

4-23 
coupling, types of, 4-24 
neutralization, 4-24, 4-25 
parasitic oscillations, 4-25, 4-26 

constant-current characteristics, 4-28 
design, 4-32 to 4-37 
efficiency, 4-31, 4-32 
grid excitation requirements, 4-31 
harmonic operation, 4-32 
plate circuit power relationships, 4-28 

4-29 
plate-load resistance, 4-29, 4-30 
screen-grid dissipation, 4-31 
voltage and current relationships, 

4-27, 4-28 
Radio-frequency receivers, tuned, 7-115, 

7-116 
Radio waves, nature of, 21-2 to 21-4 

ground and sky waves, 21-2, 21-3 
ionospheric reflections, 21-3 
polarization, 21-2 
propagation characteristics, 21-3, 21-4 
reflection, 21-2 
refraction, 21-2 
scatter propagation, 21-4 

Random variables, multiplication of, 23-75 
to 23-77 

Random-wound coils, winding data, 1-3 
RC differentiation, 10-2, 10-3 
RC feedback circuits, 6-47, 6-48 
RC low-pass filters, 15-17 to 15-20 
RC oscillators, 6-39 to 6-48 

phase-shift, 6-39 to 6-47 
phase-lag, 6-42 to 6-47 
phase-lead, 6-39 to 6-42 

RC transfer functions, 1-4 to 1-11 
Reactance-tube modulators, 5-33, 5-34 
Reactively loaded amplifier, 3-29, 3-30 
Reactors (see Saturable reactors) 
Receivers, 7-2 to 7-134 

AM detectors, 7-93 to 7-115 
bypass capacitors, 7-131, 7-132 
crystal video, 7-116 to 7-119 
design of, practical considerations, 7-130 

to 7-134 
frequency-modulation, 7-125, 7-126 
grid circuit decoupling, 7-131 
grounding, 7-132, 7-133 
i-f amplifiers, 7-22 to 7-60 
local oscillators, 7-83 to 7-93 
measurements, 7-126 to 7-130 

bandwidth, 7-126, 7-127 
gain, 7-128 
noise figure, 7-128 to 7-130 
skirt selectivity and image rejection, 

7-127, 7-128 
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Receivers, mixers, 7-60 to 7-83 

noise, 7-2 to 7-21 
parasitic oscillations, 7-133, 7-134 
plate circuit decoupling, 7-130, 7-131 
r-f and i-f amplifiers, 7-22 to 7-60 
shielding, 7-133 
superheterodyne, 7-21, 7-22 
superregenerative, 7-119 to 7-125 
tuned radio-frequency, 7-115, 7-116 

Reciprocal and inverse networks, 23-39, 
23-40 

Reciprocity, antennas, 21-7 
Reciprocity theorem, network analysis, 

23-33 
Rectifiers, characteristics of ideal. with infi­

nite inductance choke-input filters, 
15-2, 15-3 

hot-cathode gas diodes used as, 2-54 
Reflector systems and lenses, 21-43 to 21-47 

corner reflectors, 21-45 
lenses, 21-45 to 21-47 
parabolic and cylindrical reflectors, 

21-43 to 21-45 
Reflex klystron oscillators, 6-31 to 6-34, 

7-84 
Regenerative magnetic amplifiers, 14-44 
Regulators (see Voltage regulators) 
Rejection amplifiers, .filters, 16-29, 16-30 
Resistance, antenna, 21-5 
Resistance-coupled amplifiers, 3-17 to 3-21 

gain-bandwidth, 3-2, 3-3 
Resistively loaded amplifiers, 3-28, 3-29 
Resonant filters, 15-22, 15-23 
Resonant irises, 20-46, 20-47 
Resonant wavelength, microwave filters, 

20-56 to 20-58 
R-F amplifiers (see I-F amplifiers) 
Rhombic antennas, 21-19, 21-20 
Ridge waveguide, 20-41 
Rieke diagram, pulse magnetron, 6-36, 6-37 
RLC peaking, 10-3 to 10-7 
Root-locus method, 19-49, 19-50 

s 

Sampled signals, spectra of, 22-17 
Sanaphant delay circuit, 9-12 
Sanatron delay circuit, 9-11, 9-12 
Saturable reactors, 14-43, 14-44 

self-saturating, 14-44 
Saturable transformers, 14-46, 14-47 
Sawtooth generators, 11-2 to 11-14 

beam deflection, basic considerations for, 
11-10 to 11-14 

electromagnetic cathode-ray tubes, 
11-10, 11-11 

electrostatic cathode-ray tubes, 11-11 
to 11-14 

free-running, 11-3, 11-4 
gas tube, 11-3, 11-4 
vacuum tube, 11-4 

one-shot multivibrators, 11-5 
requiring driving trigger, 11-5, 11-6 
requiring "enabling gate," 11-6 to 11-10 

automatic shutoff, 11-9 
bootstrapped, 11-7, 11-8 

Sawtooth generators, reqmrrng "enabling 
gate," linearized bootstrapped, 11-8 

Miller integrator circuit used as sweep 
generator, 9-2, 11-8, 11-9 

negative, 11-7 + 
simple positive, 11-6, 11-7 

Schottky effect, diode, 2-13 
Screen-coupled phantastron, 9-2 to 9-8 
Screen-grid bypassing, effect on frequency 

response, 3-34 to 3-38 
Screen modulation, 5-18 
Screen resistor method, series, in plate 

modulation, 5-12, 5-13 
Screw tuners, waveguide circuit elements, 

20-49 
Secondary emission, 2-10, 2-11 

noise in vacuum tubes, 7-17 
Self-inductance, inverse, 23-5 to 23-7 

magnetic circuits, 14-4 
Self-quenched detector in superregenera­

tive receivers, 7-123, 7-124 
Self-saturating saturable reactors, 14-44 
Semiconductors in transistors, properties of, 

2-57 to 2-61 
atomic structure, 2-57, 2-58 
impurity conduction, 2-58, 2-59 
PN junction, 2-59 to 2-61 

Series compensation, amplifier, 3-40, 3-41 
combined with shunt, 3-42 

Series diode clippers, 12-2, 12-3 
Series hybrid ring, 20-54 
Series regulators, degenerative voltage, 

15-32 to 15-45 
for fixed load, 15-28 to 15-32 

Series-resonant oscillator circuits, 6-23, 6-24 
Servomechanism, 19-24 to 19-64 

actuators, 19-39 to 19-42 
a-c induction motors, 19-42 
clutch actuators, 19-40, 19-42 
d-c series motor, 19-42 
d-c shunt motor, 19-40, 19-41 
field-controlled d-c generators, 19-41, 

19-42 
load, 19-40 
permanent-magnet motors, 19-42 
two-phase induction motor, 19-40 

controllers, 19-37 to 19-39 
bridge, 19-38, 19-39 
chopper modulation, 19-38, 19-39 
double-diode, 19-38, 19-39 
signal conversion controller, 19-38, 

19-39 
triode demodulator, 19-38, 19-39 
triode modulator, 19-38, 19-39 

design principles, 19-24 to 19-35 
second-order servo system, 19-26 to 

19-35 
complex plane plot of roots, 19-29 
frequency response, 19-33 to 19-35 
load disturbance, effect of, 19-30, 

19-31 
phase response, 19-34 

design procedure, 19-62 to 19-64 
analysis of open- and closed-loop 

characteristics, 19-64 
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Servomechanism, design procedure selection 
of elements, 19-63 

stabilization and improvement of per­
formance, 19-64 

error coefficients and stabilization net­
works, 19-53 to 19-64 

error detectors, 19-35 to 19-37 
gyroscope, 19-36, 19-37 
light splitter, 19-36, 19-37 
mechanical differential, 19-36, 19-37 
potentiometer bridge, 19-36 
synchro units, 19-36, 19-37 
tachometer, 19-36, 19-37 
transformer, 19-36, 19-37 

servo systems, types of, 19-53 
stability and methods of analysis, 19-42 

to 19-53 
inverse Nyquist plot, 19-44, 19-52 
logarithmic coordinates (Bode dia­

gram), 19-45 to 19--48 
Nyquist diagram, 19-43, 19-44 
open-loop transfer locus, graphical 

determination of, 19-44, 19-45 
root-locus method, 19-49, 19-50 
stability, degree of, 19-50 to 19-53 

closed-loop amplitude response, 
19-52 

gain and phase margins, 19-50, 
19-51 

Nichols chart, 19-51, 19-52 
stabilization, 19-55 to 19-62 

compensation by tachometer feedback, 
19-60 to 19-62 

lag or integral network, 19-56, 19-58, 
19-59 

lag-lead network, 19-56, 19-57, 19-59, 
19-60 

lead network, 19-55, 19-56, 19-58 
Servomotor characteristics, 19-40 
Shielding, magnetic and electrostatic, 14-8 

receiver design, 7-133 
Short-slot hybrid junction, 20-54 
Shot-effect noise, vacuum tubes, 7-8 to 7-16 
Shunt clippers, diode, 12-3, 12-4 
Shunt compensation, amplifiers, 3-39, 3-40, 

3-44 
combined with series, 3-42 to 3-44 

Shunt regulator for fixed load, 15-28 
Side-branch phase inverter, 3-64, 3-65 
Sideband, amplitude modulation, 5-3, 5-4 
Signal-to-noise ratio and noise figure, 7-18 

to 7-21 
Signal spectra, amplitude modulations, 

5-3, 5-4 
Single-ended transformer-coupled ampli­

fiers (see Power amplifiers, single­
ended transformer-coupled) 

Single-layer air-core coil, 1-13 
Single-sideband generation, 5-25 to 5-27 
Skirt selectivity and image rejection, 7-127, 

7-128 
Sleeve antennas, 21-23, 21-24 
Slot radiators, microwave, 21-39, 21--40 
Small-signal diode detectors, 7-103 to 7-107 
Smith chart, transmission lines, 20-14, 20-15 
Solar noise, 7-3 

Space charge, diode, 2-12 
Spectra, amplitude, 22-14 to 22-16 

modulation, 5-28 to 5-32 
sampled signals, 22-17 
signal, characteristics of, 22-14, 22-15 

Split-load phase inverter, amplifiers, 3-65 
to 3-67 

Square-wave generators, 12-12 
Stability, degree of, servomechanism 

analysis, 19-50 to 19-53 
Stability factor S, transistors, 2-71 to 2-74 
Stability factor S', transistors, 2-74 to 2-76 
Stabilization, transistors, 2-71 to 2-76 
Stagger-tuned amplifiers, 7-33 to 7-42 

flat-staggered pairs, 7-33 to 7-37 
flat-staggered triples, 7-38 to 7-42 

Standing waves, transmission lines, 20-5 to 
20-9 

Statistics (see Probability and statistics) 
Stub supports, coaxial lines, 20-24 
Stub tuners, waveguide circuit elements, 

20--49 
Stubi;;, coaxial elements, 20-29 
Summing integrator, 19-14 
Superheterodyne receivers, 7-21, 7-22 
Superposition theorem, 23-32, 23-33 
Superregenerative receivers, 7-119 to 7-125 

linear mode, 7-122, 7-123 
logarithmic mode, 7-119 
noise in detectors, 7-125 
pulse reception, 7-125 
selectivity, 7-124 
self-quenched detector, 7-123, 7-124 

Supersonic delay lines, 20-61 
Suppressed carrier modulation, 5-22 to 5-27 

balanced, 5-24, 5-25 
single-sideband generation, 5-25 to 5-27 

harmonic content of detected envelope; 
5-24 

Suppressor modulation, 5-20 
Susceptance diaphragms, 20-47 to 20-49 
Synchro error detector, 19-36, 19-37 
Synchronization, multivibrators, 8-27, 8-28 
Synchronous single-tuned amplifier stages, 

7-28 to 7-32 
narrow-band, 7-28, 7-29 
wideband, 7-29 to 7-32 

T 

T sections as equivalents, inductively 
coupled circuits, 13-4, 13-5 

Tachometer, error detector, 19-36, 19-37 
Tapered lines, waveguide circuit elements, 

20-50 
TE and TM coaxial modes, 20-27 
TEM coaxial mode, 20-27, 20-28 
Temperature saturation, diodes, 2-13 
Terminations, coaxial circuit elements, 

20-34 to 20-36 
waveguide, 20-55 

Tetrode amplifiers, 3-14 to 3-17 
graphical analysis, 3-14 to 3-17 

bias line, 3-14, 3-15 
d-c plate-load line, 3-14 
d-c transfer characteristic, 3-14-
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Tetrode amplifiers, graphical ,analysis, de­

termination of gain, 3-15 
dynamic transfer characteristic, 3-15 
quiescent and dynamic operating 

points, 3-15 
Tetrode tube coefficients, 2-31 to 2-33 
Tetrodes, beam-power, 2-33 to 2-35 

curves, characteristic, 2-30, 2-31 
figures of merit, 2-31, 2-32 

Thermal noise, receivers, 7-4 to 7-7 
Thermionic emission, 2-7, 2-8 
Thevenin's theorem, 23-31 
Thoriated tungsten emitters, 2-8 
Three-terminal compensating network, low-

pass filter as, 3-44 
Thyratron pulse generators, 10-14 to 10-18 
Thyratrons, 2-55 to 2-57 

characteristics, 2-57 
control ratio, 2-55 
critical grid potential, 2-55 

Tliyrite, 12-6 
Transconductance, effect on input capaci­

tance, 3-30 
grid-plate, for triodes, 2-22, 2-23 

Transfer admittance, 23-37 
Transfer functions, 1-4 to 1-11, 19-26 

forward, 19-26 
error, 19-26 
feedback, 19-26 
open-loop, 19-26 
system, or closed-loop, 19-26 

RC, 1-4 to 1-11 
Transfer impedance, 23-36 

operational amplifiers, 1-18 to 1-22 
Transformer-coupled amplifier, 3-2 

gain-bandwidth, 3-24 to 3-27 
power, 4-2 to 4-20 

class Al single-ended, 4-2 to 4-8 
class A, AB, B push-pull, 4-8 to 4-20 

Transformer-coupled oscillator, 6-5 
Transformers and chokes, 14-2 to 14-48 

audio, 14-34 to 14-43 
construction of, types, 14-8 to 14-10 
iron-core chokes, 14-30 to 14-34 
iron-core transformers, 14-8 to 14-21 
magnetic-circuit components, special, 

14-43 to 14-47 
magnetic circuits, 14-2 to 14-8 
power transformers, 14-21 to 14-30 
pulse transformers, 14-47, 14-48 , 
quarter-wavelength, waveguide circuit 

elements, 20-49 
(See also types of transformers) 

Transient response, cathode followers, 3-55 
feedback systems, 13-5, 13-6 

Transistors, 2-57 to 2-82 
bias and stabilization considerations, 

2-71 to 2-76 
methods of stabilization, 2-74 to 2-76 

circuit analysis, 2-66 to 2-71 
equivalent circuit, 2-66 to 2-69 
feedback in point-contact, 2-69 to 2-71 

curves, characteristic, 2-64, 2-66 
H parameters, 2-81, 2-82 
junction, 2-61 to 2-63 
noise in, 2-76 to 2-81 

Transistors, point-contact, 2-63 to 2-66 
semiconductors, properties of, 2-57 to 

2-61 
stability factor S, 2-71 to 2-74 
stability factor S', 2-74 to 2-76 

Transit time, effect on input impedance, 
3-30 

Transitional coupling, inductively coupled 
circuits, 13-11 to 13-14 

bandwidth of cascaded transitional 
coupled stages, 13-12 

coupled coefficient, 13-14 
fractional bandwidth, 13-14 
gain-bandwidth factor, 13-12 
gain ratio, 13-12, 13-13 

ratio of circuit resonant frequencies, 
13-13 

low-Q, 13-13 
Transitron oscillator, 6-13, 6-14 
Transmission lines, 20-2 to 20-63 

attenuation, 20-3 
characteristic impedance, 20-3 
characteristics, 20-3 to 20-5 
circuit elements, 20-17, 20-18 
coaxial circuit elements, 20-29 to 20-36 

attenuators and terminations, 20-34 
to 20-36 

baluns, 20-34 
impedance elements, 20-29 to 20-33 

matching, 20-29 to 20-33 
stubs, 20-29 

impedance transformation, 20-33 
quarter-wave section. 20-33 
tapered lines, 20-33 

mode excitation and filtering, 20-33, 
20-34 

coaxial lines, 20-21 to 20-28 
constants, 20-22, 20-23 

characteristic impedance, induct­
ance, and capacitance, 20-23 

losses, attenuation and phase shift, 
20-25, 20-26 

maximum power and voltage gradient, 
20-26 

modes, 20-27, 20-28 
TE and TM, 20-27 
TEM, 20-27 

Q considerations, 20-26, 20-27 
supports, dielectric, 20-23 to 20-25 

beads, 20-24 
stub, 20-24 

wavelength, 20-26 
cutoff filters, 20-58 
delay lines, 20-59 to 20-61 

distributed-constant, 20-60, 20-61 
lumped-constant, 20-59, 20-60 
supersonic, 20-61 

diagrams, 20-13 to 20-17 
attenuation, 20-16, 20-17 
normalized impedance or admittance, 

20-15, 20-16 
rectangular impedance or attendance 

chart, 20-12, 20-13 
reflection coefficient, 20-16 

or Smith chart, 20-14 to 20-16 
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Transmission lines, equations, 20-2, 20-3 
elements, 20-2 

ferrite elements, 20-61 to 20-63 
gyrators, 20-63 

fundamentals of, 20-2 to 20-18 
group and phase velocity, 20-4, 20-5 

dispersive medium, 20-5 
nondispersive medium, 20-5 

impedance, 20-9, 20-10 
losses and skin effect, 20-11 to 20-13 
microwave cavities and filters, 20-55 to 

20-59 
cavities, 20-56 to 20-58 

multimode, 20-58 
resonant wavelength, 20-56 to 20-58 

effective Q of resonant circuit, 
20-57 

simple cavity resonator shapes, 
20-56 

filters, 20-58, 20-59 
coupled resonant chambers, 20-58, 

20-59 
cutoff, 20-58 
equivalent circuit method, 20-58 

open-wire, 20-18 to 20-21 
four-wire balanced line, 20-21 
single wire above ground planes, 20-19, 

20-20 
two-wire, 20-20, 20-21 

phase shift, 20-3, 20-4 
power and efficiency, 20-10, 20-11 

relationship with voltage standing 
wave ratio, 20-11 

variation of maximum power with 
altitude, 20-11 

reflections and standing waves, 20-5 to 
20-9 

power standing wave ratio, 20-6 
reflection coefficient, 20-6 
relationship between reflection coeffi-

cient magnitude and voltage stand­
ing wave ratio, 20-8 

waveguide circuit elements, 20-44 to 
20-55 

attenuators and terminations, 20-55 
biconjugate networks, 20-51 to 20-55 

directional couplers, 20-52, 20-53 
hybrid junctions (magic T's), 20-53, 

20-54 
hybrid rings, 20-54, 20-55 

coaxial to waveguide transitions, 20-50, 
20-51 

impedance elements, 20-44 to 20-50 
inductive and capacitive dia­

phragms, 20-45 
quarter-wavelength transformers, 

20-49 
resonant irises, 20-46, 20-47 
screw tuners, 20-49 
stub tuners, 20-49 
tapered lines, 20-50 

mode excitation, 20-51 
twists and bends, 20-50 
waveguide, 20-36 to 20-44 

attenuation, 20-38 to 20-40 
characteristic impedance, 20-40, 20-41 

Transmission lines, waveguide, microwave 
strip, 20-42 to 20-44 

modes, 20-36 to 20-38 
circular waveguide cutoff wave-

lengths, 20-38 
field configurations, 20-37 
group and phase velocity, 20-38 
TE and TM rectangular waveguide, 

20-36 
parallel plate, 20-42 
phase constant, 20-40 
ridge waveguide, 20-41 
surface-wave transmission, 20-44 

Trigger circuits, 10-2 to 10-18 
blocking oscillators, 10-7 to 10-14 
RC differentiation, 10-2, 10-3 
RLC peaking, 10-3 to 10-7 
thyratron pulse generators, 10-14 to 10-18 

Triggering of multivibrators, 8-25 to 8-27 
Triode amplification factor, 2-18 
Triode amplifiers, 3-8 to 3-14 

class Al push-pull transformer-coupled, 
4-10 to 4-14 

class Al-4 single-ended transformer­
coupled, 4-4 to 4-6 

degenerative amplifier, external and 
cathode bias, 3-13, 3-14 

dynamic operating conditions 3-9 to 3-13 
a-c plate-load line, 3-10 
determination, of gain, 3-10, 3-11 

of harmonic distortion, 3-12, 3-13 
dynamic transfer characteristic, 3-11 
quiescent operating conditions, 3-8, 3-9 

bias line, 3-8, 3-9 
d-c plate load line, 3-8 
maximum plate dissipation curve, 

3-9 
quiescent circuit values, 3-9 

shift in operating point, 3-11 
Triode mixers and pentode mixers, 7-60 to 

7-68 
conversion gain, 7-66, 7-67 
conversion transconductance, 7-60 to 

7-62 
input and output equivalent circuits, 7-66 
local oscillator injection, 7-64 to 7-66 

cathode, 7-65, 7-66 
control-grid, 7-64, 7-65 

mixer bias, 7-68 
noise figure, 7-67, 7-68 

Triode oscillators and pentode oscillators, 
7-84 

Triodes, capacitances, 2-26, 2-27 
coefficients, 2-19 to 2-23 

amplification factor, 2-19 to 2-21 
dynamic plate resistance rp, 2-21, 2-22 
grid-plate transconductance, 2-22, 2-23 

control grid, action of, 2-17, 2-18 
cutoff voltage Eco, 2-17 

curves, characteristic, 2-18, 2-19 
equivalent circuits for vacuum tubes, 

2-24 to 2-26 
grid bias, methods of, 2-27, 2-28 
grid current, grid power limitations, 2-28 
hexode converter, 7-71, 7-72 
load lines, 2-24 
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Triodes, plate circuit power relations, 2"-28, 

2-29 
vector diagrams for vacuum-tube circuits, 

2-26, 2-27 
Tubes (see Vacuum tubes; types of tubes) 
Tuned-grid oscillators, 6-7 
Tuned-plate oscillators, 6-6, 6-7 
Tuned-plate tuned-grid oscillators, 6-7, 6-8 
Tuned radio-frequency receivers, 7-115, 

7-116 
Tuners, stub, waveguide circuit elements, 

20-49 
Tungsten emitters, 2-8 
Two-layer wound coaxial coils, coefficient 

of coupling, 1-14 to 1-17 
Two-terminal compensating network, low­

pass filter as, 3-42 to 3-44 
Two-terminal LC oscillators, 6-12 to 6-14 

dynatron, 6-13 
feedback, 6-14 
frequency of oscillation, 6-13 
transitron, 6-13, 6-14 

Two-terminal-pair networks, 23-40 to 23-44 
Two-way clamp, 12-17 
Two-wire transmission lines, 20-20, 20-21 

u 

UHF effects, r-f and i-f amplifiers, 7-47 to 
7-51 

UHF oscillators, 6-24 to 6-31 
Undercoupling, inductively coupled cir­

cuits, 13-6 

V 

V antennas, 21-17 to 21-19 
Vacuum tubes, 2-2 to 2-57 

cathode, 2-9, 2-10 
coefficients, amplifier equivalent circuits, 

3-7 
limitations at high frequencies, uhf oscil­

lators, 6-24 to 6-27 
limiters, multielement, 12-9 to 12-lJ 
noise, flicker-effect, 7-16 

positive-ion, 7-17, 7-18 
resistance, for some common tubes, 

7-11 
secondary-emission, 7-17 
shot-effect, 7-8 to 7-16 

grid-induced, 7-15, 7-16 
equivalent circuit, 7-16 

plate, 7-9 to 7-15 
diode and negative-grid triode, 

7-9 to 7-13 
mixers, 7-13 to 7-15 
multicollector tubes, 7-13 

radio-frequency, performance require­
ments, 4-33 

resonance effects at high frequencies, 
7-51 

r-f and i-f amplifiers, selection of, 7-26 
to 7-28 

(See also Transistors; Voltage regulators; 
types of vacuum tubes) 

Van der Bijl modulator, 5-20, 5-21 

Variable delay circuits, 9-2 to 9-16 
cathode-coupled monostable multi-

vibrator, 9-12 to 9-16 
cathode-coupled phantastron, 9-8 to 9-11 
sanaphant, 9-12 
sanatron, 9-11, 9-12 
screen-coupled phantastron, 9-2 to 9-8 

Vertical antennas, 21-16, 21-17 
VHF considerations, crystal oscillators. 

6-24 
Voltage amplifiers, 3-2 to 3-86 
Voltage breakdown limiting, 12-7, 12-8 
Voltage regulators, 15-27 to 15-47 

degenerative, 15-32 to 15-43 
with a-c and d-c compensation, 15-43 

to 15-45 
fixed loads, 15-28 to 15-32 

series, 15-28 to 15-32 
shunt, 15-28 

gas-tube, 15-23 to 15-27 
special circuits, measurements for regu­

lation power supplies, 15-45 to 15-47 
d-c regulation and d-c output imped­

ance, 15-46 
output impedance, 15-46, 15-47 
paralleling series tubes with fixed re­

sistors, 15-45 
pentodes as series tubes, 15-45 
series regulators which do not require 

tubes, 15-45 
Voltage saturation, diode, 2-13, 2-14 
Voltage standing wave ratio, 20-6 

effect of, on attenuation constant, 20-8 
reduction of, by isolating attenuation, 

20-9 

w 

Waveforms, analysis, 22-2 to 22-17 
composite, 22-6 
d-c components, effect of superimposed, 

22-2, 22-3 
differentiated and integrated, 1-17 
Fourier series, 22-6 to 22-8 

even and odd functions, 22-7 
graphical analysis, 22-8 to 22-10 
peak, root-mean-square, average values 

of recurrent, 22-2 
recurrent, characteristics of, 22-4, 22-5 
sawtooth, 22-6 
sinusoidal, 22-3 
spectra of periodic and nonperiodic 

signals, 22-10 to 22-16 
amplitude spectra, 22-14 to 22-16 

modulation, 22-15, 22-16 
amplitude, 22-15 
duration, 22-16 
position, 22-16 

Fourier integral, 22-10, 22-11 
Laplace transform analysis, 22-11 to 

22-14 
periodic functions, 22-12 
pulsed or sample functions, 22-12 

superposition of, effect, 22-3 to 22-6 
Waveguide, Armed Services standard list 

of rigid rectangular, 20-39 
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Waveguide, attenuators, terminations, 20-55 
circuit elements, 20-44 to 20-55 

attenuators and terminations, 20-55 
biconjugate networks, 20-51 to 20-55 
coaxial to waveguide transitions, 20-50 
impedance elements, 20-44 to 20-50 
mode excitation, 20-51 
twists and bends, 20-50 

transmission lines, 20-36 to 20-44 
attenuation, 20-38 to 20-40 
characteristic impedance, 20-40, 20-41 
microwave strip, 20-42 to 20-44 
modes, 20-36 to 20-38 
parallel plate, 20-42 
phase constant, 20-40 
ridge waveguide, 20-41 
surface-wave transmission, 20-44 

twists and bends, 20-50 
Wideband amplifiers, 3-31 to 3-34 

figures of merit, tetrode and pentode, 
3-31, 3-32 

Wideband amplifiers, gain-bandwidth prod­
uct, resistively loaded amplifier, 3-31 

pulse-rise time as function of bandwidth, 
3-32 to 3-34 

Winding data for random-wound coils, 
1-3 

Winding, audio transformers, balanced, 
14-40 

iron-core transformers, 14-8 to 14-21 
Wire table, solid-copper, AWG or B & S 

gage, 14-18 
Work function, electron emission, 2-6, 2-7 
Wound coaxial coils, two-layer coefficient 

of coupling, 1-14 to 1-17 

z 

Zener diodes, 12-14, 12-15, 15-47, 15-48 
voltage-regulator elements, 15-47, 15-48 

Zener region, 12-14, 15-47 
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