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About the book

This book presents methods for de-
signing amplifiers that are useful, re-

producible in quantity and reliable.

There is discussion of the values of
vacuum tube and transistor parame-
ters, and their variations with operat-
ing conditions, temperature and age.
A special feature of the book is the
unified, parallel treatment of tubes,
transistors and f.e.ts. In addition,
there are more than a dozen ampli-
fier designs to illustrate principles.

In the authors' view, modern engi-
neering education tends to concen-
trate on the fundamental back-
ground of knowledge or “pure
science” to the neglect of practical
aspects of engineering. With this in
mind they indicate how mathemat-
ics, physics, and specialized electri-
cal subjects can be used as tools in
the essentially practical task of de-
signing amplifiers.

Intended primarily as a university
level text, it provides proved rules of
circuit design and is therefore of im-
mediate use not only to students but
also to practicing engineers and
scientists.
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Preface

Many fine books have been written on the subject of electronic amplifiers.
Nevertheless we believe that there is still a need for a book that at once
provides the physical basis for understanding yet emphasizes the nonideal
or engineering aspects of design.

Modern engineering education is tending more and more to concentrate
on the fundamental background of knowledge with the intention that the
new graduate can enter any field and, after a shaking-down period, do
something useful. This is an admirable intention, but we wonder whether
there is not too much concentration on the *‘pure science” aspects of
engineering, to the neglect of the practical aspects. The student should at
some stage be confronted with the fact that physically realizable systems
are not ideal. More important, he should be shown how to design non-
ideal but still useful systems. In short, he should be taught engineering as
well as science. It is one thing to study the idealized Otto cycle in thermo-
dynamics and the differential equations of hydrodynamics; it is quite
another thing to design an internal combustion engine, including a detailed
design of the carburetor.

We are not alone in our view that there is too little regard for practice in
modern engineering education. R. W. Johnson has touched on the
problem when he writes:*

**One only needs to attend any of the engineering conventions, symposia,
section or professional group meetings to discover that there is an appalling
lack of understanding among many of our younger engineers as to the
things really important to the art of designing. At these affairs, intelligent
and sincere young men proudly describe their analyses, developments, and
achievements. In many cases, original work has been done, and its
author truly displays a good background of prior work. But too often the
dissertation is a rediscovery of work already done, or describes hardware
of marginal usefulness, and clearly demonstrates a lack of understanding
of many things basic to engineering—the art of designing!”

* R. W. JounsoN, ““Are clectronics engineers educated 7" Proc. Inst. Radio Engrs., 49,
1319, August 1961.



vi Preface

If we accept the premise that electrical engineers should receive some
“engineering’’ training in their undergraduate course, the question remains
how much? Because it is clearly impossible to treat all subjects in detail,
one subject is probably sufficient provided that the techniques used are
representative of others. A good choice (but by no means the only one) is
the design of low-pass amplifiers. These are basic: they occur in some form
in almost all items of electronic equipment and a knowledge of their design
is thus potentially useful to workers in many fields. In addition, low-pass
amplifier design is easy to integrate into existing courses, particularly into
the laboratory sessions.

The subject matter in a course of amplifier cngineering falls into the
same three broad categories as other branches of engineering—materials,
formal analytical techniques, and approximations. The materials of
amplifier engineering are active devices and passive components, and
knowledge of them is based on physical principles. The active devices
must be thoroughly understood; typical parameter values, their variation
with operating conditions and age, and likely manufacturing tolerances
should be known. A familiarity with resistor and capacitor types is neces-
sary also. The basic analytical tool in amplifier engineering is linear circuit
theory, and this too is a fundamental branch of knowledge. The part of
amplifier design that is essentially engineering is in making approximations.
When an analytical expression becomes too unwieldy for convenience, it is
not enough just to neglect high-order terms; it is necessary to determine
what constraints should be placed on the system or what design rules
should be observed to ensure that these terms are in fact small. Engineer-
ing has aptly been described as *“the art of making approximations.”

With this in mind, our aim has been to write a book that gives proven
rules for circuit design and is of immediate use to practicing engineers and
scientists. We discuss the practical steps in designing amplifiers whose
performance remains within specified limits despite the initial production
tolerances on device parameters and component values, and their sub-
sequent variations with environment and age. A university textbook,
however, should be much more than a collection of rules. We have there-
fore emphasized their physical basis and in so doing have brought to-
gether mathematics, physics, and specialized electrical subjects to form a
textbook on engineering.

STUDENT ASSIGNMENTS IN AMPLIFIER DESIGN

Unlike analytical problems, there is seldom a unique solution to a
design problem. It may be thought that a course in amplifier design will
result in an increased load on the teacher, but in our experience this is not



Preface vii

so. In contrast to structural and mechanical designs, amplifiers can be
built readily and tested experimentally. We have encountered such re-
markably good response from students that in many cases they have
actually built and tested the amplifiers in their own time. Students
realize that a design will work if it is correct and that a marginal design
must be considered a failure. As a result, there are no really hopeless
submissions of the type that inevitably appear among solutions to analyt-
ical problems. Design problems are almost self-correcting. In certain
cases the normal laboratory sessions have been used by students for build-
ing and testing their designs. A healthy spirit of competition has de-
veloped between students attempting these projects and has led to an
energetic comparison of final circuits and, of course, a deep understanding
of the particular topic and the general philosophy of circuit design. A
limited number of assignments are given at the end of the book.

LAYOUT OF THE BOOK

The book divides naturally into two parts. Part 1, containing Chapters
1-9, is intended for a first course in electronic circuits, whereas Part 2,
containing Chapters 11-16, is intended for a second course. Feedback
theory is not required in Part [, but it is used extensively in Part 2; this
arrangement gives students a “‘feel” for design by confronting them with
simple problems before they are burdened with the extra background in-
formation needed in designing feedback circuits. Chapter 10 is a formal
introduction to feedback theory that provides the link between the two
parts, whereas Chapter 17 is a rounding off. Figure 0.1 shows the relation
between the book and preceding or partly collateral courses in linear net-
work theory and physical electronics.

It is not essential that all the material covered in Chapters 2-4 be
assimilated before proceeding with Chapters 5-7 and, to a lesser extent,
Chapters 9, 10, 11, 12, 15, and 16. In our own universities, the material
in Chapters 2-4 is covered first in the third year of the undergraduate
course and again in more detail in the final (fourth) year. This is not to
suggest that some of the material is unimportant in everyday amplifier
design. Rather it is intended to balance the course; amplifier circuits are
first encountered about one third of the way through the third year.

SOME COMMENTS ON THE TREATMENT OF SUBJECTS

We have attempted to provide fairly complete discussion of only some
methods of designing amplifiers. The design philosophy developed by way
of these examples is not restrictive and may be applied to many other cases.
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Preface ix

Our guide has been the desire to tackle problems as simply and directly
as possible, and this has led to a number of unusual features in the book:

1. Vacuum tubes, bipolar transistors, and unipolar (field-effect)
transistors are considered in Chapters 2, 3, and 4 as approximations to the
charge-control model. This provides a common ground for comparing
and contrasting the devices.

2. The charge-control approach results in the universal use of physical
equivalent circuits for amplifying devices rather than the abstract network
equivalent circuits that are so often referred to in the literature.

3. The controlled generator in these physical equivalent circuits is in all
cases a mutual conductance. It is concluded that the bipolar (conven-
tional) transistor should be considered as a voltage amplifier (like the
vacuum tube and field-effect transistor) rather than a current amplifier
(as is customary). The treatment of vacuum tubes and transistors can
therefore be integrated and runs parallel at each stage of development.

4. An extensive discussion is given of parameter variations with
operating conditions, temperature, age, and device replacement.

5. Noise and distortion are considered throughout the book, not
relegated to a final chapter.

6. Feedback amplifiers receive extensive treatment. Most of the
“advanced” amplifiers discussed in Part 2 of the book employ negative
feedback.

It might be felt that inclusion of material on vacuum tubes is out of
character with a book published in 1967. We have retained this material
for two reasons:

1. Tt emphasizes the continuing tradition in electronic circuit design,
which goes back for more than 30 years. This could be valuable to the
increasing number of yourtg engineers who seem unaware of the significant
circuit developments of the vacuum tube era (particularly by the radar
development teams of the 1940s), and who continue to make “new”
discoveries of established techniques.

2. Despite the developments in transistors and microelectronics,
vacuum-tube equipment is still being designed and much existing equip-
ment will remain in service for many years to come.

The impact of microelectronic or integrated circuit techniques calls for
some comment. Economical design of silicon integrated circuits differs
from that of discrete-component circuits principally in that the former
aims at minimizing the total area of silicon used whereas the latter aims at
minimizing the number of active devices. Consequently, a few of the
performance yardsticks adopted in this book (e.g., stage gain and sfage
gain-bandwidth product) are more appropriate to discrete-component



X Preface

than integrated circuits. Nevertheless, the bulk of the theoretical material
is directly applicable to both and has been applied with success. Over-all,
the basic philosophy of the pen-and-paper stage of design is the same,
namely, the production of circuits whose performance can be predicted
before they are built; the integrated-circuit designer is just not able to
make post-production changes in his design.

We do, of course, hope that this book will be of immediate use to
undergraduates and practicing engineers. We will, however, consider it a
success if it can play even a small part in developing a stronger sense of
“engineering”’ among workers in the electronics field.
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List of Principal Symbols

(i) area (usually subscripted)
(i1) flicker noise constant
(iii) availability factor
current gain, voltage gain

loop gain
(i) voltage exponent of depletion
layer wic'th
(1) temperature exponent of /.o
(iii) superposition constant

susceptance (usually subscripted)
(i) generalized feedback factor

(1) temperature exponent of mobility
(1i1) generalized feedback factor

bandwidth
noise bandwidth

capacitance (usually subscripted)
(1) incremental capacitance
(usually subscripted)
(i) flicker noise constant
(iii) temperature exponent of gy
(iv) superposition constant

Eq. 8.12b

Eq. 17.15

Eqgs. 5.24 and
5.16

Eq. 10.37

Eq. 4.8

Table 4.6

Eqgs. 10.28
and 10.72

Egs. 10.28
and 10.72
Eq. 4.23
Egs. 10.28
and 10.72
Fig. 1.3
Eq. 8.69

Eq. 2.65

Table 4.6

Eqgs. 10,28
and 10.72

X1



xii List of Principal Symbols

Cag
Cak» Cox

Cg
Ce

Cina Cout
Cey Cig
Ceo

Cys C2y C115 Cra,

Cao1, Cag
De9 Dh.
D,

D,

Dy
DF
DF,
d(inr®)
d(ins®)

d(ins?)
d(int?), d(vyr?)

d(in)®, d(in)?

d(iy®), d(vy®)
d(in®), d(vy®)

dN 4/dNs;

extrinsic anode-grid capacitance

intrinsic anode-cathode and grid-
cathode capacitances

base-charging capacitance

effective internal input capacitance
of a transistor

total grid-cathode and anode-cathode
capacitances

collector and emitter transition
capacitances

capacitance constant

parameters of the charge-control
model

diffusion constants for electrons and
holes
intermodulation distortion

rth harmonic distortion

total harmonic distortion

general driving-point function

direct component of DF

mean-square spot flicker noise
current

mean-square spot induced noise
current

mean-square spot shot noise current

mean-square spot thermal noise
current and voltage

mean-square spot noise current
generator pair at the input and
output

mean-square spot noise current and
voltage generator pair at the input

mean-square spot noise current and
voltage present in the input circuit

ratio of spot noise powers at the input
due respectively to the amplifier
and source

energy
electric field

Section 3.4.2

Eqgs. 3.39 and
3.38

Eq. 4.55

Eq. 4.111

Section 3.4.2

Egs. 4.65 and
4.64

Eq. 4.11

Egs.
2.39-2.44

Egs. 9.11 and
9.12

Egs. 9.2

Eq. 9.3

Eq. 10.72

Eq. 2.65

Eq. 3.62

Eq. 2.63

Egs. 2.62 and
2.61

Fig. 8.1¢

Fig. 8.1g

Eqs. 8.57

Eqs. 8.83
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List of Principal Symbols

(1) return difference
(i) spot noise factor

average noise factor
voltage conversion factor

frequency in hertz or cycles per second

(usually subscripted)
cutoff frequency
characteristic frequencies of a
transistor

(i) conductance (usually subscripted)
(ii) perveance
transfer conductance
(1) incremental conductance
(usually subscripted)
(it) rate of carrier generation
(1ii) generalized reference variable

(iv) loop gain advantage through
peaking

mutual conductance

large-signal g,,

average or nominal value of g,

parameters of the charge-control

model
gain-bandwidth product

loop gain advantage through peaking

dc or quiescent current
(usually subscripted)
collector saturation currents with
emitter and base open-circuited
drain saturation current

incremental current (usually
subscripted)

equivalent mean-square noise current
referred to the input

current density (usually subscripted)

xiii

Eq. 10.40
Eqs. 8.82 and
8.116
Eq. 8.121
Eq. 3.72

See w

See w, ete.

Eq. 3.34
Eq. 5.13

Eqgs. 10.28
and 10.72

Eq. 14.2]
Eq. 2.53
Eq. 6.16
Table 3.1
Egs.
2.54-2.56
Eq. 2.60

Eq. 14.27

Eqgs. 4.44 and
447

Egs. 4.123
and 4.136

Eq. 8.652
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List of Principal Symbols

flicker noise constant
parameters associated with input
and output resistances

(i) Boltzmann’s constant
(1.38 x 10723 joule/°K)

(ii) ratio of screen to anode current

(ii1) coefficient of coupling

(iv) number of identical groups of
stages in an n-stage amplifier

(1) inductance (usually subscripted)
(ii) channel length

mutual inductance

(i) mass

(i1) mass of electron

(9.11 x 1073 kg)

(ii1) field factor
(iv) shunt peaking parameter
(v) mean time between failures
mean time to repair

(i) turns ratio of a transformer
(i) number of units under test
acceptor and donor concentrations
number of failures

(i) electron concentration

(i) number of stages

number of effective poles

intrinsic concentration

numbers of poles and zeros
number of ion pairs

power (usually subscripted)

distortion power

(1) hole concentration

(i) general pole in the complex
frequency plane

effective distance of poles from origin

controlled mobile charge
controlling charge

Eq. 2.65
Eqgs. 5.21 and
5.35

Eq. 3.46
Eq. 7.79

Figs. 4.25 and
4.30

Eq. 4.27
Eq. 13.37
Eq. 17.10
Eq. 17.14

Eq. 174
Eq. 174
Eq. 13.12056
Eq. 4.2

Eqgs. 8.126
and 8.131

Eq. 9.14

Eq. 13.120a

Eq. 2.1
Eq. 2.1
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List of Principal Symbols XV

components of Q¢
total mobile charge
(1) charge of electron
(1.60 x 1071% coulomb)
(i1) incremental or signal charge
(usually subscripted)

(1) resistance (usually subscripted)

(1) reliability

external component of load
resistance

total load resistance

noise resistance

parallel combination of all biasing

resistors
transfer resistance

(i) incremental resistance (usually

subscripted)
(ii) rate of carrier recombination

(i11) exponent in bandwidth reduction

factor
anode resistance
large-signal r,
base resistance
collector resistance
drain resistance
emitter resistance

sensitivity
spot signal-to-noise ratio
(usually subscripted)
signal-to-noise ratio
(usually subscripted)
complex frequency: s = o + jw

absolute temperature
ambient temperature

noise temperature

cathode temperature
effective source temperature
general transfer function
direct component of TF

Eq. 2.1
Eq. 4.34

Eq. 17.7
Section 5.1.6
Section 5.1.6
Eq. 8.125

Section 5.1.6
Eq. 5.25

Eq. 13.124
Eq. 3.37
Eq. 6.16
Fig. 4.2
Eq. 4.59
Eq. 4.129
Eq. 4.38
Eq. 10.46
Eqgs. 8.55

Egs. 8.58

Eq. 8.122
Section 8.4.1

Eq. 10.28
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List of Principal Symbols

time
rise time

constants of charge-control theory

(1) dc or quiescent voltage
(usually subscripted)

(i1) electrostatic potential

avalanche breakdown voltage

“knee” voltage

anode voltage of equivalent diode

contact or “built-in” voltage

potential at barrier plane

pinch-off voltage

(i) incremental or signal voltage
(usually subscripted)
(i1) velocity
equivalent mean-square noise voltage
referred to the input

width (usually subscripted)
width of equivalent diode

insulating barrier width

depletion layer widths inn- and p-type
material

width constant

reactance (usually subscripted)
(i) distance

(i1) gain margin

position of barrier plane

admittance (usually subscripted)

transfer admittance

(i) incremental admittance
(usually subscripted)

(i1) phase margin

Fig. 1.2

Eqgs. 2.47 and
2.49

Eq. 4.81
Fig. 3.12
Eq. 3.27
Eq. 4.5
Section
3.1.1.3
Eqgs. 4.116
and 4.133

Eq. 8.656

Section
3.1.2.1
Fig. 4.25

Egs. 4.10
Eq. 4.9

Fig. 14.3
Section
3.1.1.3

Table 1.1

Fig. 14.3
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List of Principal Symbols Xvii

impedance (usually subscripted)

transfer impedance

characteristic impedance

(i) incremental impedance
(usually subscripted)

(i) general zero in the complex
frequency plane

components of ay

counterpart of «, for inverted
operation

common-base current amplification
factor of a transistor in normal
operation

large-signal ey

current amplification factor

feedback factor

counterpart of 8y for inverted
operation

common-emitter current amplification
factor of a transistor in normal
operation

large-signal 8

average or nominal value of 8

space-charge smoothing factor

(i) differential error

(i1) charge-control parameter

differential errors at the signal peaks
when the input is a sinusoid

permitivity

damping ratio for complex poles
(i) coupling efficiency

(i1} power conversion efficiency

(iii) overshoot in step response
(iv) tilt in square wave response

Table 1.1
Egs.
4.75-4.78

Section 4.2.2

Eq. 4.45
Eq. 4.83a

Egs. 2.57 and
8.4
Eq. 10.36

Section 4.2.2

Eq. 4.46
Eq. 4.83b
Table 4.7

Eq. 2.64
Eq. 9.1
Eq. 5.12

Eqgs. 9.17

Eq. 13.29

Eq. 11.58
Eq. 16.17
Fig. 1.2
Fig. 1.2
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List of Principal Symbols

thermal resistance

(i) common-mode rejection
(i1) failure rate

voltage amplification factor

reference variable
large-signal g

electron and hole mobilities
screen amplification factor

constant in feedback theory
constant in high-frequency peaking

resistivity
time response function

(1) real part of complex frequency
(i) specific heat

time constant (usually subscripted)

life time and mean transit time of
carriers

thermal time constant

characteristic time constants of a
transistor

ratio of mean pole distances for
four-terminal and two-terminal

peaking

mean-square spot noise current and

voltage generators per hertz at the

input
bandwidth reduction factor

frequency-dependent functions
factor of ¢ function

Eq. 15.1
Eq. 17.4

Eqs. 2.58,

3.40, and
4.74

Eq. 10.36
Eq. 6.16
Eq. 3.42
Eq. 10.59

Eqgs. 13.119

See w

Egs. 2.3 and

2.2
Eq. 2.69
See wg, etc.

Eq. 13.131

Eqs. 8.56
Eq. 13.122

Eq. 7.1
Eq. 7.2
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Wg

List of Principal Symbols Xix

frequency in radians per second
(usually subscripted)

Note. f, w, and T are used inter-
changably with
2af, = w, = 17y

current gain-bandwidth product of a

transistor Eq. 4.110
short-circuit current gain-bandwidth Egs. 4.71 and

product of a transistor 4.73
gain-bandwidth product of an Eqgs. 4.66 and

intrinsic transistor 4.72
characteristic frequency of a transistor,

at which

lic/islse = an/v/2 Eq.4.93

characteristic frequency of a
transistor, at which

lic/islse = Bn/A/2 Eq. 4.108
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List of Principal Subscripts

(i) anode
(i) indicates the average or nominal value given in manu-
facturers’ data sheets (as in Tables 3.1 and 4.7)

base
internal base

(1) collector
(ii) coupling
(iii) channel
common-mode

(i) drain

(i1) decoupling

(ii1) indicates specifically that the parameter belongs to a
device [as in d(vy?)p]

differential-mode

emitter

electron

indicates the effective value [as in Rpern)
indicates the external component [as in Ry

feedback

() grid

(i) gate

hole

(i) input

(1) indicates a parameter of an intrinsic device {as in

[ Yr(s)L:}



m
max
min

out
ocC
opt

pp

SC

tot

1,2,3

VOLTAGES

List of Principal Subscripts XXi

input; used when some aspect of the terminology is unusual
cathode
load

indicates the mid-band value (as in 4,,,)
indicates the maximum value [as in Pemax)
indicates the minimum value [as in Vgmin]

indicates noise; used to differentiate between signal and
noise quantities (as in vy;)
n-type semiconductor

output

output; used when some aspect of the terminology is unusual
indicates the open-circuit value (as m p,.)

indicates the optimum value (as in 7,,,)
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control, collecting and emitting electrodes of the general
charge-control model

RULES FOR SUBSCRIPTS

(i) single subscript = voltage at electrode

e.g.:

V, = dc voltage at anode
vy = signal voltage at emitter
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e.g.:
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(iii) double subscript = voltage difference between electrodes

e.g.:
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CURRENTS
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e.g.:
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(i) reference directions for electrode currents thus:

ELECTRODE SUPPLY RESISTORS
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e.g.:

Il

Ry
Rg

anode supply resistor
emitter supply resistor

ELEMENTS OF SMALL-SIGNAL EQUIVALENT CIRCUIT

double subscripts are used on unnamed incremental resistances and
capacitances in the equivalent circuit of a device
e.g.:

cex = intrinsic grid-to-cathode capacitance

rgs = gate-to-source resistance
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Amplifying Devices and
Low-Pass Amplifier Design



Chapter 1

Introduction to Amplifiers

Amplificrs exist in one form or another in nearly every item of electronic
equipment. A knowledge of amplifier theory and design thus is basic to
a comprchensive understanding of most electronic circuits. Often the
presence of the amplifier sections is obvious; at other times it is disguised
by the circuit arrangement. Obvious examples are such items as audio-
frequency amplifiers, radio-frequency amplifiers, and direct-current
amplifiers. Less obvious are the amplifier sections of oscillators,
multivibrators, and regulated power supplies.

This chapter is a general introduction to amplifier theory and design; it
emphasises the need for understanding a variety of background concepts
and indicates the layout of the book.

1.1 BASIS OF AMPLIFICATION

The process of amplification is well-known intuitively but rather
difficult to define in a complete and yet meaningful way. The elementary
idea of amplification is based on normal English usage as suggested by the
following extracts from the Concise Oxford Dictionary:

amplification (noun): extension, enlargement, making the most of a thing

amplify (verb): enhance, enlarge, expatiate

amplifier (noun): appliance for increasing the loudness of sounds, strength
of [radio] signals, etc.

Thus amplification is commonly associated with an increase in the level
of signals; for example, the small output signal from a microphone may be
increased to the larger magnitude necessary for the operation of a loud-
speaker. For this idea of amplification to be meaningful, however, care
must be exercised in defining what is meant by “signal.”
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If signal refers to energy or power, there must be an increase in signal
level between the input of an amplifying device and the output.  Amplify-
ing devices such as vacuum tubes and transistors may be thought of as
energy-conversion devices in which a small amount of input signal power
stimulates the extraction of a larger amount of signal power from a
power reservoir —the power supply. The signal power extracted from the
power supply 1s made available at the output and power amplification is
achieved. The ratio of the output signal power to the input signal power
is the power gain, which may be expressed as a numerical ratio but is more
commonly expressed logarithmically in decibels:

(power gain)yp = 10 log,, {(power 2ain),umeyic- (1.1

This is probably the most general picture of the amplification process and
may be applied either to conventional amplifiers that use a dc power
supply or to maser and parametric amplifiers that use a time-dependent
power supply.

If signal refers to time-varying voltages or currents, the signal level does
not necessarily increase between the input and output of an amplifying
device: to be useful an amplifier need not necessarily have a voltage gain
greater than unity. Indeed, if the input signal is a voltage and the output
signal is a current, the idea of an increase in level is meaningless. It is
necessary to think of an amplifier as a circuit that preserves a certain
functional relationship between the input and output signals. The fact
that power gain is achieved is not always obvious from the functional
relationship, but, of course, the functional relationships that are realized
with amplifiers cannot be realized with purely passive circuits. Table
[.1 lists the more important transfer functions—that is, the combinations
of input and output signal types.

Both signal power and signal voltage or current are useful concepts,
but the second is particularly convenient for amplifiers of the kind con-
sidered in this book. Ratios of currents andjor voltages are more
simply controlled and calculated than power ratios. Consider, for
cxample, the ideal voltage amplifier shown in Fig. 1.1a. For a constant
input voltage v,(¢) the output voltage ¢,(¢) remains constant, irrespective
of the value of the load resistance R;; the power gain, on the other hand,
is given by

. 0,2

power gain = R P (1.2)

where P; is the input signal power. For constant input power (which
often corresponds to constant input voltage) the power gain is a function
of the load resistance. Voltage gain is an invariant quantity, whereas
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Table 1.1 Most-Used Transfer Functions

Input Signal Output Signal Transfer Function
Voltage Voltage Voltage gain
Ay = bofvy
Current Current Current gain
Ap = bofi;
Voltage Current Transfer admittance
Yr = isfv;
Current Voltage Transfer impedance
Zr = v,/
Charge Voltage Transfer elastance
ST = vo/Ql

power gain is not. The remaining parts of Fig. 1.1 illustrate three other
useful cxamples -the invariance of current gain, transfer admittance, and
transfer impedance. The amplifier is represented in these four diagrams
by a triangular-shaped box that indicates the direction of signal flow.
To be useful all of these circuits must amplify in the sense that their power
gain is greater than unily, but the performance is most conveniently
specified by the relevant ratio of voltages and/or currents. It is customary

T T
T

}_

.'_.J7 3

Fig. 1.1 Transfer functions: (a) voltage gain; (b) current gain; (¢) transfer admittance;
{(d) transfer impedance.
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to specify voltage and current gain as a numerical ratio, although
logarithmic units such as decibels are sometimes used:

voltage or ° voltage or
: ) = 20 log,e . (1.3)
current gam/ 5 current g2aimn/ pyumeric

Transfer admittance and transfer impedance are dimensional quantities,
usually expressed as so many milliamperes per volt or volts per milliampere.
[t is left as an exercise for the reader to verify that the presence of the
multiplying factor 20 in Eq. [.3 enables logarithmic power gain to be
determined directly from logarithmic voltage or current gain, provided
that the ratio of input and load resistances is known.

The ideat amplifiers with constant transfer functions shown in Fig. 1.1
cannot be realized in practice. As R, approaches zero, A, and 7, must
also approach zero, for no physical device can provide the infinite output
current required to maintain the output voltages. Similarly, as R;
approaches infinity, 4, and Yy must approach zero, for no physical device
can provide an infinite output voltage. Consequently, the transfer
function A,. A,. Y,. or Z, of a practical amplifier is approximately
invariant only for a limited range of R, beyond this range the transfer
function depends on the load. However, the analysis and design of a
complete amplifier will be so much simplified if the transfer functions of
the component building blocks can be made independent of their loads
that every cffort should be made to have the building blocks approach this
ideal. The use of building blocks with a constant transfer function is the
cornerstone of the design philosophy set out in this book.

1.2 FIDELITY OF AMPLIFICATION

Ideally, the output signal waveform from an amplifier should be an
exact replica of the input signal or be related to it in some precise functional
way such as ideal integration. All practical amplifiers depart from this
ideal; the accuracy of performance is usually known as the fidelity of the
amplification. As might be guessed from the excessive use of the term
“high fidelity™ in advertising, there is no single quantitative measure of
fidelity. However, the individual factors that limit fidelity are capable of
fairly precisc definition and should be discussed. These factors are
dynamic response, noise, hum, and microphony.

1.2.1 Dynamic Response

Dynamic response may be defined as the response to steady or time-
varying input signals of large or small amplitude. There is a funda-
mental limitation to dynamic response, and further limitations may be
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introduced artificially. ~ As the rate of change of an input signal is in-
creased, the inherent inertia of the charge in the amplifying devices does
not allow the corresponding rate of change to be reached by the output.
Therefore the ideal functional relationship between the input and output
is not preserved for signals with rates of change greater than a certain
limiting value, and the dynamic response can be represented by a constant
transfer function only for signals whose rate of change is less than this
critical value. Alternatively, because time functions can be synthesized
from a Fourier spectrum of sinusoids, the dynamic response is represented
by a constant only for signals whose Fourier components lie below a
certain maximum frequency. Artificial limitations to the dynamic
response of an amplifier are often introduced to simplify some aspects of
the design. Coupling capacitors and transformers (Chapter 6) are used
to limit the dynamic response for signals with very low rates of change or,
alternatively, signals whose Fourier components lie below a critical
frequency. In most cases some of the Fourier components of the input
signal lie outside the critical band of frequencies, and consequently there is
some loss of signal information in any amplifier. Minimum acceptable
levels of performance for different applications are discussed in Chapter 7.

1.2.1.1 Small-Signal Dynamic Response: Fundamental Limits

For signals of very small amplitude—the so-called small-signal condi-
tions —the dynamic response is independent of signal amplitude; the
amplificr behaves as a linear network. The dynamic response of a linear
network may be specified in a number of ways, the two most common
being its time response and frequency response.

Time response relates the shape of the output waveform to a time
waveform at the input. The two most often used input waveforms are the
step function and the square wave. Figure 1.2a shows a typical response

Output Output R
00+ MG F — — 5~ Overshoot T

— Tilt
a3
10095 L/ T~ ”%I_ ]
e 1000;] |
| Time
105 LS ! L
- Time

(a) (b)

Fig. 1.2 Time response: (a) rise time and overshoot; (b) percentage tilt (referred to
in Section 1.2.1.2). The time scale is compressed in (b) relative to (a) by several
orders of magnitude; (@) is the detail of the vertical edge in ().
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waveform for a step-function input. The shape of this output waveform
1s often defined incompletely but usefully by quoting the 10 to 907, rise
time t, and the maximum orershoot as a percentage n of the final amplitude
of the waveform.

If a sinusoidal signal of constant amplitude but variable frequency is
applied to the amplifier. it is found that the output signal is approximately
constant in amplitude for frequencics below a certain value. whereas above
this frequency the output falls away. The cutoff frequency is the frequency
at which the output voltage or current (and thercfore the gain) falls below
some specified fraction. This fraction is usually (but not always) taken as

—l,—_ = 0.707.
V2

On a decibel scale it corresponds to a fall in gain of 3 dB; the power gain
is halved. The bandwidth # of an amplifier is the frequency range over
which its gain is constant within the specified limits, and for a low-pass
amplifier which has no artificial restrictions on its dynamic response the
bandwidth is numerically equal to the cutoff frequency. Figure 1.3a
illustrates cutoff frequency and bandwidth; the significance of the generic
name low-pass amplifier is apparent.

The time and frequency response of a linear network are interdependent,
and the complete way of specifying both is by means of the complex
[frequency plane. The complete specification of the small-signal transfer
function of an amplifier involves a knowledge of the position of its poles
and zeros in the complex frequency plane, together with a multiplying
constant v:

) (I = sfz)(1 = s/z9)-- ]
7 - —_—] 1.4
TEE) V[(! — s/p )1 — sipy)- - (4
& &
L 2
: :
0 feo(t) feothy
Frequency Frequency
(a) (b)

Fig. 1.3 Frequency response: cutoff frequency and bandwidth., Part (5) is referred
to in Section 1.2.1.2.
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where TF(s) is the transfer function (4y, 4,, Yy, Z, etc.),
z,, Zy- - - are the zeros,
p1, p2- -+ are the poles.

Except for the special cases discussed at the end of Section 7.3.1, the
constant v is the mid-band transfer function TF,, of the amplifier (A, A4,,
Gy. Ry, etc).  Foranamplifier with no artificial restrictions on its dynamic
response the true transfer function approaches the ideal constant mid-band
transfer function only for small signals whosec complex frequency
approaches zero. Therefore the dynamic response can be represented
exactly by a constant only for signals whose rate of change (for a time
waveform) or whose frequency (for a sinusoid) approaches zcro. How-
ever. the dynamic response is approximately constant for signals whose
modulus of complex frequency is somewhat less than the modulus of the
innermost (nearest to the origin) singularity. It is a good approximation
to represent the dynamic response by a constant over this working range
of complex frequency; from Eq. 1.4

TF(s) ~ v = TF,. (1.5)

Because of its ready application to small-signal problems, linear circuit
theory is an extremely important tool in amplifier design, and a knowledge
of manipulation in the complex frequency plane is assumed in this book.

1.2.1.2 Small-Signal Dynamic Response: Artificial Limits

Artificial limiting of dynamic response by means of coupling and bypass
capacitors can be specified in the same general ways as the fundamental
limitation due to inertia. Incomplele but useful specifications are the
deformation of a time waveform and the cutoff frequency for sinusoids;
complete specification is by means of a singularity plot in the complex
frequency plane. Figure 1.25 illustrates the most common specification of
waveform deformation, the percentage tilt or sag on square wave, and
Fig. 1.3b illustrates the lower 3 dB cutoff frequency. The bandwidth of an
amplifier is the difference between the upper and lower cutoff frequencies,
and the range of frequencies between the cutoff points is called the passband.

An amplifier with restricted low-frequency response might be called a
band-pass amplifier, for it passes only the band of frequencies between two
limits. However, the name low-pass amplifier is retained, for the low-
frequency restriction is introduced artificially. The name band-pass
amplifier is reserved for the class of tuned amplifier in which the funda-
mentally limited passband does not extend to zero frequency. Low-pass
amplifiers are sometimes called base-band amplifiers. Special low-pass
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amplifiers whose low-frequency response is not restricted are called dc
amplifiers because their useful response extends to zero frequency.

1.2.1.3 Large-Signal Dynamic Response

The complex frequency plane representation of dynamic response is
applicable only to linear systems. Active devices such as vacuum tubes
and transistors always have nonlinear electrical characteristics, and the
s-plane representation is formally invalid except for the special case of
infinitesimally small signals assumed throughout Sections 1.2.1.1 and
1.2.1.2. As the signal input to a practical amplifier is increased in
magnitude, two effects occur:

1. There is some failure of the proportionality between input and output
signals; successive equal increments of the input signal do not
produce corresponding equal increments of the output signal.

2. The bandwidth, rise time, and tilt become functions (usually com-
plicated functions) of the signal amplitude.

The signal amplitude at which nonlinearity in the devices manifests itself
as an amplitude-dependence of the response is called the maximum of
dynamic range or, more simply, the dynamic range. A common specifica-
tion of dynamic range is the largest amplitude of input voltage or current
for which the response is independent of signal amplitude, within specified
limits,

An important simplification occurs in the special case of slowly varying
signals for which inertia effects are negligible and the transfer function
TF(s) can be approximated by TF,. Only the time-independent non-
linearities are important and their effect can be deduced from a knowledge
of the dc characteristics of the devices. For example, the d¢ characteristic
relating anode voltage V, to grid voltage V' for the vacuum-tube amplifier
shown in Fig. 1.4a4 has the general form shown in Fig. 1.46. For normal
amplifier operation the vacuum tube must be operated within the limits
set by zero anodc current (the cutoff limit) and anode current maximum
(the saturation or bottoming limit). Typically, the quiescent grid potential
Vie is set as shown in Fig. 1.4c. If a slowly varying (i.e., low-frequency)
input sinusoid of very small amplitude is superimposed on this quiescent
grid voltage, the resulting signal component of anode voltage is very close
to a perfect sinusoid—waveform (i) in Fig. 1.4¢. If the input is increased
to the order of the amplitude shown by waveform (ii), the output waveform
departs from a true sinusoid; the ncgative excursion of the anode voltage
exceeds the positive excursion. This type of distortion is considered in
Chapter 9. Finally, if the input sinusoid is increased to the order of
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put for various signal amplitudes.
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amplitude indicated by waveform (iii), the tube is driven out of its normal
operating range on both positive and negative signal excursions and gross
distortion results. Gross distortion must always be avoided in low-pass
amplifiers; the tolerable level of distortion due to the nonlinearity within
the normal range of operation depends on particular applications.

If the input sinusoid is increased in frequency to such an extent that 7F(s)
cannot be approximated by 7TF,, the anode and grid voltage sinusoids in
(i) do not remain 180° out of phase. Furthermore, the output waveforms
in (ii) and (iii) do not remain symmetrical about their peaks and cannot be
determined from the dc transfer characteristic alone. The determination
of accurate output waveforms is extremely tedious.  Often, high-frequency
(or fast transient) problems can be investigated by assuming that the
dynamic range is set only by the gross nonlinearities of saturation and
current cutoff.

Broadly, distortion may be thought of as the addition of corrupting
Fourier components to the signal as it passes through an amplifier.

1.2.2 Noise

Noise i1s a completely different mechanism which adds corrupting
components to the signal; it arises from the randomness in the motion of
the charged carriers in electrical and electronic processes. Components
of noise are associated with the flow of electrons and holes in a semi-
conductor and the flow of electrons in a vacuum or conductor. Unlike
distortion, noise is important when the signal amplitude is small; noise in a
device sets a lower limit to the amplitude of signals for which it is a satis-
factory amplifier—that is, the minimum of dynamic range. Noise sources
are discussed in Chapters 2 to 4, and means for minimizing the total noise
of an amplifier are considered in Chapter 8.

1.2.3 Hum and Microphony

Hum and microphony also are mechanisms for producing corrupting
components which add to the signal. Like noise, hum and microphony
are important when the signal levels are small and may set a lower limit
to the signal input for which an amplifier is satisfactory. Unlike noise,
these two man-made corrupting mechanisms can theoretically be reduced
to negligible proportions. Hum is caused by the leakage of power-
mains-frequency voltages or currents into the signal path of an amplifier
and may be introduced via a conduction path or by electrostatic or
electromagnetic induction. Microphony is caused by internal vibration
when an amplifying device is subjected to mechanical shock.
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1.3 THE PHYSICAL REALIZATION OF AMPLIFIERS

Amplifiers use one or more amplifying devices, usually vacuum tubes,
transistors, or both.  The combination of one amplifying device and its
associated passive circuitry is generally known as an amplifier stage,
multistage amplifiers are interconnections of a number of stages. It
should be noted that this definition of stage should not be taken too
literal!y and that in some advanced circuits it is convenient to group two or
more devices together to constitute one stage. Nevertheless, it is con-
venient to assume that this arbitrary definition is valid and to consider
the problems in realizing single- and multistage amplifiers.

1.3.1 Single-Stage Amplifiers

The small-signal behavior of an isolated amplifying device can be
represented by a small-signal equivalent circuit that involves resistors,
capacitors, and veltage or current sources. For example, it is well known
that the equivalent circuit shown in Fig. 1.5 represents the small-signal
behavior of a vacuum tube at low frequencies. The apparent voltage gain
of this circuit is given by

K —gars (1.6)

sk
and its magnitude is 100 for a typical triode, type ECC83/12AX7. (Lower-
casc letters ¢ and / represent signal quantities, 1.e., changes about the
steady-state or quiescent dc values; dc voltages and currents are repre-
sented by capital letters V and 7.} This apparent voltage gain can never
be achieved in practice because the equivalent circuit cannot exist in
isolation. The equivalent circuit is a valid representation of performance
only when the tube is biased so that

(1) the anode is positive with respect to the cathode,
(i1) the grid is negative with respect to the cathode,
(i1} a finite anode current flows.

Go— . iy

— <+ EmUcxk T

Ko * o K

Fig. 1.5 Small-signal equivalent circuit for a vacuum tube at low frequencies.
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Some form of biasing circuit must be used to ensure that these quiescent
conditions exist, and this biasing circuit invariably has some effect on the
small-signal performance. The small-signal equivalent circuit of an
amplifier stage consists of the device equivalent circuit in combination
with other elements. Usually the performance of an amplifier stage is
inferior to the performance inherent in the device itself.

Consider the influence of the biasing circuit on small-signal per-
formance in the three simple examples of Fig. 1.6. In the trivial case of
Fig. 1.6a two batteries set the necessary quiescent conditions. This is
absurd from the signal viewpoint, however, for no signal voltage can be
applied to the grid or developed at the anode. In Fig. 1.6b a signal
voltage source is placed in series with the grid bias battery. The circuit
has a finite transfer conductance given by

L=t g, (1.7

but, because no signal voltage can be developed at the anode, the voltage
gain is zero. The final step of adding a resistor R, in series with the
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Fig. 1.6 Evolution of a voltage amplifier: (a) biasing batteries; () introduction of
input signal; (c) load resistor and output voltage.
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Fig. 1.7 Variation of gain with load rcsistance.

anode supply battery as in Fig. 1.6c allows a finite voltage gain to be
achieved:

; 1
= = sl m) (1.8)

The variation of voltage gain with anode load resistor is shown in Fig. 1.7;
the gain increases monotonically with R, toward the limiting value gnr,.
However. the quiescent anode current flows through R, and a significant
dc potential is developed across it. This sets an upper limit to the value
of R, which can be used with a given supply potential. Suppose an
ECC83,/12AX7 is to be operated at 0.5 mA anode current and that the
anode-to-cathode voltage is to be not less than 150 V. If a 200-V power
supply is available, the maximum value for R, is 100 k2. But r, for the
tube is 100 kQ at 0.5 mA anode current. Therefore the maximum attain-
able gain is given by Eq. 1.8 as 50; this is only half the value of 100
inherent in the tube itself.

The problem of achieving a satisfactory compromise between signal and
bias circuit requirements is important with all devices. In principle, the
use of an inductor or transformer as shown in Figs. 1.8a and b provides an

. 1
B
- 5
?Wm Via—=
(a) (b)

Fig. 1.8 Biasing with inductors or transformers.
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elegant solution. Ideally, there is negligible dc voltage drop across the
inductor or the primary winding of the transformer. Because no dc
current flows in the load resistor R;, R, can be made large and a high
voltage gain is obtained. In practice, these circuits are often unsatis-
factory because of the difficulty in realizing inductors and transformers
that preserve their characteristics over a large bandwidth. However,
these circuits find extensive use in band-pass or tuned amplifiers.

It might be expected from the foregoing remarks that the function of a
biasing circuit is merely to ensure that the amplifying device will operate
somewhere within its range of quiescent conditions. In fact, reasonable
precision is required in the biasing circuit because of the strong dependence
of many critical parameters in the small-signal equivalent circuit on the
quiescent conditions. Furthermore, there are definite limitations to the
range of quiescent conditions that can be used with a particular device
because of the effects of excessive power dissipation and heating or other
mechanisms of device deterioration; these limits are specified by device
ratings.

Thus, to design small-signal amplifier stages. a knowledge of the
following is required:

(1) the small-signal equivalent circuit and the laws of variation of the
small-signal parameters,
(i1) linear circuit theory,
(11) the large-signal (nonlinear) performance as it affects biasing circuit
design,
(iv) device ratings,
(v) noise performance of amplifying devices.

Topics (i), (ii1), (iv), and (v) are most logically introduced by way of device
physics and are covered in Chapters 2, 3, and 4; biasing circuits are
considered in Chapter 6, and the circuit theory of simple amplifier stages is
given in Chapters 5 and 7. More advanced amplifiers usually employ a
circuit technique known as feedback, which is introduced in Chapter 10.

1.3.2 Multistage Amplifiers

The magnitude of the voltage gain, current gain, transfer admittance,
or transfer impedance that can be achieved with a single-stage amplifier
has definite limits. For these limits to be exceeded a number of stages
must be joined together to produce a multistage amplifier. One or both
of the following interconnections may be used.

In mudiiplicative amplification the signal passes successively through a
line of cascaded single stages, as indicated in Fig. 1.9a. Each stage, in
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Fig. 1.9 Multistage amplifiers: (a) multiplicative amplification; (b) split-band
amplitication; (c) distributed amplification.

turn. adds to the over-all power gain. The transfer function of the multi-
stage amplifier is the product of the individual stage transfer functions,
provided that this multiplication is dimensionally consistent; the individual
stage transfer functions must be such that the output signal type (voltage
or current) from one stage is the input signal type to the following stage.
An important simplification results if the transfer function chosen for any
stage has the same value both when the stage exists in isolation and when
it 1s interconnected with the other stages. The transfer functions of the
stages can then be calculated individually; the over-all transfer function is
the product of these independent quantities. If this simplification is not
achieved, the transfer function of any stage within a multistage amplifier
depends in part on the following stage; interaction is said to occur, and the
design of one stage affects the performance of those adjacent. The
approaches to design considered in this book aim at minimizing or con-
trolling intcraction between stages, thereby simplifying amplifier design.
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In additive amplification the signal outputs from a line of parallel single
stages are added. At least two methods are used.

1. In the split-band method the individual stages are arranged as shown
in Fig. 1.95 and each accepts only those signals that lie within a certain
narrow frequency range. For reasons that are discussed in later chapters
these narrow-band stages may have fairlv high gains; the product of the
stage gain and bandwidth is a constant. The passbands of the individual
stages are arranged so that the complete amplifier covers the required
over-all frequency range, and their gains are made equal.

2. In a second method of additive amplification the individual stages
are arranged with their inputs and outputs connected by separate delay
lines, as shown in Fig. 1.9¢. If the two delay lines have equal propagation
velocities, the input signal is applied to each stage in turn and their outputs
add. This extremely important mode of operation for amplifiers is
known as distributed amplification.

1.4 COMPONENTS FOR AMPLIFIERS

The most important components in amplifiers are the active devices,
and good circuit design must be based on a knowledge of their physical
properties. Active device parameters change with quicscent operating
voltage and current and usually change with tempcrature and time; they
may also change with pressure, humidity, and under conditions of mech-
anical shock. In addition, because modern amplifying devices are mass
produced, significant unit-to-unit variations arise from finite manufactur-
ing tolerances. If the effects of all these possible sources of variation are
estimated by the designer, certain expected ranges of device-parameter
variation may be estimated. Some parameters vary only slightly, per-
haps +2%,, whereas others may vary over the range from half to three
times the expected average value.

Amplifiers use components other than active devices. The two most
common additional circuit element types are resistors and capacitors, with
inductors, transformers, and certain nonlinear elements such as thermistors
occurring less frequently. These passive circuit elements are available
over a wide range of values and in a number of different grades. The
following ranges for the values of resistors and capacitors might be con-
sidered as normal, although values outside these ranges can be obtained.

Resistors:

1 £ to 10 MK

Capacitors:

1 pF to 1000 pF.
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The normal grade of resistor or capacitor has a tolerance of +10%, on its
value. although some obsolescent types have +20%,. This standard of
+ 10", is based partly on the economics of manufacture but also has been
c'slabhshed because more precise components could not be justified in the
Jight of vacuum-tube and transistor parameter tolerances. Better-grade
c(;mponents have +5%, tolerance and often rather superior character-
istics - - lower excess noisc for a resistor, lower leakage for a capacitor, and
so on. Precision-grade components with tolerances as close as +17%,
and decidedly superior characteristics are fairly readily available and still
closer tolerances can be obtained if required. Some types of capacitor,
notably electrolytics and high-k ceramics, have guaranteed minimum
values: typically their tolerance is —0 to +100%,.

The toregoing comments apply specifically to amplifiers in which dis-
crete. mdividually made active devices and passive components are
assembled to produce a complete circuit. An increasing number of
modern circuits are so fabricated that the devices and components are
produced together within a single chip of silicon. Section 17.3 contains
an introduction to the technology of these integrated circuits. Their
design may differ in some points of detail from the design of discrete-
element circuits because a smaller range of passive component values is
available and because manufacturing tolerances are different; the general
principles. however, are unaltered. Realizable integrated resistor and
capacitor values usually lie below 100 k€2 and | nF, respectively. Abso-
lute tolerances on component values are poor, but tolerances on ratios
tend 1o be good.

The designer must constantly be aware of the existence of these param-
eter tolerances and use circuit techniques that minimize their effect on
over-all performance. It is then possible to obtain extremely precise
performance from amplifiers that use mainly unselected devices and com-
ponents. Furthermore, it is possible to design these circuits to any degree
of precision completely on paper, without the necessity of resorting to
experimental fiddling with components. This is by far the most satis-
factory approach to circuit design, but strangely enough it has not found
universal acceptance. Indeed, the following quotation from a paper by
F. C. Williams* is just as valid today as it was when written in 1946:

“In approaching the problems of precision, reliability and reproducibility,
the author and his colleagues have rightly or wrongly assumed that these
threc requirements reduce to a single requirement, ‘designability,” that is,
the development of circuits whose operation can be predicted accurately

* F. C. WiLiams, “Introduction to circuit techniques for radiolocation,” J. Inst.
Elec. Engrs. (London), 93, Part 111 A, 289, 1946.
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before they are built. This is an accepted principle in most branches of
engineering but, owing to the many imperfections of [vacuum tubes] and
components, the specialized nature of the necessary design work, and the
extreme ease of assembly and modification of experimental equipment, it
has not found universal acceptance in the field of electronics. A circuit
which is designed to give a certain result and which is shown to give that
result by experiment with a single sample will probably be reproducible
in bulk and will probably work reliably in service, provided the design has
taken care of component tolerances and the conditions of service as regards
temperature range, humidity, and so on.”

1.5 STANDARD PRACTICE AND CREATIVITY

The following extract from the Report on Ervaluation of Engineering
Education, 1952-1955, presents a pithy general picture of what is involved
in engineering design:

“The capacity to design includes more than mere technical competence.
It involves a willingness to attack a situation never seen or studied before
and for which data are often incomplete; it also includes an acceptance of
full responsibility for solving the problems on a professional basis.”

At almost all levels of design the designer must be aware of the conflict
existing between standard practice and creativity. Standard practice is
not necessarily correct nor is creativity nccessarily desirable in a particular
problem. Thus the ideal designer should be aware of standard practices
and their limitations and at the same time should be able to think creatively
when necessary. There are plenty of so-called designers who have found
their own niche in an organization and spend their time in mechanical
repetition of particular design procedure for, say, a filter or transformer.
This is certainly not design in its highest sense and may be more economic-
ally performed by a computer. Mere concentration on standard practice
15 not in itself rewarding.

This book discusses specific methods of design that have been found
useful, and in this sense they are standard. However, the background
philosophy is capable of application in completely new situations and, it is
hoped, will assist readers who wish to go beyond a professional life of
mechanical repetition.



Chapter 2

Characteristics of
Amplifying Devices I:

General Introduction

There have been two major inventions in the field of amplifying devices.
The first was the vacuum triode invented by de Forest in 1905 and the
second was the point-contact transistor invented by Shockley, Brattain,
and Bardeen in 1948. Higher gain tetrode and pentode vacuum tubes
have been developed from the basic triode and an entire family of semi-
conductor devices from the point-contact transistor. This book is con-
cerned principally with the circuit applications of triode and pentode
vacuum tubes and bipolar transistors, for these are the standard amplifying
devices in use at present. Most of the concepts can be reapplied to field-
effect transistors (these are mentioned briefly) and to other three-terminal
devices that may be developed in the future. Two-terminal devices such
as the tunnel diode are not considered.

The basic objectives of a circuit designer are to choose the device type
best suited to a given application and to use it to best advantage. The
initial choice may depend on many factors—system requirements, environ-
mental conditions, economics—but in every case it will be strongly
influenced by the general electrical characteristics of the competing devices.
The final circuit design requires a more detailed knowledge of these
characteristics. Some scheme is therefore required from which device
behavior can be predicted, both in outline and detail, under any conditions
of operation. Information is required on

(i) the dynamic response to applied signals of large or small amplitude,
(1) the corrupting noise produced within the device,
(iii) the power, voltage, and current limitations or ratings of the device.

19
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These aspects of device performance are introduced in the following
sections; dynamic response is considered in Sections 2.1 to 2.5, noise in
Section 2.6, and ratings in Section 2.7.

2.1 CHARACTERIZATION OF DYNAMIC RESPONSE

Many models have been suggested for characterizing the dynamic
response of electronic devices—graphical characteristics, accurate and
approximate analytical expressions, linear approximations of various
types—and still there are others. In deciding on the model that is most
likely to be useful in circuit design, the following points should be noted:

1. The same model should be applicable to a number of electronic
devices and to a number of modes of operation of a given device. This
provides a basis for comparing and contrasting the performance of
competing devices.

2. The model should be directly related to fundamental physical
processes, but for the particular case of signals that are small enough for
the device parameters to be considered as constants the model should
reduce to a form suited to direct use in linear circuit theory. This
removes the gap that would otherwise exist between “device” and
““circuit” concepts.

3. The model should have parameters that can be measured easily and
have known laws of variation with operating conditions.

4. The model should be as accurate as necessary for normal use and for
some slightly abnormal uses. It should not be more accurate than
warranted by the numerical data available if this increased accuracy is
achieved by increased complexity.

5. Although the basic form of the model should be simple, it should
lend itself to expansion to allow for those second-order effects that are
sometimes significant.

One model that satisfies these requirements is based on the charge-control
theory of amplification.

2.2 CHARGE-CONTROL THEORY OF AMPLIFICATION*

A number of electronic devices, including the vacuum tube and
transistor, consist of four basic parts:

(i) an emitting electrode which emits charged carriers,

* The following references are important and will repay study: R. BEauroy and J.
SPARKES, “ The junction transistor as a charge-controlled device,” ATE J., 13, 310,
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Fig. 2.1 The charge-control model.

(i) a conducting channel or control region through which the carriers
move,

(i) a collecting electrode,

(iv) a gate or control electrode which (largely) controls the carrier flow.

Such devices can be represented by the charge-control model (Fig. 2.1).

The variable from which the charge-control model takes its name is the
mobile carrier charge in the control region, for charge-control theory
recognizes that the electrode currents are uniquely related to this charge
and its time derivatives. Even so, the mobile carrier charge is known as
the controlled charge Q because it is under the influence of another
controlling charge Q.. This controlling charge exists principally as a
component Q¢; on the control electrode, although a small portion Q.
can exist on the collecting electrode. In general, therefore, Q. is a
function of both the input voltage ¥, and the output voltage ¥,. Because
there can be no net accumulation of charge in the model, the steady-state
values of Q and Q. must be equal and opposite:

"Q = Q¢ = Qc1 + ch- (2-1)

In a vacuum tube the two sets of charge are quite separate. The
controlled charge Q is the excess electron space charge that is stored
principally in the cathode-grid space when the tube conducts, whereas

October 1957. E. Jonnson and A. Rose, “Simple general analysis of amplifier
devices with emitter control and collector functions,” Proc. Inst. Radio Engrs., 47,
407, March 1959. R. D. MIDDLEBROOK, “*A modern approach to semiconductor and
vacuum device theory,” Proc. Inst. Elec. Engrs. (London), 106B, 887, Suppl. 17, 1959.
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the positive controlling charge Q. exists principally on the control electrode
(the grid) and raises its potential above the very negative valuc necessary
to cut off the anode current. A small but significant component of Q.
also exists on the anode (or screen of a pentode) so that the controlling
charge Qc, on the grid is not equal to — Q. Therefore Q is not entirely
under the control of the grid voltage. The unipolar (field-effect) transistor
is similar in that the two sets of charge are well separated but differs in that
ideally there is no component of Q. associated with the collecting electrode,
the drain.

The two sets of charge in a bipolar transistor coexist in the base region
and are very close together. The controlling charge is the majority carrier
charge introduced into the base region via the base contact, whereas
the controlled charge is the minority carrier charge injected into the
base from the emitter. There is no component Q, associated with the
collector. In an n-p-n transistor Q. is a hole charge and Q is an electron
charge; in a p-n-p transistor Q. is an electron charge and Q is a hole
charge.

The process of amplification (or control) consists of changing the
controlling charge Q. by means of the input voltage, thereby changing
the controlled charge Q. The resulting change in output current can be
used to produce a change in output voltage across a finite load impedance.
However, such a change in V, tends to reduce the initial changes in Q.
and Q, so a useful voltage gain will be achieved only if ¥, has a greater
effect on Q. than does V,. This implies that

(8. - (8
eVilv, cValy,

for a useful device.

2.2.1 Static Conditions

Under conditions of constant electrode voltages the electrode currents
and the charges @ and Q. are constant also. The relation between the
collecting-electrode current /, and the charge can be written as

I, = _Q_ —Q—C, 2.2)
T1 T1
where 7, is the mean transit time per carrier through the conducting chan-
nel. In general, r, depends on the particular values of the electrode
voltages.
The controlling and controlled charges tend to recombine with each
other. Therefore, if the output current is to remain constant, a current
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must flow around the input circuit to replenish Q. and Q. Usually
recombination can be represented by a constant /ifetime  which is the
time constant of the exponential decay of excess charge. In these

circumstances

L=-2-% (2.3)
T T
and the emitting-electrode current of the device is
1 1 1 1
ILh=h+1h= —Q(; + ';1) = Qc(; + ;1) (2.4)
From Egs. 2.2 and 2.3 the dc current gain of the device is
Ig _ T
A 2.5)

It is apparent that 7, should be minimized and = maximized if a high value
of current gain is to be achieved. Ina vacuum tube or field-effect transistor
the physical separation of the two charges minimizes the possibility of
recombination; both = and the current gain are very large indeed. In
comparison, recombination is significant for a bipolar transistor, and the
current gain is finite.

The cssential postulate of charge-control theory is that the electrode
currents at constant electrode voltages are given at all times by Egs. 2.2 to
2.4. No account is taken of the time immediately following a change in
electrode voltages during which the charge rearranges itself and the
electrode currents may not have their steady-state values. In other
words, charge-control theory assumes that the electrode currents depend
on the total value @ of the controlled mobile charge within a device but
not on the spatial distribution of Q in the conducting channel.

Although charge-control theory asserts that the electrode currents
depend only on the total charge, a knowledge of the equilibrium charge
distribution is required in a calculation of =, for particular devices.
Consider, for example, the charge distribution shown for the plane-
parallel device in Fig. 2.2. An expression for the transit time can be
written in the integral form

n=1 f: ACIn(x) dx, 2.6)

where W = the distance between emitter and collector,
n(x) = the concentration of mobile carriers,
A(x) = cross-sectional area of the conducting channel,
g = the electronic charge, 1.60 x 10~% coulomb.
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Fig. 2.2 Mobile charge density for a device having plane-parallel geometry.

It is important to realize that r, relates the output current to the total
mobile charge in transit, whereas r relates the input current to the excess
charge in the control region. Usually these two charges are one and the
same, as evidenced by the use of Q for both throughout this simplified
development. Formally, however, the total charge consists of the excess
charge plus any constant equilibrium charge that may exist; as the
equilibrium charge is constant, all derivatives of total and excess charge
are identical. Section 4.2.1.3 contains a discussion of the transistor, a
device in which the total charge differs marginally from the excess charge.

2.2.2 Dynamic Conditions

The foregoing development shows that under conditions of constant
voltage it is possible to relate the input and output currents to the con-
trolled charge Q. If the controlling charge Q. and, correspondingly, the
controlled charge Q change with time, additional charging components of
current must flow into the device. The total charging current is

— _Q _ dQC . dch dQC2
Icharllnl - dt - dl - dt + dt (27)

and is divided between the input and output circuits. If the charges
change slowly with time, it is reasonable to suppose that the charge-control
assumption is true, so that the total electrode currents at any instant are
the sums of the charging components with the steady-state values deter-
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mined by the instantaneous value of the charge. Thus, from Eqs. 2.2, 2.3,
and 2'40

L(t) = QcT(t) + dQ;;(t), 2.8)
It) = fo’) + dealt), @9
I(r) = Qc(t)(lf + }l) + %j(’)- (2.10)

The main difficulty in making this assumption lies in the definition of just
what constitutes a “‘slow” change. An alternative statement of the
basic charge-control assumption is that the time taken for the charge to
rearrange itself after a change in electrode voltages is small compared with
the time taken for the charge increments to be supplied from the external
circuits. Effectively, the charge may always be assumed to be in its
steady-state distribution. An ideal charge-controlled device is one that
obeys Eqs. 2.8-2.10 exactly. The formal approximation in representing
practical devices by the charge-control model is considered in Section 2.4,
and the general accuracy of the charge-control representation of vacuum
tubes and transistors is confirmed in Sections 3.1 and 4.3.

If the values of Q, 7, and 7, can be found from the physics of a particular
device. the charge-control equations can, in principle, be solved to find the
relations between the time-varying electrode voltages and currents, that is,
to find the dynamic response of the device. In general, Eqs. 2.8-2.10
are nonlinear: 7, is not constant and device physics are such that Q is not
a linear function of electrode voltages. Exact solution for the dynamic
response is therefore very tedious. The situation of greatest interest in
this book. however, is that in which small time-varying signals are super-
imposed on constant or quiescent electrode voltages and currents. The
quiescent components can be found easily, despite the nonlinearity of the
equations, because all time-varying terms vanish. The time response to
infinitesimal signals can then be found by assuming that the charge-control
equations are linear, with constant coefficients determined by the quiescent
conditions. In the language of Section 1.2.1 this response is the small-
signal dynamic response of the device. Although formally incorrect, this
idealized response is a valid approximation to the actual response of the
nonlinear system to signals below a certain finite amplitude. Section 2.5

considers in general terms the small-signal response of the charge-control
model.
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2.3 ELEMENTARY EXAMPLES OF CHARGE-CONTROLLED
DEVICES

In this section the general concepts of charge-control theory are
illustrated by reference to three idealized electronic devices.

2.3.1 Vacuum Triode

Consider as a first example the simplified operation of a vacuum triode
shown in Fig. 2.3. Figure 2.3a represents the cutoff condition in which
no anode current /, flows, despite the fact that a positive voltage is applied
to the anode and the cathode is heated to emit electrons. The tube is
held in its nonconducting state by the application of a negative voltage to
the grid; this voltage is of sufficient magnitude to prevent the field of the
anode (shown as lines of force) from reaching the electrons in the vicinity
of the cathode.

If the magnitude of the negative grid voltage is reduced (Fig. 2.35), the
field from the anode passes through the grid wires and allows a portion of
the electronic space charge to become free for conduction purposes. The
positive increment in grid voltage is produced by an increase in the
positive charge Q., on the grid. In consequence, the number of free
electrons constituting the space charge Q in the vicinity of the cathode
increases. Figure 2.3b represents an equilibrium state in which the
individual electrons constituting the mobile charge ¢ move through
the grid structure toward the anode and produce an anode current.
A cathode current must flow, both to preserve current continuity and to
maintain the mobile charge.

It is shown in Section 3.1 that a linear relationship exists between voltage
and charge. Thus the total controlling charge Q. varies with the grid
and anode voltages V, and V, as shown in Fig. 2.4a. Provided that the
anode current is finite, any change in grid voltage changes Q. and conse-
quently changes @ and /,. In addition, if the anode voltage is changed,
QOc. 0, and, consequently, I, will vary. The essence of triode amplification
lies in the fact that changes in ¥V have a greater effect on the value of Q
than have changes in V.

2.3.2 Field-Effect Transistor

Consider as a second example the simplified operation of a field-effect
(unipolar) transistor shown in Fig. 2.5; an n-channel device is shown, but
the complementary p-channel device also exists. Figure 2.5a represents
the cutoff condition in which no drain current I, flows, despite the fact
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Fig. 2.3 The vacuum triode: (@) nonconducting; () conducting.

that a voltage V), exists across the n-type conducting channel. The device
is held in its nonconducting state by the application of a negative voltage
to the p-type gate electrode; this voltage is of just sufficient magnitude to
cause the depletion layer of the reverse biased p-n junction to extend
throughout that part of the conducting channel which is enclosed by the
gate. The conducting channel is effectively open-circuited in this region,
for it is depleted of free carriers.

If the magnitude of negative gate voltage is reduced (Fig. 2.56), the
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Fig. 2.4 Variation of Q¢ with ¥, and V.: (a) vacuum triode; (b) field-effect transistor
(referred 1o in Section 2.3.2); (¢) bipolar transistor (referred to in Section 2.3.3).
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depletion layer no longer extends right through the conducting channel.
Electrons (majority carriers) return to the portion of the conducting
channel that was formerly part of the depletion layer and are free to move
to the drain. This increase in mobile charge Q is accompanied by an
increase in controlling gate charge Q; except at low drain voltages, no
component of Q. is associated with the drain. It is shown in Sections
4.8.2 and 4.8.3 that Q. vartes linearly with gate voltage, so that the total
variation of Q. with ¥V, and ¥V}, is as shown in Fig. 2.45.

Aside from differences in the actual mechanism of current flow, the
vacuum triode and field-effect transistor are basically similar in behavior.
The two sets of charge exist in completely different sections of the device,
and recombination between them is usually negligible; Q in the fe.t.
exists in the conducting channel, whereas Q. exists on the gate electrode,
and the two charges are separated by a depletion layer. The alternative
name unipolar transistor stems from the dominant presence of a single
type of carrier in the conducting channel. This contrasts with the bipolar
transistor which is considered as a third example.

2.3.3 Bipolar Transistor

Consider the simplified operation of a bipolar transistor shown in
Fig. 2.6; an n-p-n transistor is shown, but the complementary p-n-p device
also exists. Figure 2.6a represents the cutoff condition in which no
collector current /; flows. The collector-to-base junction is reverse-
biased by the voltage V.. (In this simple discussion the collector satura-
tion current, which is due to the presence of thermally produced minority
carriers in the base region, is assumed to be negligible.) The transistor
is held in the nonconducting state because there is no forward bias voltage
across the emitter-to-base junction. Under these conditions there is no
injection of minority carriers into the base region, and consequently, in
the absence of both drift fields and concentration gradients, no emitter-
to-collector current can flow.

Suppose that the base electrode is taken positive with respect to the
emitter by introducing extra majority carriers (holes) into the base region
via the base lead. For charge neutrality extra minority carriers (electrons)
are injected into the base region from the emitter junction, as shown in
Fig. 2.6b. For the simple case of a uniform-base transistor the majority
and minority carrier concentrations in the base region vary linearly with
distance. The majority carriers are held in equilibrium by an electric
field, but the minority carriers are free to diffuse from emitter to collector
and thereby produce an output current /.. The injected electrons con-
stitute the mobile charge @, and the excess holes constitute the controlling
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Fig. 2.6 The bipolar transistor: (a) nonconducting; () conducting.

charge Q.. The two charges coexist in the base region, and consequently
a relatively high probability of recombination exists. Therefore equal and
opposite recombination components of emitter and base currents must
flow if Q is to remain constant, and a change of input voltage will change
both the output and input currents. Notice that no component of Q is
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associated with the collector. [t is shown in Section 4.2 that Q. varies
exponentially with base voltage but that the collector voltage influences the
charge associated with the base; the total variation of Q. with ¥z and ¥,
is shown in Fig. 2.4c.

2.4 THE FORMAL APPROACH TO CHARGE-CONTROL
THEORY*

It is instructive to consider in general terms a set of partial differential
equations that accurately specifies the time and distance behavior of mobile
charges in a control region. These equations are significant in two
respects: they highlight the general simplifying assumptions on which the
charge-control theory for time-varying signals is based, and they are useful
in comparing the results of charge-control and more accurate theories
for specific devices. A consistent set of equations relates the following
quantities, all of which may be functions of time and position:

current density J,

mobile carrier concentration p (holes) or »n (electrons),
mobile carrier velocity v,

electric field &,

electric potential V.

The five equations relating these variables can then be written as follows:

1. Maxwell’s equation for the total electron current density becomes

o6
J = —gnv+ ¢35 2.1

where the first and second terms represent the convection and displacement
components, respectively, g is the electronic charge, and « is the permittivity.

2. Poisson’s equation can be used to relate the field to the total charge
density:

V.6 =%(p —n+ Ny — N, (2.12)

where Np and N, are the donor and acceptor densities, respectively.
3. The continuity equation for electrons becomes

T @ =D~V 2.13)

* Section 2.4 may be omitted on a first reading.
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where g and r are the rates of carrier generation and recombination,
respectively.

4. The equation of motion for mobile carriers depends on the physics
of the conduction process. In general, the velocity depends on both field
and mobile carrier concentration; for electrons, the velocity can be written
in functional form as

v=v(V,n) (2.14)

and the functional relation can be evaluated in particular cases.
5. The potential and field are related by

- (2.15)

Equations similar to (2.11), (2.13), and (2.14) can be written for the
behavior of holes of concentration p in semiconductors.

Ideally, this set of partial differential equations should be solved for the
given boundary conditions to determine the behavior of carriers in the
control region of any device. The boundary conditions involve the time-
varying electrode voltages, so the solutions are the general volt/ampere
characteristics of the device, that is, its dynamic response. Although
some simplifying approximations (discussed in Section 2.4.1 following)
are valid for most device types, the general solution of Egs. 2.11-2.15
remains tedious.

If it is assumed that all signal waveforms change sufficiently slowly for
Egs. 2.8-2.10 to be valid approximations, the general equations (2.11-2.14)
for carrier behavior can be simplified further. Determination of Q and 7,
as functions of electrode voltages becomes relatively straightforward, and
these parameters can be substituted into the charge-control equations to
predict the small-signal dynamic response of practical devices. There is,
of course, the formal error that Eqs. 2.8-2.10 are not strictly accurate for
any practical device, but the general accuracy of the charge-control
predictions is confirmed in Chapters 3 and 4.

2.4.1 Accurate Predictions

For high-vacuum devices it is a valid approximation to neglect genera-
tion and recombination of electrons in the control region so that

(g—n=0 {2.16)

may be substituted into Eq. 2.13. In addition, it is well known that the
acceleration of free electrons satisfies

a9
& (2.17)
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A simplified, but nevertheless accurate, set of equations corresponding to
Egs. 2.11-2.15 for a vacuum device with plane-parallel geometry is

J= —gnv + c%é:s (2.18)
%—i = -1p, (2.19)
2—:' - -?igﬁx"—), (2.20)
% - -1, 2.21)
P _%';’. (2.22)

Combination of Egs. 2.18 and 2.19 leads to

o8 dx 08\
J = C(a—x I + 'E)v
that is,
J= e‘fiﬁ 2.23)

This last equation relates the current density to the total time derivative of
the electric field. Then, from Eq. 2.21,

md®x

J=—eo @

(2.29)
and, if any of the time derivatives of x are known (velocity, acceleration,
or rate of change of acceleration), the current density can be determined.
Consequently Eq. 2.24 provides the basis for determining the dynamic
properties of all plane-parallel high-vacuum devices. The results yielded
by this accurate approach are compared with those predicted from
charge-control theory in Section 3.1.

Compared with vacuum devices, semiconductor devices have high
densities of mobile charge and low electric fields. The convection
component of current density therefore greatly exceeds the displacement
component, and a valid approximation in Eq. 2.11 is

o6

i 0. (2.25)
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A second valid approximation for semiconductors is that the net rate of
carrier recombination is proportional to the excess carrier density, so that

(g-n=-2"T (2.26)

where n, is the equilibrium concentration and ~ is the lifetime. Finally,
the velocity of an electron in a semiconductor with modility x and diffusion
constant D is

V= —ub— gVn. 2.27)

Hence the accurate set of equations for semiconductor devices with
plune-parallel geometry is

= —gnv, (2.28)
% o, 2.29)
%’; S %:) (2.30)

b= —pl — %’g—; 2.31)

- - 2.22)

From Eqs. 2.29-2.31 it follows that

on 2%n
- Pt

on  n— ng
ox T

(2.32)

Equation 2.32 can be used, at least in principle, for determining the
dynamic properties of plane-parallel semiconductor devices. The results
yielded by this accurate approach are compared with those predicted from
charge-control theory in Section 4.3.2.

2.4.2 Charge-Control Predictions

The basic assumption of charge-control theory is that the time taken
for the charge to rearrange itself after a change in electrode voltages is
negligible compared with the time taken to change these voltages. Effec-
tively, it is assumed that there is no variation in the mobile charge density
under conditions of constant electrode voltages, no matter how recently
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these voltages may have been changed. Mathematically, the charge-
control assumption is that

=—— =0 (2.33)

in Egs. 2.11 and 2.13. Only if this assumption is true can the output
current of a device be written as
fyo _2 , 90c _ Qc . d0c

- _T_l T - T1 dt
for all time. If there is any redistribution of charge (although no change
in the total charge) after a change in electrode voltages, the output current
following the change becomes

_Qc , dQc
I, = - + = (1), (2.39)
where the error current /, decays to zero with increasing time. Notice
that the input current /, is not ordinarily dependent on the charge-
control assumption; recombination in practical devices is proportional
to the excess charge but largely independent of the charge distribution so
that
_Qc  d0a
I, = -t (2.35)

applies for all time. This distinction between input and output currents
is d*-~ussed further in Sections 3.1.1.3 and 3.1.2.3.

Incorporating the charge-control assumption (Eq. 2.33) into the results
of Section 2.4.1, we find that the simplified equations for predicting the
charge-control parameters Q and =, become

vacuum devices

J = —gnv, (2.36)
Z_i - -4, (2.19)
a—(a';—”) -0, 2.37)
"2—‘; - g 2.21)
- -9, 2.22)
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semiconductor devices

= —gnv, (2.28)

% - 2.29)

a(a':’) i - o _ o, (2.38)
b= —ué — ’;) o, @.31)

P _Z_‘;. (2.22)

Notice that Eq. 2.37 for vacuum devices is merely the derivative of Eq.
2.36 and as such contains no new information.

2.5 SMALL-SIGNAL REPRESENTATION OF THE
CHARGE-CONTROL MODEL

The relations between time-varying electrode currents and the total
controlling charge are given by the basic equations (2.8), (2.9), and (2.10).
The electrode voltages can be introduced into calculations (and charge
terms eliminated) if the relation between voltages and controlling charge is
known. In general, Q. of a practical device varies nonlinearly with volt-
age, and the set of differential equations linking the electrode voltages and
currents is nonlinear. However, in the special case of changes in voltage
and current that are small compared with their steady (quiescent) values the
equations may be assumed to be linear and a general small-signal model
can be developed. This linear model must be used with caution, for it is
valid formally only for signals of infinitesimal amplitude. For signals of
finite amplitude the relationship between input and output is nonlinear and
the output signal is distorted. The maximum signal amplitude for which
a linear model is valid depends on the fidelity required ; a detailed discussion
is given in Chapter 9.

The controlling charge in a general three-electrode model is a function
of both the input and output voltages, ¥, and V,:

Qc = QC(VI’ Vz)-

Increments AV, and AV, produce a total increment AQ, in the controlling
charge, and for small increments

AQC = C AVI + Ca AVz,
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where
_ {9Qc¢
¢ = (51/_1)%, (2.39)
_ {9Qc¢
= (7)., 240

The constants ¢, and ¢, have the dimensions of capacitance. Similarly,
changes in Q., and Q.. may be written as

AQcy = €11 AV + 13 AV,
AQcs = €31 AV + ¢33 AV,

where
e = (aaQVClx)V,’ 2.41)
tra = (33%02‘)“, 2.42)
Cas = (%%Cf)v (2.43)

Notice that
¢ = €11 + Ca,

Cy = C12 + C23.

When charge-control theory is applied to four- or five-electrode devices,
changes in Q. depend on changes in three or four electrode voltages.
Although not attempted in this section, the theory can be extended readily
to such cases; a discussion of the pentode is given in Section 3.1.3.

The charge-control equations (2.8 and 2.9) may be combined with
(2.39) to (2.44) to give the transfer and driving-point admittances of the
linear two-port representation of the charge-control model. The input-
circuit equation is derived here completely; the reader may verify the other
three.

SHORT-CIRCUIT INPUT ADMITTANCE. Provided that the lifetime = is
assumed to be constant, differentiation of Eq. 2.8 gives

_ 1 {8Q¢ d 3ch)
AL =1 (E’)‘VT)% N (W1 . AVl],

and by substituting from Eqgs. 2.39 and 2.41 we obtain

¢ d
AI]_ = '—1 AVI + CLIEE(Ayl).

T
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Therefore

el, 0 d
(a—l/‘l)v2 = : + cll dt’ (2.45)

where d/dt operates on V,, the denominator of the left-hand side.
FORWARD TRANSFER ADMITTANCE. For greater generality r, is allowed
to vary with ¥, and V,, and

ol, 6 d
(6_1/1)‘,, = 1’_1 (l + ul) + ¢a dt: (246)
where
_ ]g 81’1 .
w= 2 (o7 V) 247)

The parameter u, can be determined for specific devices; it is a constant,
independent of V, and /,.
SHORT-CIRCUIT OUTPUT ADMITTANCE.

ol, _Cg d
(a—,,) =201+ w) + enp (2.48)
where
_ 12 371
u = = avg) (2.49)
REVERSE TRANSFER ADMITTANCE.
oI, Ca d
(8V2)v, “ e (2.50)

Because the model is linear, superposition can be applied and the total
increments in /; and 7, are given by

d

Al = (ETE + c“dit) AV, + (C—: + Clzd_i) AV, (2.51a)

Al = [:—;(l + ) + o g;] AV, + [f—j (1 + u) + d%] AV, (2.52a)

These equations may be written more compactly by using lowercase letters
for incremental (signal) voltages and currents and transforming to the
complex frequency plane:

ihs) = (C—‘,_1 + scn)vl(s) + (%3 + sclg)vg(s), (2.51%)

i) = [ﬁ—i A+ u) + scm] oas) + [:—:(1 +oug) + scgz]vg(s). (2.52b)
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These equations correspond to the small-signal equivalent circuit of
Fig. 2.7a.

Figure 2.7a is the most general equivalent circuit for the charge-control
model. It consists of two self-conductance elements g, and g,, two
capacitive self-susceptance elements ¢;; and c¢,,, two mutual-conductance
elements g,v; and g,v,, and two capacitive mutual-susceptance elements
5C510, and sc,,v,; the mutual admittances are shown as controlled genera-
tors. Notice the symmetry of this circuit; if = is allowed to vary with V;
and V,, the parameters involving = take on the more complex forms of
those involving 7, and the symmetry becomes more perfect. It is un-
realistic, however, to emphasize the symmetry of this equivalent circuit,
for in order to achieve useful gain the transmission from input to output
should far exceed that from output to input. This implies that gross
asymmetry occurs in the parameter magnitudes. In the most ideal
circumstances all the controlling charge is associated with the control
electrode and is a function of V, alone. Then

7
o == (502),.
2

Cilg = Cgy = Cg5 = €3 = 0,

and the equivalent circuit simplifies to the nonsymmetrical form of Fig.
2.7b. The current generator that remains is essential to amplifying devices
and is called the mutual conductance g,,.

No practical device is quite so simple as Fig. 2.7, but a field-effect
transistor operated at moderate drain voltage approaches the ideal. This
can be verified by noting from Fig. 2.4b that ¢; (= (8Qc/2Vp)y,] is zero
over a substantial range of drain voltage. Furthermore, r is very large
for this device; it can often be assumed that g, (= c,/7) vanishes and the
equivalent circuit reduces still further to Fig. 2.7¢.

For a vacuum triode it is usually permissible to assume that r is infinite.
In addition, ¢,, and c,; are zero, as there is no mechanism involving the
mobile charge by which a change in either the grid or anode voltage can
change the controlling charge on the other electrode. Thus

9
A

Cqg = (_a_Q.g) y
2 aVA Ve

and the equivalent circuit reduces to Fig. 2.74.

Caz



—, ' ' ' —o
‘ I
vll = Cb = g vz
| = —8fv2 scizve sco1v] Emt1= . 82=
1 | =22y, A +u |70 +u) B
o s o ’ _ :

. (a) .
i iz
i | ! T
v1 g1 e =c 7]
[ = T Emv1
> : . . —
(b) _
U1 vz
= C;-[ mvb1 |
o . . )
' , 2
| l f
41 = _ 82 ve
i C11=Cr|_ Zmt) [ ]
O . . _ O
(d)
i VWA i
— &
O 4 ©
* I T
!
—-c1p=— ¢
v £ 3 = 12 2 82 ve
cr=cy EmUL ‘
o ©
(e)
i\ VWA iz
LI g! i -t

=S ' ' -

i
—c12

v £1 €1 T €22 g2 v2
! EmV1 T |
I S N W S

(f)
Fig. 2.7 Small-signal equivalent circuit for a charge-controlled device: (a) general
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For a bipolar transistor all the controlled charge is inside the base

region. Therefore
a
[+

d
= s = (573,
B

€21 = €33 = 0.

As far as the input circuit is concerned, the generators g,v; and sc, 0, can
be approximated by the bridging or feedback elements shown in Fig. 2.7e.
The error introduced by this transformation is negligible, provided that
c,; is much greater than ¢;;. Reference to Fig. 2.4¢ shows that c; has a
small negative value, but it is shown in Section 4.2.3 that

U, ¥ —2.

Therefore all parameters in the equivalent circuit are, in fact, positive.

The elements g, ¢,, and g, are the really basic constituents of the
charge-control model. The other parameters account for the second-order
dependence of Q. on ¥,, and although these elements may not vanish for
particular devices, invariably they are small if the device is useful as an
amplifier. In every case, therefore, the general equivalent circuit of
Fig. 2.7a can be manipulated into the single generator form shown in
Fig. 2.7f. Figure 2.7f is the basic equivalent circuit used throughout the
remainder of this book.

Practical amplifying devices are not represented exactly by this basic or
intrinsic equivalent circuit (or the appropriate simplified form). Parasitic
or extrinsic elements must be added to account for direct interelectrode
capacitances, p-n junction transition capacitances, interelectrode leakage
conductances, and resistances in series with electrodes. In addition,
practical devices are not truly charge-controlled; the electrode currents
depend on the charge distribution as well as the total charge. More
complicated models with more complicated equivalent circuits can be
developed to account for these charge distribution effects but are not
justified from an engineering point of view. The charge-control model,
Fig. 2.7f (with the addition of the parasitic elements noted above), satisfies
all the conditions set out in Section 2.1.

2.5.1 Theoretical Limits to Performance

It is instructive to consider three theoretical limits to the performance of
the general charge-control model as an amplifier—the short-circuit current
gain, open-circuit voltage gain, and gain-bandwidth product. All three
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Fig. 2.8 Mid-band equivalent circuit for the charge-control model.

quantities are significant in practical amplifier design, for they represent
upper bounds to the gain that can be achieved with one device.

At frequencies that are not too high, the capacitive susceptances in the
general equivalent circuit of Fig. 2.7a are very small compared with the
conductances. Below a certain maximum frequency all capacitances
may be neglected and the equivalent circuit reduces to Fig. 2.84. In the
alternative version derived from Fig. 2.7f the generator g, is replaced by a
conductance as in Fig. 2.856. For reasons given in Section 7.3 the fre-
quency range over which Fig. 2.8 is an accurate representation of the
charge-control model is called the mid-band range; Fig. 2.8 is the mid-band
equivalent circuit. The elements g,, g,, g2, and g, have simple physical
interpretations and can be measured easily for practical devices. From
Egs. 2.51 and 2.52

() _a

n = (aVI)Vg h T1 (1 + ul)’ (2-53)
_{ol G

a=(37), -2 @59
_ (%) _ &

g = (9V2)v, =201+ w) 255)

_ al, _ ¢
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If the output terminals of the charge-control model are short-circuited
for signals (i.e., if V3 is held constant), the small-signal short-circuit current

gain B is
312) (312) (aV,) gm T
=] == — ) ==22=—(1 + uy); 2.57
e= ()., = ), @), ~E-n0+wi e
B is the largest current gain of which the model is capable. In general,
this small-signal current gain differs from the dc current gain of the
model, given by Eq. 2.5. An alternative name for 8 is the current
amplification factor of the model.

If the output terminals are open-circuited for signals (i.e., if 7, is held
constant), the small-signal open-circuit voltage gain u of the model is

avy\ oV, ol, _ & _ Gl +u),
#= (31/1)12 N +(alz)v1 (ayx)v, - g2 O (1 + uz)’ 2.58)
w is the largest voltage gain of which the model is capable. Physically, u
is the ratio of the changes in ¥V, and V, which together maintain 1,
constant. These changes must be in opposite directions, for increments
in the same direction produce aiding components of AQ. and hence Al;; a
negative sign is therefore included in the definition to give u a positive
value. A common alternative name for u is the voltage amplification
factor. Notice that if the voltage gain is to be greater than unity ¢; must
be greater than c,; that is, as already discussed, changes in ¥, must have a
greater effect on Q. than changes in V,. For an ideal charge-controlled
device in which ¥V, has no effect on Q. the elements ¢,;, g5, and g, all
vanish as in Fig. 2.7b. However, ¢, must be finite if g, is to be finite; a
charge-controlled device must have a finite input capacitance.
If the output terminals of the model are short-circuited for signals, a
number of elements in the complete equivalent circuit may be neglected.
Subject only to the assumption that c,, is small, so that

€11 X Gy,

Fig. 2.7a reduces to Fig. 2.9a. The short-circuit current gain is given as a
function of frequency by

i(jw) _ gnm [ 1 ] T { 1 ]

L =2 =(1 + u))— |———|" 2.59

LH(jw) gLl + jwle,/g) ( > T L+ jor 239
This function is plotted on logarithmic scales in Fig. 2.95. The product
of the low-frequency gain and the 3-dB bandwidth is a useful measure of
the model’s capability in wide-band amplifier circuits and is defined as the
gain-bandwidth product 4%:

gg 8 _1tu (2.60)

141 1
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Fig. 2.9 Gain-bandwidth product.

Tt transpires that the product of the current gain and 3-dB bandwidth of
the model in any circuit configuration whatsoever can never exceed ¥4
by more than a factor of two and in many instances falls below ¥%.
Gain-bandwidth product is therefore one of the most significant param-
eters of an active device and is discussed extensively throughout this book,
particularly in Chapter 13.

2.6 INTRODUCTION TO NOISE IN AMPLIFYING DEVICES

The electrode currents of amplifying devices arise from the motion of
individual charge carriers. The flow of current is therefore corpuscular
rather than fluid in nature, and random fluctuations due to changes in the
number of carriers involved are superimposed on the signal currents.
These corrupting components of current are known as noise.

The purpose of this section is to discuss only two aspects of the theo-
retically unavoidable random noise—the properties of the physical sources
of noise and the circuit representation of noise in an amplifying device—
both of which provide the basis for the specific investigations of later
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chapters. It must be emphasized that the treatment given here is incom-
plete and not always formally correct. The results quoted, however, are
of sufficient accuracy for most amplifier applications. The reader is
directed to the specialized books available* for a complete and formally
correct development of noise theory.

2.6.1 Types of Noise

Noise can be grouped into three main types—thermal, shot, and flicker.

Thermal noise in conductors is produced by the random motion of
current carriers and is present regardless of the presence of signal currents.
Nyquistt has shown that the mean-square noise voltage appearing across a
resistance R is

d(vys?) = 4KTR df, (2.61)

where k = Boltzmann’s constant (1.37 x 1022 joule/°K),
T = absolute temperature,
df = incremental frequency range over which noise voltage is
summed (the unit is hertz or cycles per second, not radians per
second).

Thermal noise has a uniform power spectrum; that is, the noise power in
any band of frequencies of given width is constant, independent of the
actual frequencies. Noise having this characteristic is described as white.

In calculations involving both signals and noise a practical resistor can
be represented as a noiseless resistor in series with a noise voltage generator
d(vyr) as in Fig. 2.10a. Alternatively, the corresponding shunt com-
bination of a noiseless resistor and a noise current generator d(iyr) can
be used (Fig. 2.106). Obviously,

d(inr) = ).

* The following books may be found uscful: W. R. BenNEeTT, Electrical Noise
(McGraw-Hill, New York, 1960); F. N. H. Rosinson, Noise in Electrical Circuits
{University Press, Oxford, 1962); A. vaN per ZieL, Noise (Prentice-Hall, Engle-
wood Cliffs, N.J., 1954); L. D. SmuLLIN and H. A. Haus (eds.), Moise in Electron
Devices (Technology Press and Wiley, New York, 1959); C. A. HoGarTH (ed.),
Noise in Electronic Devices (published on behalf of the Physical Society by Chapman
and Hall, London, 1961).

t H. NvyquisT, “ Thermal agitation of ¢lectric charge in conductors,” Phys. Rev., 32,
110, July 1928. See also W. ScHoOTTKY, ** Uber spontane Stromschwankungen in
verschiedenen Elektrizitdtsleitern,” Ann. Physik, 87, 541, December 1918; J. B.
JonnsoNn, “ Thermal agitation of electricity in conductors,” Phys. Rev., 32, 97, July
1928.
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Fig. 2.10 Alternative representations of thermal noise.

Therefore

dlins®) = 2L gy 2.62)

Shot noise in amplifying devices originates during carrier migration
through a control region. Because the region is virtually free of carriers
when the electrode currents are zero, the noise must depend on the
current level. Schottky* has shown that the mean-square value of the
noise current due to a carrier stream is

d(ins?) = 21 df, (2.63)

where g = the electronic charge (1.60 x 10-!° coulomb),
I = the dc value of the carrier stream.

The noise contribution of any direct current / flowing between two ter-
minals of a device may be represented by a noise current generator
d(iys) linking the two terminals. Like thermal noise, shot noise is white.

Experimental results agree with predictions based on Eq. 2.63 for
carrier streams in a semiconductor and emission-limited electron streams
in a vacuum, but the noise current for a space-charge-limited electron
stream in a vacuum is less than predicted. To accommodate this and
possibly other cases it is customary to introduce a correcting factor T’
into the simple expression so that

d(ins®) = 2qIT? df. (2.64)

Usually T' (the space-charge reduction factor) lies in the range 0.1 to 1.0.
The value of I' depends on the emission velocity of the carriers, the

* W. ScHOTTKY, loc. cit.
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electric field within the control region, and any random diversion of
carriers to an adjacent stream. The last-mentioned cffect results in an
increase in 1" in multiclectrode tubes; the extra component is known as
partition noise and is quite important in pentodes.

Flicker noise 1s associated with imperfections in manufacturing tech-
nology and has become less significant as production techniques have
improved. Flicker noise in a vacuum tube arises from low-frequency
fluctuations in the cathode emission, whereas flicker noise in a semi-
conductor device appears to be caused by imperfections of the semicon-
ducting crystal. Unlike thermal and shot noise, which have uniform
power spectra, flicker noise has a power spectrum that varies approximately
inversely with frequency. Consequently, this type of noise is often known
as I/f noise; another name in use is excess noise. Often the tlicker noise
current betwecn two electrodes can be related to the direct current /7
flowing between them:

IC
7

dise®) = K df, (2.65)

where K and ¢ are empirical constants.

2.6.2 Representation of Noise Performance

In a given amplifying device whose physical mode of operation is
understood, the origins of the significant components of noise are known.
Consequently, a noise model of the device can be produced by superimpos-
ing a number of noise current or voltage generators on the small-signal
equivalent circuit; cach generator represents one component of noise.
The total noise voltage or current at the output can be determined by
applying the principle of superposition to sum the contributions of
individual noise generators. It is obvious from Fig. 2.11 that the only
consistent way of summing the thermal noisc of two resistors is to add the
squares of appropriate noise voltages or currents. This simple argument
has general validity; the total mean-square output noise from a device is
obtained by summing the individual mean-square components.

There may be as many as a dozen components of noise in an amplifying
device, and the basic noise model can become unwieldy. A more con-
venient noise model is obtained if the physical noise generators are
replaced by two new generators situated at the input terminals of the
equivalent circuit (Fig. 2.12). The equivalent circuit itself is taken as
noiseless, and the magnitudes of these two gencrators are chosen so that
together they produce the same output noise as all the physical sources of
noise in the device. It is unfortunate that the generators in this alternative



Noise 49

d(uyr?) = dlvyr?) = d(vy,?) =
4RTR df 4kTR df 4kT2R df

d{inr?) d{ixr?) d(inr?)
R§ 4AT §R c*) 4xT — é 44T
= T df = —' df = R_IZ df

Fig. 2.11 Mean-square summation rule for noise generators.

nfx

noise model are not related to single physical noise processes. However,
the values of d(vy?) and d(iy2) can be determined from manufacturer’s
data or (as shown in Chapter 8) measured or expressed in terms of the
component physical processes. A formal difficulty is that the noise
processes giving rise to d(vy?) and d(iy?) are not independent. The
generators are said to be correlated and the mean-square rule for summation
does not apply rigorously. With few exceptions, this formal complication
can be ignored, for experimental evidence suggests that correlation is small
in commercial amplifying devices. Furthermore, the mismatched tech-
nique for circuit design developed in later chapters reduces the contribution
of either d(vy?) or d(iy?) almost to zero. Consequently, it can be assumed
that d(vy?) and d(iy?) are independent, and the over-all noise contribution
is obtained by adding the squares of the individual contributions of
d(vy?) and d(iy2).

d(UN 2)
b——0
Noiseless
equivalent
circuit
b0

Fig. 2.12 Two-generator noise model of a device.
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2.7 RATINGS OF AMPLIFYING DEVICES

To achieve a satisfactory dynamic response from an amplifying device
lower and upper limits must be placed on the operating voltage and
current. For example, the mutual conductance of a vacuum tube falls
away to zero at low currents approaching cutoff and at high currents
approaching the temperature-saturated value for the cathode. Additional
upper limits are imposed by the manufacturer or user. The life of a
device may be reduced if these ratings are exceeded, and rapid failure may
result if the ratings are grossly exceeded. The factor underlying most
ratings is the maximum safe operating temperature for the parts of a
device, beyond which deterioration is rapid. Usually it is the ratings that
set the practical upper limits to operating voltages and currents rather than
considerations of dynamic response.

Because a temperature rise can be associated with the dissipation of
energy, a common specification is the maximum power that can be
dissipated at any electrode; the power dissipated at any instant is the
product of the instantaneous voltage and current. Furthermore, the
voltage and current may be separately limited. For example, the maxi-
mum allowed anode voltage for a tube is set by the localized rise in
temperature due to electrolysis of the insulating supports. The emitter
current of a transistor may be limited by the current-carrying capacity of
its lead wire.

2.7.1 Thermal Time Constants

One significant difficulty associated with relating a maximum tempera-
ture limit to power (or voltage or current) is that the relation depends on
the time for which the power is applied. Consider the simple thermal
system shown in Fig. 2.13a. A body of mass m and specific heat o is at
temperature 7 in an ambient of temperature 7,. Newton’s law of cooling
applies approximately, and the rate of loss of heat is

dH T - T,,,

7 loss B é

where @ is the thermal resistance. Suppose that power P is dissipated in
the device; that is, heat is supplied at a rate P joule per second. The net
rate of change in heat is

dH r-T7,

=P
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The rate of change of temperature of the body is given by
dH dT

a " a@r
and elimination of H yields

ar T-T, P
& Tome " mo (2.66)

If power Pp,, is first applied when the mass is at ambient temperature,
solution of Eq. 2.66 shows that the temperature increases exponentially

with time:

T=T, + oPm[l — exp (%)] 2.67)

The maximum temperature reached after an infinite time is
Thax = Ty + 0P o (2.68)

and the time constant in the exponential is known as the thermal time
constant Ty,:
T = Omo. (2.69)

The form of this thermal transient is shown in Fig. 2.135. If the power is
supplied for a period greater than a few times 7., the maximum tempera-
ture Ty will virtually be reached. On the other hand, if the power
Prax is supplied for a period ¢, which is considerably smaller than =,
the peak temperature becomes

Tox T, + 0Py :—° (2.70)

th

Te

Teh t

{(a) (b)

Fig. 2.13 Single-time-constant thermal system.
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Hence the power is not supplied long enough for thermal equilibrium to
be established. Alternatively, for this short period 7, a peak power P,
greater than Py, can be supplied without the temperature exceeding Tmax:

Py = Ppoy 22 2.71)
to

These results can be extended to the more general case in which the
power is a continually varying time function. If the period of the time
function is greater than a few times 7, the temperature follows the time
variation of the power. Therefore, if T,,,, is not to be exceeded, the peak
power must not exceed P,.,. On the other hand, if the period is much
less than 7., the temperature depends only on the average value of power.
Thus the power rating for a device may be taken to refer to average power
for devices having a large value of r,;,, and peak power for devices having
a small value of r,,. Typical examples of these two extremes are vacuum
tubes operating at normal signal frequencies and small transistors operating
at low audio frequencies.

In most practical devices the energy lost by radiation, conduction, and
convection passes through a number of sections of the thermal system
before reaching the ultimate thermal sink (usually the atmosphere) which
is at ambient temperature. Each of these sections has a different thermal

Junction structure

Bonding » Casing
Mica washer I i v i Heat sink
\ ‘ / eat sin

¢
(a)

|unr.l|on Tcase Thul sink

M M M-
‘[ Bonding Mica washer Thermal resistance

heat sink to
atmosphere Almosphere
C*) (infinite

Power :[:Junctmn Casing Heat sink .}2;:;:;)

dissipated structure J

—_— e -

(b)

Fig. 2.14 Example of a multi-time-constant thermal system: the transistor.
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resistance and thermal capacitance and consequently a different thermal
time constant. In an investigation of the behavior of such complex
systems a family of linear differential equations must be solved. An
alternative approach is to build an electrical analogue of the thermal
system and perform direct measurements. Figure 2.14 shows a multi-
stage thermal system and its electrical analogue; current represents power,
voltage represents temperature, electrical resistance represents thermal
resistance, and electrical capacitance represents thermal energy storage.
The use of analogues is particularly helpful in determining a maximum
temperature when the power varies transiently with time.

2.7.2 Manufacturers’ Ratings

Manufacturers’ quoted ratings are of two kinds. Absolute ratings are
the definite limiting values of power, current, or voltage that should never
be exceeded. In abnormal applications absolute ratings of devices can be
used to predict accurately the safe conditions of operation; electrical
analogues are useful in such predictions. Design center ratings allow a
safety factor for the normally encountered component tolerances and
variations in supply voltage. They are very convenient if a device is used
as the manufacturer intends, but their lack of precision may prove an
embarrassment in unusual applications.

In general, the various ratings quoted for a device are not mutually
compensating; it is not permissible to exceed one rating and make a
corresponding reduction in another. Unfortunately, manufacturers show
little agreement in their methods for specifying device ratings; the imprecise
design center ratings are more commonly given and often there is confusion
between true ratings and the optimum operating conditions for a specific
application. For these reasons device users are sometimes forced to
determine absolute ratings for themselves. These ratings may be based on
calculations or measurements of maximum temperature in thermally
critical sections of the device, experience with similar devices, or life-test
data. All ratings should be based ultimately on the results of life tests;
typical failure rates at absolute maximum ratings are listed in Table 17.2.



Chapter 3

Characteristics of
Amplifying Devices II:

Vacuum Tubes

The purpose of this and the next chapter is to apply the general principles
of Chapter 2 to the particular cases of vacuum tubes and transistors.
Dynamic response, noise, and ratings are considered, together with
numerical values for the parameters of typical devices.

In determining the dynamic response, the first step is to derive the
fundamental charge-control parameters Q and =, from device physics.
The small-signal parameters follow immediately. For simplicity, the
initial development of Q and 7, is for devices having plane-parallel
geometry and other appropriate idealizations. Nevertheless, the final
results require only simple, obvious modifications before they can be
applied to practical devices. [n addition to the charge-control elements,
extrinsic elements must appear in the equivalent circuit of practical devices
to account for such factors as direct interelectrode capacitances. Because
the entire development is founded on device physics, it follows that all
parameters in the equivalent circuit vary in simple, predictable ways with
operating conditions and temperature. Furthermore, the physical
approach allows the effects of manufacturing tolerances and device
aging to be estimated.

The noise model of a device is produced by adding the pertinent
physical noise generators to the small-signal equivalent circuit. The
values of these generators are considered, but the manipulation of the
basic noise model into a more convenient practical form is deferred until
Chapter 8.

54
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The ratings of both vacuum tubes and transistors are based on maximum
safe temperatures for various parts of the devices, but the heating mechan-
isms are completely different. The physical basis for the ratings is therefore
important in interpreting the information supplied by the manufacturer.

Finally, perusal of the specifications for commercial amplifying devices
shows that many types bearing different identifying numbers have nearly
identical characteristics. Despite the enormous number of device types
presently in production, there are, in fact, only a few distinct classes.
This point is perhaps the most important single contribution of Chapters
Jand 4.

3.1 THEORY OF VACUUM TUBES

The theory of amplifying vacuum tubes is most conveniently introduced
by way of a nonamplifying type, the diode. In this section the character-
istics of a diode are determined from the charge-control model,and the
triode and pentode are regarded as extensions of the diode. The validity
of the resulting small-signal equivalent circuits is assessed by a comparison
with quoted results for more accurate models.

3.1.1 The Vacuum Diode

Consider the ideal vacuum diode, shown in Fig. 3.1, which has plane-
parallel geometry of area 4 with the anode and cathode spaced a distance
W apart. The variable x represents the distance from the cathode to any

x ) I
Current flows

w { Anode =+ + )

Lines of | Free space _ |
Bound space force | | charge —
/ charge Y "/ ="

+_* + + | Cathode

(a) (b)

Fig. 3.1 The vacuum diode: (a) nonconducting; (#) conducting.
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point in the conducting channel. For simplicity it is assumed that all
electrons are emitted from the heated cathode with zero velocity.

If the cathode temperature is high enough, there will be a large space
charge of stationary electrons lying close to the cathode surface and
bound to it by the electrostatic attraction of the positive ions (Fig. 3.1a).
No current flows. However, if a positive charge Q. is placed on the anode
by holding it at a positive potential ¥, with respect to the cathode, a
portion Q (= — Q) of the bound space charge will become free. Because
the electric field (shown as lines of force in Fig. 3.16) is negative throughout
the cathode-anode space, the free electrons drift toward the anode and
current flows around the circuit; electrons collected at the anode are
replaced by further emission from the cathode. For moderate values of
V. a component of the space charge remains bound to the cathode, which
behaves like an infinite source of stationary electrons. A boundary
condition in the analysis, therefore, is that the electron velocity is zero at
the cathode. An increase in V, results in an increase in Q and a corre-
sponding increase in /. At a critical value of V, thec bound space charge
falls to zero and the assumption of a supply of stationary electrons is
invalidated. In other words, the current becomes so large that electrons
drift away from the cathode as fast as they are generated thermally. The
current remains constant for further increases in ¥, and is called the
temperature saturated value for the particular cathode temperature.

3.1.1.1 Derivation of Q and 7,

The charge-control parameters ¢ and =, can be derived as functions of
V, from the equations given in Section 2.4.2. As these equations neglect
displacement current, errors will be introduced for signals with rapid
rates of change, but the steady values of Q and , will be predicted correctly.
The simplified equations describing the behavior of an electron in an
evacuated control region are

Notice that a plus sign occurs in Eq
for 7 in the charge-control model.

% = +gqgnv, 3.1
%: = —% n, (3.2)
& - _";—Z (33)
‘51_’; --1e (3.4)

. 3.1 because of the reference direction
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In the following development =, and Q are first expressed as functions
of I (Egs. 3.9 and 3.11); / is then expressed as a function of V, (Eq. 3.13)
and eliminated (Egs. 3.14 and 3.15). 1t is assumed that the current
remains less than the temperature-saturated value for the cathode and the
boundary condition v = 0 at x = 0 applies.

Elimination of n between Eqs. 3.1 and 3.2 gives

o8 I dt

ox ~  eddx
and, integrating with respect to x,

I [*dt
é”(x) = —a . d—dx,

that s,
80) =~ 1) (3.5)

where t(x) is the transit time from the cathode to the plane at x. Sub-
stitution of (3.5) into (3.4) gives

dv q I

T - midt" 3.6)
By integrating twice, with the boundary conditions x = v =0 at t =0,
we obtain

_dx__t_]_i 2

T dt T 2m sAt’ @7
_q 1 4

x =gt (3.8)

For the particular case x = W, tis the transit time =, and Eq. 3.8 becomes

(6m£A W) %
T, =

71 (3.9

The mobile charge density n can now be evaluated. From Eq. 3.1
I
gAn = >

and by substituting from Egs. 3.7 and 3.8 we have

1 24
gdn — % (6”;”‘) ()fc) - (3.10)
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This variation of n with x is shown in Fig. 3.2. The total charge is

w
Q= —qu ndx;
]

that is,

0 = —(W)”I%. (3.11)

Finally, I is expressed as a function of V,. From Eqs. 3.3 and 3.5

av

x t(x)

Integration yields
] X
Vix) = = L 1(x) dx,

and, using Eq. 3.8,

19
Vix) = é (6”:”) hx%. (.12)

a"’”
=

nex -

Total charge
o x'

V o xlﬂ

Charge density n
Potential V
Total charge

ny

Y

Distance x

Fig. 3.2 The vacuum diode: charge density, potential, and total charge as functions
of distance.
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Fig. 3.3 Volt-ampere characteristics of commercial diodes.

This variation of potential with distance is shown in Fig. 3.2. At the
anode V = V, and x = W, rearrangement of Eq. 3.12 therefore leads to

¥
j = Sed (2—") VY, (.13)

Towr\m
Substitution into Eqs. 3.11 and 3.9 gives

4eA

Q=-35Va (3.14)
m\”%__,
r = 3w(2_q) Vit (3.15)

Equation 3.13 is the well-known three-halves power law of Langmuir and
Child, which is followed by most diodes. Figure 3.3 shows the measured
volt-ampere characteristics of a number of commercial diodes on log
scales; in each case the characteristic is very nearly a straight line of the
ideal slope.
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3.1.1.2 Small-Signal Equivalent Circuit

A diode is a two-terminal passive device rather than the three-terminal
active device considered in Sections 2.2 and 2.5. By analogy with
Eq. 2.9 its controlling equation 1s

-9 40 _ 9 49
I = ™ —+ @t = ™ d[’ (3.16)

and a simplified development parallel to Section 2.5 may be undertaken
for the two-terminal device. It follows that the equivalent circuit of a
diode is the parallel RC combination shown in Fig. 3.4a, for which

_dQc _ _dQ
c=GF =~ (3.17)
di 4
where
_ [d‘rl

The capacitance ¢ follows from Eqs. 3.14 and 3.17 as

4ed
¢ =37 = $c, (3.20)

where ¢, (= e4/W) is the direct electrostatic capacitance between the
planar electrodes. This change in capacitance is due to the presence of
the space charge, which in turn is due to the heated cathode; ¢ is commonly
called the hot capacitance of the diode to distinguish it from the electro-
static or cold capdcitance c,.

T 7
[ ® e - ]
5 I
| |
4. Interiead _L_ | 4
£ 0T capacitance T : T |
|
' !
o o l |
L _
(a) (b)

Fig. 3.4 Small-signal equivalent circuit of a diode: (a) intrinsic elements; (b)
complete.
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The parameter « corresponds to u, and u, in Section 2.5, and substitution
into Eq. 3.19 shows that

u = 0.5. (3.21)

All parameters u, in charge-control theory have this value when the
current flow in the control region is space-charge-limited acceleration.*
Finally, substitution into Eq. 3.18 yields

37
This value can be obtained directly by differentiating the Langmuir-
Child equation (3.13).
The equivalent circuit is completed by adding the extrinsic interlead
capacitance shown in Fig. 3.45.

3.1.1.3 Discussion

The electrons emitted from the cathode of a practical diode have finite
emission velocities, the distribution in the x-direction being Maxwellian.
Therefore, if the electric field were negative everywhere in the cathode-
anode space, all electrons emitted from the cathode would travel to the
anode and the current would be temperature-saturated. This behavior is
not observed at moderate values of V, in practical diodes, and conse-
quently the electric field near the cathode must be positive and oppose the
initial motion of the electrons. This reversal of the field implies that there
is a region of zero field somewhere between the anode and cathode and
that the potential has a negative minimum in this zero-field region. If
the Maxwellian distribution is approximated by assuming that all electrons
have the same emission velocity, the zero-field region reduces to a plane.
Electrons give up their kinetic energy to the opposing electric field between
the cathode and this barrier plane and on the average have zero kinetic
energy at the plane. Thus the barrier plane may be considered as a
virtual cathode that provides zero emission velocity, and the controlled
space charge Q exists between it and the anode. The theory in Section
3.1.1.1 can be applied to practical diodes with the following substitutions:

VsV 4+ V,,
x = X" — Xp,

where — ¥V, is the minimum potential and x,, is the position of the barrier

* R. D. MIDDLEBROOK, *‘A modern approach to semiconductor and vacuum device
theory,” Proc. Inst. Elec. Engrs. (London), 106B, 887, Suppl. 17, 1959,
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Fig. 3.5 Potential in a diode with finitc cmission velocity. Notice the reversal of
the clectric ficld.

plane (Fig. 3.5). Expressions for V, and x,, are available in specialized
books.* Both depend slightly on the space-charge density and emission
velocity, and thercfore second-order changes occur in g and ¢ with changes
in current and heater voltage (cathode temperature).

Most practical diodes have nonplanar geometry. However, the
Langmuir-Child law

I = const V%
has been shown to be universally true in at least three ways:

(i) by the use of dimensional analysis,
(ii) by carrying out theoretical developments for other simple
geometries, for example, cylindrical electrodes,
(iii) by observing the volt-ampere characteristics of practical diodes.

Changes from the simple planar geometry affect only the value of the
constant; the same conclusion applies for all other relations between
Q, r, Vi oand 1

The conductance g predicted from Eq. 3.18 agrees with measurements
on practical diodes at low frequencies, but not at high frequencies. As

* For example, K. R. SPANGENBERG, Vacuum Tubes, Chapter 8 (McGraw-Hill,
New York, 1948).
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noted in Section 3.1.1.1, this error is expected because the displacement
component of current is neglected in Eq. 3.1. Accurate derivations show
that g varies with frequency, as in Fig. 3.6; the frequency at which g
departs appreciably from its low-frequency value is of the order of
100 MHz for typical diodes.

The capacitance ¢ predicted from Eq. 3.17 is in error at all frequencies.
The error at high frequencies is expected, being caused by the approxima-
tion in Eq. 3.1; the crror at low frequencics is perhaps surprising but can
be traced back to the fundamental assumption of all charge-control theory
(Eq. 2.33). In the development of Eq. 2.9 for the general three-clectrode
charge-control model it is assumed that the mobile charge takes up its
final spatial distribution immediately on a change in electrode voltages.
This assumption is not true for any practical device, and the change in
output current lags behind a change in clectrode voltage. Formally,
Eq. 2.9 should be replaced by Eq. 2.34:

I, = % + dch ,(f)

where /,(¢) is the error current. [t follows that the capacitance c,; is not
given by Eq. 2.44 but by

_ (8Qc3s) _ (i J‘
n = (3 ) 7 V) 1(r) dt. (3.23)
For the special case of the two-electrode diode the capacitance becomes
= dQc _ _i_
~dv,” dv, I’c(’) dt. (3.24)
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Fig. 3.6 Conductance and capacitance of a diode as functions of frequency.
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The variation of ¢ with frequency is derived in specialized books* and is
plotted in Fig. 3.6. In many practical diodes the extrinsic interlead
capacitance is so large that it completely masks the intrinsic capacitance
and the error in Eq. 3.17 is not significant.

3.1.2 The Vacuum Triode

Consider the ideal vacuum triode shown in Fig. 3.7, which has plane-
parallel geometry of area 4 and electrode spacings W, and W,. Asin
the case of the diode, assume that the cathode emits electrons with zero
initial velocity and that the current is less than the temperature-saturated
value.

3.1.2.1 The Equivalent Diode

A triode can be analyzed by means of an equivalent diode whose anode
lies in the plane at W, and is at the potential V, that occurs at this plane
in the triode. Conditions between the cathode and plane are therefore
the same in both the actual triode and the hypothetical diode. Equations

AX
Anode [+—'+L——+-l W,
~.\\
—G’"’—D)IZI O——w ==
Diode plane W, T v,
J o\ =

Cathode + +

<
+ i !
!

Fig. 3.7 The vacuum triodc.

* For cxample, W. E. BEnHam and I. A. Harris, The Ultra High Frequency Per-
formance of Receiving Tubes, Chapter 3 (McGraw-Hill, New York, 1957). For
additional references and further discussion see K. R. SPANGENBERG, op. cif., Chapter
16.
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3.14 and 3.15 give the controlled space charge Q and the transit time r, of
the diode as
4:A4

Q= 3w, Ve = —%$VeCexo (3.25)
= 3W,(2ﬂq)"V;V= (3.26)

where c.x, is the electrostatic or cold capacitance between the plane and
cathode. The controlling charge Q. must be equal to the sum of all
charges above the plane, namely, the positive charges Q., and Q. on the
grid and anode, respectively, and the negative space charge between W,
and W,. If
We = WGs

so that the equivalent anode lies immediately below the grid, the space
charge between W, and W, is very small. Therefore

QC = (VG - e)Ceco + (VA - Ve)ceAOv
where c,qo and c,.,o are cold capacitances between the plane and the
triode grid and anode, respectively. Because Q and Q. are equal and
opposite,
(Ve = Ve)eego + (Va = Ve)ceno = $VeCexos
from which

Ve + v, Sea0

_ CeGo
Ve—l_*_ﬂ)_*_ff_eﬂ_) (3.27)

Cego 3 Cego

The capacitances in Eq. 3.27 are the direct electrostatic capacitances in
the absence of space charge. The values of ¢,,o and c.xo can be written
down

= eA _ eA
AW W, W, - W

eA eA

= em—

Cexo = W, W,
but the value of ¢, cannot, for it depends on the geometry of the grid.
It is therefore an advantage to perform the star-delta transformation
shown in Fig. 3.8 to replace ratios of hypothetical capacitances by ratios
of the measurable capacitances between anode, grid, and cathode:

Ceao C.um’

Cego Ceko
Cexo _ Caxo,

Ceco Caco
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Cako

K

Fig. 3.8 Star-delta transformation of the cold capacitances of a triode.

It is a further advantage to define

p = Sexo, (3.29)

Caxo

The value of 1 depends only on a tube’s geometry and lies between 10 and
100 for typical modern triodes. Thus

Ve=—2ot Ve __, (3.29)
1+ - (l + 3 —Gﬂ)
»® 3 cuco
and because u is moderately large
Vox Ve + 24 (3.30)
’L
In the ideal case of infinite u
Ve = VG

and V, has no effect at all; p gives a measure of the effectiveness of the
grid as a shield between the anode and space charge.

Finally, the charge-control parameters for the equivalent diode whose
anode lies in the plane of the triode grid follow from Egs. 3.25, 3.26, and
3.30 as

_ _ 4ed . A Va
0= -0 =37 V,~3WG(VG+7), (3.31)

¥ Y2 =%
"= 3WG(§’%) Vit 3WG(2—";) (VG + %) . (33
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3.1.2.2 Small-Signal Equivalent Circuit

The cathode currents of the triode and equivalent diode are equal,
being given under static conditions by

=2 _grix G( Ve + 1‘) (3.33)
1 #
where the constant G is the perveance of the tube:
4ed (2g\"
G = 572 ( ) (3.34)

For a vacuum tube to be used as an amplifier, cathode current must flow
and therefore V, must be positive. The anode voltage V, is made
positive and large (of the order of 100 V), but ¥V is made a few volts
negative so that the grid structure will repel the space charge. The
probability of an electron striking the grid wires is therefore small, and
the grid current approaches zero. In other words, the effective lifetime =
of electrons in the control region is very large, the dc current gain
approaches infinity, and

VY
provided that

=Va . V, < 0.
i
The small-signal equivalent circuit derived in Section 2.5 (Fig. 2.7d) is
redrawn in Fig. 3.9a with elements labeled as the specific parameters of a
tube. The parameter r, (= 1/g,) is called the anode resistance. Sub-
stitution of Eqs. 3.31 and 3.32 into the relevant equations* of Section 2.5

results in
(55) 1, (3.36)
5= ), =5 (337
o = (55),, = T (3.38)
Cax = (i?/i),, = 3:%' (3.39)

* Equations 3.38 and 3.39 are derived first by substitution into Eqs. 2.39 and 2.40.
The parameters «; and . follow from Eqs. 2.47 and 2.49 as 0.5, and substitution into
Eqs. 2.53 and 2.55 yields Egs. 3.36 and 3.37.
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Fig. 3.9 Small-signal equivalent circuit of a triode: (a) intrinsic elements; (b) com-
pletc at low frequencies; (¢) complete at high frequencies.

Notice that cg, and ¢4« are the hot capacitances of the tube—the capaci-
tances in the presence of space charge. Rearrangement of these equations
shows that the geometrical parameter p is given by any of the following
expressions:

4 VA) Cexo Cox
= —|— = Fyg = — = — 3.40
# (GVG I, Emla Cako Cak ( )

Thus ux is identified as the voltage amplification factor* introduced in

* In common usage the word voltage is omitted because the current amplification
factor of a tube is not meaningful. In the interests of clarity and consistency the
word volrage is retained throughout this book.
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Section 2.5.1. Equations 3.36 and 3.37 can be derived without reference
to charge-control theory by differentiating Eq. 3.35.

Addition of the extrinsic interelectrode capacitances shown in Fig. 3.96
completes the small-signal equivalent circuit.

3.1.2.3 Discussion

The simplifying assumptions for the diode and triode introduce similar
inaccuracies. Because of the finite emission velocities of electrons in a
triode, a barrier plane forms between the cathode and grid. The distances
Ws; and W, ought to be referred to this plane, and the potentials V', and
V, to the attendant potential minimum. Changes in the barrier plane
with current and cathode temperature cause second-order perturbations
about the cube-root laws predicted for g,, and r, and second-order changes
in cgx and ¢,x. Most practical triodes have nonplanar geometry and the
constant multipliers in the equations have different values.

With these modifications, charge-control theory correctly predicts the
mutual conductance g,, and anode resistance r, for a triode at low fre-
quencies. The output capacitance ¢, is wrong for the same reason that
the diode capacitance is wrong, but the input capacitance ¢, is correct.
Formally, cqx is derived from Eq. 2.35, which is exact and does not
depend on the basic assumption of all charge-control theory. It should
be pointed out that ¢, is so small compared with the extrinsic capacitance
of practical triodes that the error in charge-control theory is difficult to
detect experimentally.

Further errors are introduced at high frequencies by the omission of
displacement current from Eq. 3.1. All parameters* become functions of
signal frequency, but over the frequency range for which a triode is useful
in low-pass amplifier circuits the more important elements g, and cgx
remain fairly constant. In addition, a triode develops the input con-
ductancet shown in Fig. 3.9¢:

2.2
g B L (1 + 4—; :—f) (.41)

where 7, is the transit time between grid and anode.

Extrinsic elements not shown in Fig. 3.95 become significant at high
frequencies, the two most likely elements being the inductance of the
cathode lead and the interface resistance that occurs just below the
emitting surface of an oxide-coated cathode. These elements can be

* The parameters are derived in BENHAM and HARRIS, op. cit., Chapter 4. Discussion
without derivation is in SPANGENBERG, loc. cit.
t The origin of this conductance is discussed in BENHAM and HARRIS, loc. cit.
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added in the cathode leg of the equivalent circuit. However, their major
effect is to increase the input conductance of a tube by a component that
varies as w?. Therefore, it is more convenient to combine this conductance
with the component given by Eq. 3.41 as a single effective value. Cathode
interface resistance may build up to a few tens of ohms and reduce the
effective g,, as a tube approaches the end of its life.

In summary, the equivalent circuit of Fig. 3.9¢ represents the dynamic
response of a vacuum triode over the useful frequency range.

3.1.2.4 Grid Current

It is assumed in the argument leading to Eq. 3.35 that grid current is
zero provided V; is negative. The grid current is indeed negligible for
many practical purposes, but it is finite and may be as large as 1072 A.
Although small, this current has important consequences in high-input-
impedance amplifiers and some low-noise applications.

Components of grid current can originate in the following ways:

1. Some electrons collide with the grid structure to produce a component
of current directed into the tube. This positive component falls as the
grid is taken more negative (Fig. 3.10) but rises sharply if the grid becomes
positive with respect to the barrier potential.

Electron
current

Total
current

Zero potential /
grid current

Free grid
potential
Barrier
potential ™\ Vo

Maximum negative

grid current \
lon

current

Fig. 3.10 Grid current in a triode.
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2. Some electrons collide with residual gas molecules in the tube to
produce positive ions. Most of these ions are collected by the grid and
produce a component of grid current directed out of the tube. If the rate
of tonization were constant, this component would be substantially
independent of grid voltage. However, the ionization rate is roughly
proportional to the anode current and therefore decreases as the grid is
taken more negative.

3. In high g, tubes (for which the grid is very close to the cathode) the
grid may be so heated by radiation that it emits thermionic electrons.
This results in another negative component of grid current (usually far
smaller than the ion component), whose magnitude depends on the cathode
temperature. Grids are often gold plated to reduce thermionic emission.

4. Leakage paths may exist between the grid and other electrodes,
both inside and outside the tube envelope.

There are other possible mechanisms, but in most cases (1) and (2)
predominate and the over-all grid volt-ampere characteristic has the form
shown in Fig. 3.10. Notice the existence of a free grid potential at which
the current is zero but the slope resistance is relatively low (perhaps
10° Q) and a point of maximum negative current at which the slope
resistance is infinite.

3.1.3 The Vacuum Pentode

The vacuum tetrode and pentode shown in Fig. 3.11 were developed
originally to overcome the circuit disadvantages of the large extrinsic
capacitance c, in a triode. This capacitance is reduced in a tetrode by
inserting a shielding electrode, the screen grid, between the normal or
control grid and the anode. A fifth electrode, the suppressor grid, is placed
between the screen and anode of a pentode to prevent impact-produced
secondary electrons moving from the anode to the screen. The undesirable
consequences of the large anode-to-grid capacitance in a triode and
secondary emission in a tetrode are discussed in many books* and are not
repeated here. In normal operation the screen is connected to a positive
supply, typically 100 V; the suppressor is connected to the cathode.

Because the controlled space charge Q exists principally in the cathode-
grid space, a pentode can be investigated by means of its equivalent diode.
Extension of the triode analysis shows that

Vs . Va

Ve Vg + — + =5, 3.42
T s o m (342)

* For example, F. E. TERMAN, Electronic and Radio Engineering, 4th ed., Chapters
6.9 and 12.10 (McGraw-Hill, New York, 1955); see also Section 7.5.2.1.
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Fig. 3.11 The vacuum tetrode and pentode.

where ug is the screen amplification factor, defined, by comparison with
the triode, as

aVS)
= — (% 3.43
s (a VG’ LoV ( )

The controlling charge follows as

4:A 4eA ( Vs VA)
= — = — Ve N — V, + —= 4+ —p 3.44
QC Q 3 WG 3 WO G s 3 ( )

from which

I Vs V‘)%,

GVix G(VG + =+ 4

3.45
Hs Iy (3.43)

where the perveance G is given by Eq. 3.34.

The grid acts as a partial shield between the screen and space charge
and, like x for a triode, ug gives a measure of this shielding. With similar
grid structures, x for a triode and g for a pentode are comparable in
magnitude. The anode of a pentode is triply shielded from the space
charge by the grid, screen, and suppressor. Accordingly, V, has almost no
control over Q, and p for a pentode is very large indeed. The V, termsin
Eqs. 3.42, 3.44, and 3.45 are often omitted.
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If V; is negative, the cathode current divides between the positive screen
and anode. The ratio depends almost entirely on the geometry of the
screen structure and is independent of the electrode voltages, provided ¥V,
is greater than a value about 20%, of Vs known as the bottoming voltage
V4s. Thus

Is = kI, (3.46)
where k is a constant, typically 0.2, and
_ 1l ; ~ G Vs | Va\*
"“1+k"~1+k(V°+ps+p)’ (3.47)
_ k - kG Vs | Va\%
Is“1+k1"~1+k(V°+ps+u) (3.48)

Normally a pentode is operated with V, greater than the bottoming or knee
voltage V.5, and I, is given by Eq. 3.47. For values of V, less than
Vs, I, varies roughly as ¥%.* Electrons that do not strike the screen
structure enter the screen-anode space and form a space charge in the
vicinity of the suppressor. This space charge behaves as a virtual cathode
and in conjunction with the anode forms a space-charge-limited diode.
As V, is increased, the space charge falls and I, increases until all available
electrons are swept to the anode. Typical curves of anode, screen, and
suppressor currents versus ¥, are shown in Fig. 3.12.

Current ‘r
/ 35 power law
/
ya Total
_/f
/
/ Anode
|
|
|
|
|
]
Screen
. /r Suppressor
0 LA Anode voltage \{‘V

Fig. 3.12 Electrode currents in a pentode as a function of V,; Vg and Vs are held
constant.

* SPANGENBERG, op. cit.,, Chapter t1.
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Fig. 3.13 Small-signal intrinsic equivalent circuit of a pentode.

The intrinsic small-signal equivalent circuit of a pentode contains the
nine elements shown in Fig. 3.13. The terminal equations are

AQc = g AV + csx AVs + cax AV, (3.49)
Al = g, AV, + g"‘AVs + L S AV, (3.50)
Al = kg, AV, + kg""AVs +E k AV (3.51)

where Eqgs. 3.44, 3.47, and 3.48 give
En = (36 iI”:;) Vs.Va Z(fcf:ak) Iz, (3.52)
7= ), = man 39
()., -

A complete equivalent circuit would include extrinsic interlead capacitances
and a frequency-dependent input conductance.

3.2 NOISE SOURCES IN YACUUM TUBES

Over the frequency range from a few kilohertz to a few megahertz the
dominant noise in a vacuum tube is the shot noise associated with each
electron stream. There is only one electron stream in a diode or negative-
grid triode, from the cathode to the anode, and there is only one com-
ponent of shot noise. There are two streams in a negative-grid pentode,
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from the cathode to both anode and screen, but the total noise exceeds
the shot noise expected of them in isolation. The excess component
stems from the random division of cathode current between the conducting
electrodes and is termed partition noise. Both shot and partition noise
have uniform power spectra, the mean-square noise current being pro-
portional to bandwidth. A specification of noise current is therefore
meaningless unless the bandwidth is given also.

Other components of noise become significant at the ends of the fre-
quency range; flicker noise appears at low frequencies, induced grid noise
at high frequencies. Because both have power spectra that vary with
frequency, it is necessary to specify the center frequency as well as the
bandwidth over which the noise is measured.

3.2.1 Vacuum Triode

The noise performance of a vacuum triode can be represented over a
wide frequency range by the model shown in Fig. 3.14. This model is a
combination of the small-signal equivalent circuit (Fig. 3.9¢) with three
noise generators.

The shot noise on the anode current is represented over a bandwidth df
by the current generator

d(ins®)a = 2q121, df. (3.57

It is shown in specialized books* that the reduction factor for a space-
charge-limited electron stream is

_ 3k(0.644T;)

2
r qV.

(3.58)

i
"Cm

ig
. o L .,A
it P C.;T[ cc;[ & Bmuc |“K < -l‘c.uq?(l'us’h (LN

Fig. 3.14 Noise model of a triode.
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* For example, C. F. QuaTE, “Shot noise from thermionic cathodes,” Chapter 1, in
L. D. SMuLLIN and H. A. Haus (eds.), Noise in Electron Devices (Technology Press
and Wiley, New York, 1959). The factor 0.644 is 3(4 — =)/4.
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where % = Boltzmann’s constant,
Ty = the cathode temperature, typically 1000°K for small tubes,
V. = the anode potential of the equivalent diode.

Equations 3.33 and 3.36 give

_ 3 3,
V, = 2—gm = 2—gm’ (3.59)
so that

d(iys?)a = 4k(0.644T,)g,, df. (3.60)

Thus shot noise can be given another interpretation—the thermal noise of
gm at temperature (0.6447,).
The flicker noise on the anode current is represented over a bandwidth
df by the current generator
PN
d(th )A K f
The exponent ¢ is about 2 for most vacuum tubes; K is a few times 1013
for a low-noise triode but may be one or two orders of magnitude larger
for triodes with poor flicker-noise performance. For typical tubes the
values of g,,, T, and the empirical constant K are such that flicker noise
exceeds shot noise at frequencies below a few kilohertz.  Flicker noise in
a given tube can be reduced only by reducing the anode current.
Individual electrons induce a charge on the grid as they pass it en route
to the anode. This charge varies randomly with time, and it is shown in
specialized books* that the induced grid noise can be represented over a
bandwidth df by a current generator

d(inDe = 4k(1.431T g, df, (3.62)

where g; is the high-frequency input conductance of the tube. Because
g varies as f2, induced grid noise vanishes at low frequencies.

df. (3.61)

3.2.2 Vacuum Pentode

Shot noise is present on both the anode and screen electron streams of a
pentode, and Zieglert has shown that

11,
2 _ Ry Aly

divs?a = 20T + 227 ) af (3.63)

dliys?)s = 2q(1‘21 + tals )df (3.64)
NS IS S ]A + IS . .

* For example, BenHaM and HarRrIS, op. cit., Chapter 10. The factor 1.431 is
5(4 — m)/3.

t M. ZixGLER, * Noise in amplifiers contributed by the valves,” Philips Tech. Rev., 2,
329, November 1937.
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In these equations the first term in brackets represents the shot noise on
the space-charge-limited streams in isolation:

re — 3k(0.644T,\-)’
qVe.
where Eqs. 3.45 and 3.52 show that
3,
V, = 22, (3.65)

for a pentode as well as a triode. The second terms in Egs. 3.63 and 3.64
represent the partition noise. Notice that the contribution is the same for
each electron stream; an impulsive change in anode current necessitates
an equal and opposite change in screen current. This applies strictly
only if the electron stream in the vicinity of the screen is free from fluctua-
tions. In practice, the space charge smooths out the fluctuations in the
cathode current stream and Ziegler's simple equations are obeyed with
fair precision.* The shot noise of a pentode (including partition) can be
represented by the three mean-square noise current generators in Fig.
3.15a, and superposition can be used to determine the mean-square noise
voltage or current anywhere in the circuit.

If the screen is fed from a dc supply of finite internal impedance, a noise
voltage is developed at the screen by the noise current. This noise voltage
excites the screen-anode mutual conductance (g,/us)ts in Fig. 3.13 and
consequently increases the mean-square anode noise current. However,
if the screen is connected by a low (ideally zero) impedance path to the
cathode, no screen noise voltage can be developed. The model simplifies
to Fig. 3.15b and the anode noise current is reduced. In this case it is
convenient to combine the uncorrelated mean-square anode noise current

generators (Fig. 3.15¢) and express the total shot noise in the form of
Eq. 2.64:

d(ivsDa = 2q1 21, df. (3.66)
The effective space-charge reduction factor for the anode is
k
2 _ 2 ,
F2=r?+ T+ % 3.67)

where k is the ratio of dc screen current to dc anode current.  The practical

conclusion is that the screen should be bypassed to the cathode with a
capacitor.

* For accurate equations and more involved theoretical arguments, see W. SCHOTTKY,
*Small-shot effect and flicker effect,” Phvs. Rev., 28, 74, July 1926: C. J. BAKKER,
“Current distribution fluctuation in multielectrode radio valves.” Physica, S, 58,
July 1938; D. O. NorTH, * Fluctuations in space-charge-limited currents at moderately
high frequencies,” RCA Rev., 5. 244, October 1940,
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Fig. 3.15 Shot-noise model of a pentode.

Flicker noise is present on the cathode current stream of a pentode, and
in addition is generated by the partition process. The partition com-
ponent of flicker is relatively smaller than the partition component of shot
noise.* In the general case flicker noise can be represented by three
current generators situated as shown in Fig, 3.16a. For the special case
in which the screen is bypassed to the cathode, so that no screen noise
voltage can be developed, the anode noise current is reduced and the
model simplifies to Fig. 3.16b. It is convenient to combine the two anode
flicker noise generators (Fig. 3.16¢) and write

L

d(ine®)a = K4 7 df, (3.68)

* T. B. TomLINsON, “Partition components of flicker noise,” J. Brit. Inst. Radio
Engrs., 14, 515, November 1954.
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Fig. 3.16 Flicker-noise model of a pentode.

where the effective flicker noise constant K, for the anode must be
determined experimentally.

Induced grid noise in pentodes occurs in precisely the same way as in
triodes and may be represented by a mean-square noise current generator
d(iv/})e across the input terminals.

3.2.3 General Comments on Tube Noise

Shot noise and induced grid noise are well-understood physical phenom-
ena. Unless a vacuum tube has some gross defect, its shot and induced
grid noise can be predicted accurately from the equations given. More-
over, the shot and induced grid noise do not vary more than a few percent
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from tube to tube of a given type. Flicker noise, however, is not a well-
understood phenomenon. It is known that flicker noise on the cathode
current stream is caused by minute imperfections in the cathode, but these
imperfections are not manifested in any other way. The flicker noise
equation (2.65). is essentially empirical. and the constant K may vary by
several orders of magnitude between tubes of one type. Some tubes show
excessive flicker noise which does not follow Eq. 2.65. In low-noise
applications, particularly at audio frequencies, it may bc necessary to
select tubes to achieve satisfactory flicker-noise performance. So-called
low-noise tubes are available commercially; on the average, these tubes
have less flicker noise than other types, but isolated specimens of ordinary
tubes may have the least noise of all.

I[n addition to flicker noise on the cathode current stream, imperfections
in vacuum tubes cause grid current noise. All components of dc grid
current contribute additive componcnts of shot (and possibly flicker)
noise; likely sources of grid current are listed in Section 3.1.2.4. Like
flicker noise on the cathode current stream. grid current noise varies
widely from tube to tube and is amenable only to cmpirical treatment,
Nevertheless, there are a few common-sense precautions. Grid current
noise caused by clectrons striking the grid can be minimized by suitable
choice of quiescent point; the grid should be appreciably negative with
respect to the barrier potential. Gas noise is a function of the tube and
can be reduced by selection or by operating a tube continuously for a
long period of time. However, brief periods of overheating, or switching
the heater power off and on, may release gas adsorbed inside a tube and
change a quiet tube into a noisy one. Noise due to thermionic emission
from the grid tends to be less in low-g,, tubes because of their large cathode-
grid spacing. Often some improvement can be achieved in high-g,, tubes
by lowering the heater voltage. Noise due to interelectrode leakage
currents is a function of the tube and its socket; a high-quality tube socket
is mandatory in low-noise applications.

There are two distinct steps in designing a low-noise vacuum-tube
amplifier. The first, which forms the subject matter of Chapter 8, is to
choose quiescent points and other circuit details that minimize the well-
understood shot and induced grid noise. The second is to use tubes for
which the flicker noise and grid current noise are known to be smali.
For these quiet tubes Eqs. 3.61 and 3.68 give reasonable estimates of the
flicker noise, and grid current noise may be represcented over a bandwidth
df by a generator

d(ins®)e = 29 2. (o) df, (3.69)

connected in shunt with d(iy,?)¢. The summation sign > indicates that the
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magnitudes of the individual components of 7; must be added. There is
no simple way of predicting the noise in an excessively noisy tube, nor is
there any point in doing so.

3.3 RATINGS OF VACUUM TUBES

From a practical point of view the most significant rating of a vacuum
tube is its maximum safe anode power dissipation P,. Unless the circuit
configuration is unusual, no other rating is likely to be exceeded if P,
remains within safe bounds. The value of P .y, is usually limited by the
associated rise in temperature of the envelope and internal insulating
supports. The highest envelope temperature occurs at the point closest
to the anode and for glass tubes should not exceed about 250°C. Above
this temperature the glass between electrode lead wires or base pins begins
to conduct electrolytically; the result is excessive noise and rapid failure.
Unless the contrary is stated, a manufacturer’s quoted value of P,iay
applies for 25°C ambient. If a tube is operated in an clevated ambient
temperature (for example, because of heating by adjacent tubes or com-
ponents), the safe value of P, is reduced. There is no simple relation
between ambient temperature and the derated P, z.,,; Fig. 3.17 is one
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Fig. 3.17 Anode power derating curve. (Courtesy Mullard Ltd., London.)
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manufacturer’s curve for allowed increase in ambient temperature versus
the maximum envelope temperature in a 20°C ambient,

The maximum safe anode voltage V , is set by breakdown of the insulating
supports between the anode and other electrodes. Because breakdown
voltage is a function of temperature. ¥, max, depends on the anode power
dissipation and ambient temperature. Normally, a manufacturer's
quoted value of V..., applies for a tube operating at full rated power
in a 25°C ambient; higher voltages are permissible at reduced power
dissipation. Figure 3.18 is one manufacturer’s voltage-uprating curve for
tubes operating at a fraction of their safe anode dissipation in a particular
ambient temperature. The anode current I, is limited ultimately by the
steady emission current available without deterioration of the cathode.
However, in most circuits with normal supply voltages the rated anode
power dissipation will be exceeded long before the current reaches
]A(max)-

The maximum screen power dissipation Pg is set by the allowable
temperature rise in the screen grid wires and their supports. The screen
voltage Vs is limited by breakdown of the insulation and depends on the
temperature. For most purposes the total device dissipation may be
taken as the anode power, and the screen and anode voltage uprating
factors are the same. The screen power need not be derated in an
elevated ambient temperature because the screen is totally enclosed within
the anode. The screen current I;is nearly always limited by the safe screen
power dissipation rather than by the safe emission from the cathode.
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The maximum grid power dissipation Py is set by the allowable tempera-
ture rise in the fine grid wires. Manufacturers rarely quote a safe value
for Pgmax), but 100 mW is reasonable for small tubes. Often a minimum
negative grid voltage is specified for amplifying tubes. This is not a true
rating; rather, it is based on the onset of grid current as the grid becomes
positive with respect to the barrier potential. European manufacturers
commonly specify the voltage corresponding to +0.3 pwA grid current.
In addition, a maximum negative grid voltage may be specified, set by
breakdown of the insulation. This rating has no application to amplifiers,
for it implies cutoff of the cathode current.

The maximum cathode-to-heater voliage Vi, is set by breakdown of the
insulation between these two elements.  In the absence of specific informa-
tion 100 V is a safe rating for most tubes. However, induction of mains-
frequency hum from the heater onto the cathode increases at high values
of Vyy; therefore, quite apart from considerations of insulation break-
down, it is seldom desirable to operate tubes with Vy, large. Some
manufacturers give different ratings for V., positive and negative and
instantaneous as well as steady values.

Manufacturer’s ratings assume that the heater voltage is held to about
+15%, of its nominal value, that the ambient pressure is not less than
50 mm of mercury (corresponding to 60,000 ft altitude), and that the
relative humidity is not greater than 80%,.

It is important to note that the over-all thermal time constant for a
small glass tube is of the order of five minutes. The thermal time con-
stants of individual electrodes—the anode, screen, and grid—are shorter
but not less than some seconds. Therefore, unless specific information is
given to the contrary, it is valid to assume that absolute power ratings
refer to average power in applications involving signals of frequency
greater than a few hertz, not peak power. Absolute voltage ratings,
however, refer to peak values.

3.4 VARIATION OF VACUUM-TUBE SMALL-SIGNAL
PARAMETERS

The values of parameters in the small-signal equivalent circuits of
triodes (Fig. 3.9) and pentodes (Fig. 3.13) depend mainly on the type of
tube and the chosen quiescent values of electrode currents and voltages.
However, because of tolerances in manufacturing processes and aging of
the cathode, tubes bearing the same type number may show significant
unit-to-unit parameter variations. Thus the circuit designer requires a
knowledge of the probable magnitude of parameter variations with
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changes in quiescent currents and voltages and with tube replacement.
Some of this information can be deduced from the theoretical treatment of
vacuum tubes in Section 3.1; the rest is provided by manufacturer’s data,
acceptance specifications of device users, measurements of actual tube
parameters, and experience. The aim of this section is to use these
sources to establish design data that indicate the general trends and
magnitudes of small-signal parameter variations.

3.4.1 Nominal Small-Signal Parameters of Representative Vacuum Tubes

Vacuum tubes may be classified initially according to their maximum
permissible anode dissipation. Directly related to this classification is
their physical size; small tubes can be safely dissipate 1 or 2 W, whereas
the largest tubes normally encountered (i.e., excluding transmitting types)
can dissipate about 30 W. Tubes may be classified further according to
their nominal g, at a particular cathode current; those with large values
of g, are usually referred to as /high slope types. [n addition, triodes may
be classified according to their voltage amplification factor u; pentodes
have values of » which are so large that this classification becomes meaning-
less. Typical parameters for small tubes are

triodes and pentodes

normal slope gm = 2 MAJV

high slope gn = S MA/Y

very high slope 2. = 10 mA/V or more
triodes only

low u p=>=

medium u =20

high u = 80

It is interesting that g, for tubes is of the order of a few milliamperes
per volt, in contrast with bipolar transistors which typically have g,, some
10 times greater (see Section 4.6.1). The restriction of g, to such small
values in vacuum tubes is due basically to the large separation between the
controlled charge (in the cathode-grid space) and controlling charge
(mainly on the grid). This separation of the charges results in a low input
capacitance. A large voltage increment must therefore be applied to the
grid to change the space charge and anode current. Formally, the small
value of g,, can be ascribed to a limitation on the maximum value of the
perveance. Mutual conductance depends on the perveance (Eq. 3.36 or
3.52), and from Eq. 3.34 the maximum value of perveance is limited by the
maximum attainable cathode area and the minimum attainable cathode-
grid spacing.
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Power tubes have larger clectrode areas, and consequently larger values
of g.., than small tubes. As a rule of thumb, typical values of g, increase
as the square root of rated anode dissipation. Power triodes are obsoles-
cent; when a power triode is required, it is often necessary to connect a
pentode as a triode by strapping its screen and anode together. Power
triodes and triode-connected pentodes tend to have fow values of u.

34.1.1 Remote Cutoff Tubes

The tubes considered so far are known collectively as sharp cutoff
types. Their grid is a uniform structure, which consists of a number of
equally spaced turns of wire. Such tubes satisfy the condition

Ve = =V
I

when the entire cathode current is cut off. In other tubes known as remore
cutoff types the grid wires are unequally spaced and sometimes have
different diameters. The result is effectively a number of tubes in
parallel, each having a different value of x; an alternative name for this
type of tube is rariable p. Figure 3.19 shows the /,~V,, characteristic of a
remote cutoff tube that is a composite of three different sharp cutoff
types; g. is given by the slope of the /,-V characteristic at constant V,
and the g,.—V; characteristic has a relatively low gradient in the vicinity
of cutoff. Consequently, large signal voltages can be applied to the grid
of a remote cutoff tube without excessive distortion in the anode current
waveform, even if the tube is biased near cutoff. Remote cutoff tubes are
commonly used in amplifiers that have automatic gain control, but such
applications are beyond the scope of this book.

3.4.2 Variation of Small-Signal Parameters with Quiescent Conditions

The first-order trends in the variation of small-signal parameters with
quiescent voltages and current can be predicted from the theory in
Sections 3.1.2 and 3.1.3. For both triodes and pentodes

Emn oC ];'(‘l‘, (370)
raoc Iz', 3.71)

The capacitances, amplification factors g and pg, and, for a pentode, the
ratio k& of screen to anode current are all constants. This first-order
theory is adequate for normal design purposes.

Second-order theory shows that small departures from these laws are
expected because of changes in the barrier plane. At moderately high
currents the barrier plane remains fairly constant and the ideal laws are
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obeyed quite closely. However, the bound space charge increases at low
currents and the barrier potential rises. It follows that x and ug will fall,
that g, will vary rather more rapidly than the predicted cube-root law,
and that r, will vary less rapidly. Figure 3.20 shows the measured and
predicted curves for a typical triode, type ECC83/12AX7. The capaci-
tances vary more or less linearly over the entire range of cathode current,
but at most the variation is only one or two pF. Therefore the intrinsic
capacitances of a tube can be lumped with the extrinsic interlead capaci-
tances and the total regarded as constant. Tube manufacturers specify
only these total capacitances—c;, and c,,, for the total grid-cathode and
anode-cathode capacitances, respectively, and ¢, for the extrinsic anode-
grid capacitance; there is no simple way of separating the intrinsic and

110
1’3
e —— e — e ———{100
:r 90
1
I — jr—
/;':
k""’
L e 2
3
R &
\_- 1
Ta \‘T-—
0 0
0 1 2 3

Cathode current, mA

Fig. 3.20 Variation of small-signal parameters with cathode current. Tube type
ECC83/12AX7, V, = 250 V: ——— predicted; —— measured. (Courtesy Mullard
Ltd., London.)
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extrinsic components. This contrasts with the bipolar transistor for which
the intrinsic and extrinsic capacitances have quite different laws of
variation with quiescent point.

In addition to their variation with cathode current, the small-signal
parameters of a tube depend to a small extent on the combination of
electrode voltages used to produce a given current. At constant cathode
current g, u, jus, and & fall slightly with increasing V, or V.

Moderate changes in the heater voltage of a tube operating at constant
cathode current have very little effect on the small-signal paramecters, for
the emission current available from an oxide-coated cathode is far in
excess of normal requirements. However, a change in grid voltage will be
required to maintain the cathode current constant.

3.4.2.1 Special Considerations for Pentodes

A problem of some practical importance for pentodes is the effect of a
change in electrode potentials (particularly V) on known values of small-
signal parameters (particularly g,). Usually the small-signal parameters
are known from manufacturer’s data or measurements over a range of
grid voltage only at one screen voltage V,, and often it is necessary to
find g, at some particular voltages Vs, and V,. The general formal
solution involves first finding 7, at the desired quiescent voltages, a
laborious process involving Eq. 3.45 and the known data, and then
calculating g, from Eq. 3.70. The labor in the general solution can be
reduced by using a voltage conversion factor Fy. In this method the grid
voltage V,, which satisfies

Ve Vsa

= —= = F 3.72
Vor ~ Ver ~ 1V (3.72)

is found. Then from Eq. 3.45 (neglecting the V, term)

K2 _ F”’!,

Iy, v
and, using Eq. 3.70,

Ema 1

2= = Fp

8m1 v

But g,.,, the value of g,, at V', and V5, is known from the data. Therefore
the desired value g,., at Vg, and Vg, is

LTA V '/z
En2 = &gmiV = gml(V_if) . (3.73)

When a pentode is connected as a triode by strapping the anode and
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screen together, the anode resistance 7, o4y 1S given in terms of the
pentode parameters by

1 Al + Al
rA(Lriode) A VS
=(l+4k N7
= (1 + k)&
Hs
Therefore
Bs . (3.74)

Fattriodey = m

3.4.3. Variation of Small-Signal Parameters with Tube Replacement

The parameters of tubes of a given type operating under identical
quiescent conditions show unit-to-unit variations between individual
tubes manufactured in one batch, between average tubes from different
production batches, and most important of all, with tube age.

Variations in the parameters of new tubes stem from the inherent
inaccuracies associated with production techniques, principally in

(i) electrode geometry, particularly the spacing of grid and screen wires,
(i1) resistance of heater elements,
(iii) work function of the cathode material,
(iv) concentration of positive gas ions in the tube envelope.

The spread in parameters varies with the type of tube and the acceptance
specification set by the manufacturer or user. The user is seldom able to
distinguish between intra- and interbatch variations and must therefore
assume all-inclusive tolerances. The following paramcter spreads are
typical for new receiving tubes tested at fixed values of cathode current,
anode voltage, and screen voltage:

+25% for mutual conductances and self resistances,
+10%, for amplification factors and inter-electrode capacitances.

In addition to these manufacturing tolerances on the parameters of new
tubes, the circuit designer must consider the effect of aging. Oxide-
coated cathodes exhibit a gradual reduction in emission capabilities
throughout their lives, with a consequent reduction in g,. Deterioration
of the cathode is due mainly to bombardment by positive gas ions and to
evaporation of the coating. If the cathode is heated, deterioration occurs
whether or not a cathode current is flowing, although the mechanism
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differs. The percentage rate of reduction in g, depends on the tube type
and its time of operation; for standard receiving tubes a 20%, reduction is
likely over the first 1000 hours of their lives.

Prager* has produced curves that relate the survival rate of premium
quality tubes to age for various allowed percentage changes in g,. Ob-
viously, the greater the allowed percentage change, the greater the survival
rate over a given period. The typical curves reproduced in Fig. 3.21
indicate that 807, survival can be achieved after 9000 hours if a 407,
change in g, is acceptable. However, if the acceptable change in g, is
reduced to 107, 807, survival corresponds to only 1000 hours of opera-
tion. Consequently, to achieve a long useful life for tubes in electronic
equipment it is highly desirable to allow for changes in g,, up to about
40%,. Standard tube types have much shorter lives than premium quality
types.

In this book it is assumed arbitrarily that the limits set out in Table 3.1
account for both the production tolerances on the major parameters and
deterioration with age. These limits apply at constant values of cathode
current, anode voltage, and screen voltage. The quantities p,, s, Zma
a4, and k, are the values of the parameters u, ug, g, *4, and k expected
for “average” vacuum tubes of a given type and are the values normally
listed in manufacturers’ data. New vacuum tubes tend to show values of
g that lie above the average and values of r, that lic below. As a vacuum
tube approaches the end of its useful life, g, falls below average and r,
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Fig. 3.21 Survival rate for premium quality tube type 5692 as a function of allowed
change in gn. (Courtesy Radio Corporation of America.)

* H. J. PrRAGER, ‘" Performance evaluation of ‘special red’ tubes,” RCA Rev., 14
413, September 1953.
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Table 3.1 Tolerances on Vacuum Tube Parameters, Referred to Their

Average Values

Parameter

Tolerance

Triode
Mutual conductance g,
Voltage amplification factor u
Anode resistance ¢,

Pentode
Mutual conductance g
Voltage amplification factor p
Screen amplification factor us

0.6 Ens < En = 1.5 Ema
0.6 Vaa < r4 < 1.5 Yaa

O.Ggm,; < Em < 15 Ema
Unspecified, but large
08 H1sa < Hs < 125 Hsa

Anode resistance r, Unspecified, but large
k = Is/1, 0.8ks <k < 125k,

rises. The values of u, ug, and & remain fairly constant.  These tolerances
may be reviewed in the light of information on specific tube types, but it is
unlikely that modifications will be significant. Data on parameter
tolerances are available from manufacturers and certain specialized user
organizations.

3.5 CONCLUDING COMMENTS ON VACUUM TUBES

Inspection of vacuum-tube manufacturers’ data books shows that there
are thousands of types bearing different identifying numbers. However,
the tolerances on vacuum tube parameters are so large that for design
purposes many supposedly different types are clectrically indistinguishable.

Consider, for example, the classification of pentodes into normal, high,
and very high slope types with nominal g, of 2, 5, and 10 mA/V, respec-
tively. If the tolerances suggested by Table 3.1 are applied, the expected
ranges of g, will be as shown in Table 3.2; for only three basic pentode

Table 3.2 Range of g,, at Constant Cathode Current
for Typical Pentodes

Type Nominal g, Range of g,
Normal 2 mA/JV 1.2-3 mA/V
High slope 5 3-7.5

Very high slope 10 6-15
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types operating at constant current is there likely to be a continuous
spread in g,, from 1.2 to 15 mA/V. On this basis the inclusion of further
basic types with intermediate values of g,, becomes quite unnecessary.
The majority of vacuum-tube types at present in production are redundant.

There are good reasons for part of this redundancy. Some of the many
type numbers belong to different groupings of a few basic electrode
structures instde multiple-unit tubes. For example, the triode sections of
the following types are nominally identical:

EBC91/6AV6 double-diode triode
ECC83/12AX7 twin triode
ECL86/6GWE triode power-pentode.

Other vacuum-tube types are made with a number of different heater
voltages (though the same power) for use in different environments. An
example is a certain power pentode:

EL84/6BQ5 6.3 V at 750 mA for parallel operation
PL84 15 V at 300 mA for series operation
ULB4/45B5 45 V at 100 mA for series operation.

Nevertheless, most of the vacuum-tube types in production are redundant;
they differ only in minor electrical detail or in the connections to the base
pins.



Chapter 4

Characteristics
of Amplifying Devices III:
Bipolar and Field-Effect Transistors

This chapter is similar in scope to Chapter 3; the general principles of
Chapter 2 are applied to the particular cases of bipolar and field-effect
(unipolar) transistors.

The theory of the bipolar junction transistor is readily developed from
semiconductor physics. The principles of carrier statistics and carrier
ballistics are summarized in Section 4.1, and from them the basic charge-
control parameters Q. and =, are found. Relations between the dc
terminal voltages and currents follow immediately, and the parameters
of a small-signal equivalent circuit follow from substitution into the
general theory in Section 2.5. The accuracy of the charge-control
approach is assessed by a comparison with results obtained from more
accurate models of a transistor.

The theory of the field-effect transistor is similarly developed from
device physics. However, the f.e.t. is at present a less versatile amplifying
device than the bipolar transistor and does not warrant so extensive a
treatment. For the same reason it is assumed in accord with common
usage that the term transistor applies to the bipolar device; field-effect
transistors are always referred to explicitly.

93
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4.1 A REVIEW OF SEMICONDUCTOR PHYSICS*

The important materials in semiconductor amplifying devices are the
tetravalent elements germanium and silicon. Pure or intrinsic crystals of
these elements are doped with controlled amounts of trivalent acceptor
or pentavalent donor atoms to produce mechanically stable, near-perfect
extrinsic crystals that have an excess of holes or electrons. Typical
impurity concentrations for the extrinsic germanium used in transistors
range from 10'* to 10'® atoms/cm® Because crystalline germanium
contains about 4 x 10%? atoms/cm3, the proportion of impurity atoms
ranges from about 2 parts in 10° to 2 parts in 10%,

Both holes and electrons exist in any semiconducting crystal and are
called carriers of charge. The concentrations are equal in intrinsic
materials, whereas holes or electrons predominate in p-type or n-type
material respectively. Majority carriers are those in excess; the others
are minority carriers. The concentrations of carriers in a crystal are
determined by carrier statistics, and the currents that result from carrier
motion are determined by carrier ballistics.

4.1.1 Carrier Statistics

Under conditions of energy equilibrium the hole concentration p and
electron concentration n at any point in a crystal are related to the con-
centrations of donor impurities N, and acceptor impurities N, by two
general equations:

(Np+p)—(Nys+n) =0, (4.1)
pn = n? = vT3exp (——%—}3)- (4.2)

where  n; = the concentration of hole-electron pairs in intrinsic material
at the same temperature, often referred to as the intrinsic
concentration,
Eqp = the energy difference between the valence and conduction
bands,

* This review is intended only to introduce the notation and to indicate the general
level of the treatment that follows. Readers should refer to specialized books for a
more ordered development, e.g: R. B. ADLER, A. C. SmiTH, and R. L. LoNGINI, An
Introduction 1o Semiconductor Physics, S.E.E.C., Vol. 1 (Wiley, New York, 1964).
P. E. Gray, D. pe WiTT, A. R. BooTHROYD, and J. F. GiBBons, Physical Electronics
and Circuit Models of Transistors, S.E.E.C., Vol. 2 (Wiley, New York, 1964). R.H.
MATTSON, Basic Junction Devices and Circuits (Wiley, New York, 1963). J. L. Molt,
Physics of Semiconductors (McGraw-Hill, New York, 1964). R. P. NaNavaTtl,
Introduction to Semiconductor Electronics (McGraw-Hill, New York, 1963).
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k = Boltzmann’s constant,
T = the absolute temperature,
v = a constant.

Equation 4.1 is merely a statement of the principle of conservation of
charge, whereas Eq. 4.2 is known as the equilibrium equation and is based
on Fermi-Dirac statistics.

For heavily doped p-type material N, is much greater than N,. It
follows from Eq. 4.1 that p is much greater than n and that

PN, 4.3)

which shows that the equilibrium majority carrier concentration is
largely determined by the doping and is almost independent of tempera-
ture. Substitution in Eq. 4.2 gives

2 2
PO

n ? ~ NA’ (44)
which shows that the minority carrier concentration varies as m2. At
room temperature the exponential term in Eq. 4.2 varies much more
rapidly than the 72 term, and the total variation of »;? is approximately
exponential with temperature. Expressions corresponding to Eqs. 4.3
and 4.4 apply for heavily doped n-type material.

The equilibrium condition can be disturbed by some energy stimulus.
Examples are in increase in temperature, irradiation with light or other
electromagnetic radiation, irradiation with nuclear radiation, and injection
or extraction of carriers (usually by means of a p-n junction). As long as
the stimulus is maintained the carrier concentrations remain in excess of
their equilibrium values, but once the stimulus is removed the excess
holes and electrons recombine and the concentrations decay with time to
their equilibrium values. Recombination occurs at different rates in the
body of a crystal and at its surface, and the decay of carrier concentrations
can be expressed as a sum of exponentials. However, it is a reasonable
engineering approximation to represent the decay by a single exponential
whose time constant = is the effective lifetime of carriers in the crystal.
The value of = varies widely between otherwise similar crystals.

In transistor electronics the most important way of disturbing the
carrier equilibrium is by means of p-n junctions on one or more faces of the
crystal. Ifa p-n junction is formed as shown in Fig. 4.1 and a voltage V'is
applied to it externally, an opposing voltage drop (V; — V) exists across
the transition between the two regions, or depletion layer. The depletion
layer, as its name implies, is substantially depleted of mobile charged
carriers and is a region of high electric field ; only the fixed ionized acceptor
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Fig. 4.1 A p-n junction.

and donor atoms of the crystal lattice remain. The contact potential V,
is related to the equilibrium carrier concentrations:

v, = Kl ("——°) _ KT, (PL"), (4.5)
q npO q Prno

where p,, and n,, = the equilibrium concentrations in the p-type material,
Pao @and n,, = the equilibrium concentrations in the n-type material.

(The subscript zero is added to distinguish an equilibrium value from a
nonequilibrium value.) Equation 4.5 is derived from a Boltzmann
approximation to the Fermi-Dirac distribution function. For V in the
range

-0 < V<V

the minority carrier concentrations at the boundaries of the depletion
layer are given by

1(0) = nye(0) exp (%) (4.60)

pu0) = pus® exp (L) (4.6b)

where the argument (0) indicates a value at the boundary. These equations
suggest the possibility of varying the minority carrier concentrations over
several orders of magnitude by means of the applied voltage V. They
are known as the Boltzmann relations and are extremely important. The
nonequilibrium majority carrier concentrations are

Po(x) = N(x) + ny(x), 4.7a)
na(x) = Np(x) + pa(x). (4.76)
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Equations 4.7 are a statement of charge neutrality and apply throughout
the regions rather than at the boundaries alone.

An important consequence of changing the voltage applied to a p-n
junction is that the depletion layer width (W in Fig. 4.1) varies according
to the law

W= WiV, — V). (4.8)

The constants @ and W, depend on the junction structure. The exponent
a varies from 1/2 (for an abrupt change from p-type to n-type material)
to 1/3 (for a linear change). For an abrupt planar junction the width

constant W, is
2¢ /1 1\1%
Wo = [— (—— + —)] , 4.9
° g \N, Np (4.9)

where N, and N,, are the doping densities of the p- and n-regions, respec-
tively, and ¢ is the permittivity. It also follows that the penetrations into
the p- and n-regions are

w
Wp = m—m’ (410(1)
W
W, = ——— .
" 1 4+ Np/N, (4.106)

which shows that the penetration is predominantly into the region of lesser
impurity concentration. Because the depletion layer width changes with
applied voltage, the numbers of ionized donor and acceptor atoms change.
Thus a change in voltage involves a change in charge, and a transition
capacitance is associated with a p-n junction. The capacitance per unit
area varies according to the law

o= co(Vi = V)9, @.11)

where a is the same exponent as in Eq. 4.8, and the capacitance constant for
an abrupt junction is
- (2 M)J "
w0 = |5 mas, *12)

4.1.2 Carrier Ballistics

Only one carrier type, the electron, is of first-order importance in
vacuum tubes. The residual gas in a tube ensures that some positive ions
are present, but they are due to technological imperfections and play no
useful part in the operation. The electrons move only in the presence of
an electric field, and their acceleration is proportional to it. Semi-
conductor devices are more complex in that there are two carrier types
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(holes and electrons) and motion occurs in two ways; carriers drift in the
presence of an electric field and diffuse in the presence of a concentration
gradient.

Because of repeated collisions with the fixed atoms of the crystal lattice,
the drift velocity of carriers is proportional to the electric field:

Vaarity = Ha &, (4.13a)
Vertty = —He 5, (4.13b)

where p, and p, are the hole and electron mobilities. The resulting current
densities are proportional to the carrier concentrations:

Jrarey = quap 6, (4.14q)
Jeriey = quen . (4.14b)

The current density due to a concentration gradient is proportional to this
gradient but independent of the carrier concentration:

Jncairrasiom = —¢ Dy Vp, (4.150)
Jecaitrusiom = gD, Vn, (4.15b)

where D, and D, are the diffusion constants. The corresponding diffusion
velocities are

J D
Yaddittusion) = "]7’; = -7h Vp, (4.16a)
J. D
Vecaiftusiomy = “an = —f Vn. (4.16b)

Notice that the mobilities and diffusion constants are related by the
Einstein equation:

Dy _ D. _ kT (4.17)
Hr He q

Summing, the general equations for carrier motion and current density

are

= mE - 22, (4.180)
Vo= —p 6 — % Vn, (4.18)
Jn = q(pwp & — D, Vp), (4.19a)

J. =q(p.n& + D, Vn). (4.195)
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The drift component of current density vanishes at points where the carrier
concentration falls to zero, but the diffusion component remains finite as
long as there is a concentration gradient.

The resistivity p of a semiconducting material is the ratio of electric
field to total drift component of current density:

]
T q(enp t pen)

For intrinsic material the carrier concentrations are equal to one another
and to thc intrinsic concentration n.. Thus

1
T ognps + pe)
and p, decreases (roughly) exponentially with temperature because »;

increases. For highly doped p-type material p is much greater than »
and

P (4.20)

(4.21)

Pi

1 1

= = : 4.22
Pe qurp  GualN4 ( %)
Similarly, for highly doped n-type material
Pr ! ! (4.22b)

B quent B q/"‘eND.

If it were not for the temperature dependence of mobility, p, and p,
would be independent of temperature. Over the useful range of doping
densities and temperatures an approximation is

poc T2, (4.23)

Table 4.1 Properties of Germanium and Silicon

Property Germanium Silicon Unit
Atomic weight 72.60 28.08 —-
Atomic number 32 14 —-
Lattice constant 5.66 5.43 Angstrom units
Relative permittivity (dielectric

constant) 15.8 11.7 —
Energy gap Eq.p at 300°K 0.665 1.12 Electron volts
n? at 300°K 5.61 x 1026 1.9 x 102° c¢m~¢®
Hole mobility p, 1900 480 cm?/volt-sec
Electron mobility u. 3900 1350 cm?/volt-sec
Hole diffusion constant D, 49 12 cm?/sec

Electron diffusion constant D, 102 35 cm?/sec




100 Transistors
where b ~ 2, and it follows from Eq. 4.17 that
Doc T8, (4.24)

At high temperatures p, and p, fall sharply because n, becomes so large
that both holes and electrons contribute to the current; Eq. 4.21 applies.
Table 4.1 lists some physical parameters of germanium and silicon.

4.2 ELEMENTARY THEORY OF THE TRANSISTOR

Junction transistors are manufactured by a number of different processes,
but in most cases the resulting structure has the same essential features:

(1) the junction faces are planar and parallel,
(ii) the area of the emitter junction is smaller than the area of the
collector junction,
(iii) the separation between the junctions is less than their linear
dimensions.

The result is that the carrier trajectories run predominantly parallel to one
another but perpendicular to the junction faces, and the plane-parallel
representation in Fig. 4.2 is realistic. Because the carrier trajectories run
across the base, the effective cross-sectional area of the control region is
approximately that of the emitter, namely, A5. The base lead wire,
however, is necessarily attached to a point well away from the control

n-type n-type
emitter collector

(area = A;) (area = A )

Collector

lead wire lead wire
E C
o)
Base resistance -.._5,
" “”:; Control region
i or integlal base

Base
lead wire
B

Fig. 4.2 Idealized model of an n-p-n transistor.
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region, and consequently a base (spreading) resistance ry appears between
the base terminal B and the control region, or internal base B'.*

Although Fig. 4.2 depicts an n-p-n transistor for which holes are the
majority carriers in the base and electrons are the minority carriers, the
Jollowing theory applies also to p-n-p types with the roles of holes and
electrons interchanged.

The emitter and usually the collector regions of a transistor are much
more highly doped than the base. This has four important consequences:

1. Because of the finite resistivities of the emitter, base, and collector,
the voltages applied to the junctions are not the terminal voltage differences
Vs and V.. However, the resistivities of the emitter and collector are
low because of their high doping densities, and the only significant voltage
drop is across the base resistance r5. The junction voltages are therefore
given quite accurately by ¥z and V5. (Exceptions to this statement
occur with some obsolescent grown junction transistors and nonepitaxial
diffused types which have quite a high collector resistivity, and a resistance
of a few hundred ohms appears between the collector lead wire and the
collector junction. Exceptions also occur in those integrated circuits in
which a low-resistivity collector region is buried inside a silicon chip and
the lead wire is attached at some distant point on the surface of the chip.
Emitter spreading resistance is discussed in Section 4.7.1.)

2. The depletion layers extend predominantly into the base region,
rather than into the emitter and collector. For a transistor with abrupt
junctions and constant base doping N, the emitter and collector depletion-
layer widths follow from Egs. 4.8, 4.9, and 4.10 as

We = [Z - va] " (4.250)
W, = [ﬁ(m - VB,C)]%. (4.25b)

Figure 4.3 shows the relation between the effective base width Wy and the
metallurgical base width.

3. When either junction is forward biased, the dominant component of
current is the stream of electrons injected into the base against the electric
field in the depletion layer. It is a good approximation to neglect all
other components at typical operating current densities but not at very
high or very low current densities (see Section 4.3.1.2).

* For alternative symbols see Section 4.7.1.
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/ junctions \
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width Wg

Metallurgical base width

Fig. 4.3 Relations between metallurgical base width, effective base width Wp, and
the emitter and collector depletion layer widths W, and W_.

4. When either junction is reverse biased, the dominant component of
current is the stream of thermally generated electrons swept out of the
base by the aiding field in the depletion layer.

In normal operation as an amplifier, the emitter junction of a transistor
is forward biased whereas the collector junction is reverse biased. Elec-
trons are injected into the base across the emitter junction and swept out
at the collector junction. No other carrier types are able to cross the
junctions in significant numbers; therefore current flow is due pre-
dominantly to the motion of electrons across the base, and electrons, the
minority carriers in the base, must constitute the mobile controlled charge
of charge-control theory. If the electron distribution in the base can be
found for given junction voltages, the total mobile charge can be evaluated
by integration and the collector current I will follow from the equations
of carrier ballistics. Division of the charge by the current gives the transit
time =,, and the parameters of a small-signal equivalent circuit can be
derived from charge-control theory.

4.2.1 Carrier Distribution in the Base Region

The acceptor concentration is constant throughout the p-type base
region of a diffusion or uniform-base transistor, but it varies with distance
in drift or graded-base types. In the latter case the concentration is
graded from a high value near the emitter to a low value near the collector,
and as a result there is an electric field across the base. Carrier motion
is due partly to drift in this electric field, which leads to the name drift
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transistor. The diffusion transistor can be considered as a special case in
which the field vanishes and carrier motion is entirely due to diffusion.

The grading of the acceptor concentration can be discrete or continuous.
Discrete grading is used in the obsolescent n-p-i-n transistor types, but
most modern high-frequency transistors use a continuous grading. The
analysis is simplified by assuming that the acceptor concentration varies
exponentially with distance; this is a sound engineering approximation
because the grading realized with standard production processes is very
nearly exponential. The acceptor concentration can be written as

N(x) = NA(0) exp (-%‘) (4.26)
B
where m is called the field factor, being given by
N 0)
= In [ A » 4.27
=0 N @2

and N,0) and N,(W,) are the acceptor concentrations at edges of the
emitter and collector depletion layers (Fig. 4.4). The value of m is
limited by the maximum and minimum attainable values of N,(0) and
N,(Wpg). The maximum value of N,(0) is restricted to about 2 x 10'7
atoms/cm® (corresponding to about 0.04 Q-cm resistivity) because the
emitter region must be much more highly doped. The minimum useful
value of N,(Wp) is about 1 x 10'* atoms/cm® (corresponding to about
30 Q-cm), beyond which the germanium is intrinsic. Thus their maximum
ratio is about 2000: I, and the maximum value of m is about 8. For the
special case of a uniform-base transistor the inbuilt field and m are zero.

Under equilibrium conditions there can be no significant flow of holes
in the x-direction because holes cannot cross the collector depletion layer

—
»
N
=
c Emitter Base Collector
o
s - .
- ) r -4
g 5 E N, (O) S E‘
s £5 £5
o Eg 25
S “a Csa
g 3 3
< Ny(Wp) -
0 Wy Distance x

Fig. 4.4 Acceptor concentration in the base of an n-p-n transistor.
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against the high opposing field. Consequently, the total hole current
density is zero, and from Eq. 4.19a

d
Jn = q(mpé" ~ Dy d—z) = 0.

Thus the field that must be built into the base region by grading the
acceptor concentration is

- (op) &

#np dx

Provided the injected electron concentration n(x) is small (implying low-
current operation), Eq. 4.7a shows that the hole and acceptor concentra-
tions are equal:

p(x) = N(x). (4.28)
Substitution from Eqs. 4.17, 4.26, and 4.27 therefore gives
D\(m kT
o) - E) e
pn I \Wg qWs ( )

Thus the field is constant throughout the base region, and is in the negative
x-direction so that it assists electrons from emitter to collector. The
magnitude of the field increases with the field factor m.

4.2.1.1 Total Mobile Charge, Q.

The electron concentrations at the boundaries of the base region are
given by the Boltzmann relation (Eq. 4.6). At the edge of the forward-
biased emitter junction

n(0) = no(0) exp (" k;E) > 1(0), (4.30a)
where the equilibrium electron concentration at any point follows from
Eq. 4.4 as

2 2

ny

n,
no(x) = —— X 7= 4.31
0 = 2 ¥ NG 431)
Similarly, at the edge of the reverse-biased collector junction
n(Ws) = no(Ws) exp (‘7 k;c) — 0. (4.30b)

From Eq. 4.19b the electron current density across the base is given at
any point by

(%) = q{#, n(x) & + D, %’fﬂ}
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and by substituting from Eqgs. 4.17 and 4.29,

J(x) = qpe{—% n(x) + %}- (4.32)

By making the approximation that J,(x) is constant throughout the control
region we can integrate Eq. 4.32 with Eq. 4.306 as a boundary condition
to give the electron concentration n(x):

exp (m) — exp (mx/Ws)
exp (m) — | '

n(x) = n(O)[ (4.33)
The assumption of constant J, implies that recombination is zero, and
although this is certainly not true for a transistor the recombination (base)
current is very small compared with the collector current. The error in
Eq. 4.33 is therefore not more than a few percent for the charge distribution
near the collector and is quite negligible near the emitter. Figure 4.5
shows the general form of n(x) for various values of m.
The total electron charge in the base region is

Wg
Qtot = “qAE J; ”(X) dx

and substitution from Eq. 4.33 gives

m—1+exp(—m)
m{l —exp (-m)] |

Ouor = —q AW, n(O){ (4.34)
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Fig. 4.5 Electron (minority carrier) concentration in the base of an n-p-n transistor.
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In the special case of a uniform-base transistor (m = 0) 'Hospital’s rule
can be applied to Egs. 4.33 and 4.34 to give

n(x) = n(O)(l - %) (4.35)
Qun = —4AsWs n0)(3) (436

4.2.1.2 Emitter Current and Emitter Resistance

The electron current density in the base of an n-p-n transistor can be
calculated from Eq. 4.32 and the electron concentration n(x). In general,
J. at any point has drift and diffusion components, except at the collector
junction where the drift component vanishes because the electron con-
centration is zero. Equation 4.33 for the electron distribution is an
approximation based on the assumption of constant J,. Because the
approximation is best at the emitter, the current predicted from Eq. 4.33
should be equated with the emitter current /; rather than the collector
current [.. At the emitter boundary of the base region

I = —AgJ.(0)

(the minus sign because the reference direction for /; is out of the device)
and substituting from Eqgs. 4.32, 4.33, and 4.34 we have

s = [l - cx':(—m)] [qAEfVean(O)] N _Q':’Z?e [m -1 +m:XP(—m)]-

(4.37)

For later use it is convenient to define the emitter resistance rp as the
slope resistance of the base-emitter diode. This quantity appears in the
definitions of many of the small-signal parameters of a transistor. In
taking the derivative of /., two terms in Eq. 4.37 should formally be
considered as functions of V!

(i) the injected minority carrier concentration n#(0) varies exponentially
with V. (Eq. 4.6),

(i) the base width Wy depends on V. because the emitter depletion
layer width is a function of V. (Eq. 4.2540).

The latter effect is insignificant compared with the former.* Therefore

* Actually, Eq. 4.37 cannot be differentiated with respect to W; to find the total change
in current because Wp has been assumed constant at various points in the derivation
(Eqs. 4.26, 4.27, 4.29, and 4.32). As evidence, note that the first form of Eq. 4.37
apparently varies as W =, whereas the second form varies as Wy~32.
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r‘ls = (%) - [r= ex':(—m)] [%Iv)én(o)] (&) = (&)

(4.38)

Thus the slope resistance is the same for all transistors, and its value
depends only on the dc emitter current.

4.2.1.3 Effect of Thermal Generation

The total mobile charge O, in the base of a transistor consists of two
components. One is the excess minority carrier charge injected at the
emitter junction, the other is the thermally generated equilibrium minority
carrier charge Q,:

0 A fw’ (x)d Agne [ 9 (4.39)
= — no(x) dx = —qAgn —_ .
0 qAg . 0 qAgn o N

Because the value of Q, is independent of the voltage V. applied to the
emitter junction, the controlled charge Q of charge-control theory must be
the excess injected charge obtained by subtracting @, from Q... The
controlling charge Q¢ is the excess majority carrier charge introduced via

the base contact:
Qc = ‘Q = —(Qv.ot - Qo)- (4-40)

Notice that Q can be positive or negative, depending on the relative
magnitudes of Q. and Q,. In contrast, Q cannot change sign in devices
such as the vacuum tube for which there is no appreciable carrier
generation in the control region.

The base current of a transistor makes up the difference between the
rates of recombination and thermal generation of carriers in the control
region. At constant temperature the rate of generation is constant but
the rate of recombination is proportional to the total minority carrier
charge present in the base. The base current is zero when the total charge
is equal to the equilibrium charge, and therefore

T

IB — Qtot _ QO — ___g_ — %" (44])

where 7 is the lifetime of carriers in the base.

The collector current can now be evaluated with very small error by
subtracting the base current predicted by Eq. 4.41 from the accurately
known and much larger emitter current (Eq. 4.37):

D, m? 1 Qo
]C - IB - ]B - _QlOL{WBQ [m _ l + exp(__m)] - ; - _T_-

(4.42)
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Thus 7 has two components, one constant and the other proportional
to Q... Because the whole of @, is a mobile charge (in the sense that
the whole of Q,,. can move), the coefficient of Q,,, must be the reciprocal
of the transit time ,; this is quite obvious from considering changes in
Q... and the resultant changes in /:

| D, m? I
T Wt [m — 1 + exp (—m)] o7 (4.43)

The constant component of /. is the thermally generated collector satura-
tion current I, which flows in the absence of emitter current:

Qo _ gAgn? (¥s dx '
T T o Nux)

Ieo = (4.44)
Because it is proportional to the intrinsic concentration 7,2, I, is extremely
temperature-sensitive.

Three new symbols are introduced to simplify the notation:*

_ T _ BN ,
- + 7 Bx+ 1 (4.43)
By = — = —X_, (4.46)
T 1 — Gy
o Ao T+ "1).
leo = 2% = Qo( ) (4.47)

B is recognized as the dc current gain of charge-control theory (Eq. 2.5)
and «y approaches unity if 8y is large. With this notation, the transit
time becomes

_ Wet [m— 1+ exp(=m)
™=, [ o ] (4.48)

and the collector current is given by any of the three expressions

Ie — It = 2 = _9 = &—‘ (4.49q)
T1 71 T

Ic — Ico = Bulg, (4.49b)

IC - I&‘o = av(lb‘ —_ I'C'()). (4.49(’)

All the above equations are consistent with Fig. 4.6; a transistor is the
parallel combination of a charge-control model with a constant current
generator. The collecting-electrode current and the emitting-electrode

* For alternative symbols see Section 4.7.1.
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E o . oF

Fig. 4.6 The transistor as a charge-controlled device; I:; must be connected in
shunt with the ideal model to account for thermal generation of minority carriers
in the base.

current of the charge-control model are (/o — /¢o) and (J; — I¢o) respec-
tively, so that /., takes on the significance of an uncontrolled part
of the emitter-to-collector current stream that flows when the controlled
charge @, the controlling charge Q., and the base current I are all zero.
Evidently, spontaneous generation of mobile carriers in the control region
of a charge-controlled device can be represented by a constant current
generator across the output terminals of the charge-control model; because
this generator is constant, it will not appear in the small-signal equivalent
circuit of the device.

The charge-control representation of a transistor (Fig. 4.6) gives no
indication of the actual paths followed by carriers; the useful control
mechanism represented by the charge-control model in Fig. 4.6 is in-
separably mixed with the processes that give rise to /¢o. There are, in
fact, three identifiable carrier streams in the base of a transistor:

(1) The useful component of current injected at the emitter flows across
the base and reaches the collector; this component, «y/;, follows
from Egs. 4.37, 4.42, 4.43, and 4.48.

(ii) The remainder of the injected current, (I — ay)f;, recombines and
so an equal current must flow in the base lead wire.

(iii) Thermal generation of minority carriers in the base results in a
carrier stream I, flowing across the collector junction, that is,
flowing between base and collector.

Thus the total electrode currents in a transistor can be written as
Ic = aylp + Ico, (4.50a)
IB = (l — aN)IE —_ [CO' (4.50b)
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Fig. 4.7 Transit time as a function of field factor.

From Eq. 4.50a, I, takes on the significance of the collector current that
flows when the emitter is open-circuited; /.. is the saturation current of the
collector junction. From Eq. 4.49b, I, is the collector current that flows
when the base is open-circuited.

Figure 4.7 is a normalized plot of 7, against m; =, falls as m and the
electric field built into the base increase. In the special case of a uniform-
base transistor Eq. 4.48 becomes

W (1)
e (5) (4.51)

4.2.2 Large-Signal Equivalent Circuit

The foregoing theory enables the relations between the dc terminal
voltages and currents to be written down and suggests a large-signal or
dc equivalent circuit which satisfies these equations. There are four
important concepts:

1. Equation 4.30a shows that the injected minority carrier concentration
n(0) at the edge of the emitter depletion layer varies exponentially with
Vge. To achieve a useful level of injection Vp., must be about 200 mV
for germanium transistors and 700 mV for silicon types.
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2. The emitter current varies linearly with n(0) (Eq. 4.37), provided
n(x) at any point does not become so large that Eq. 4.28 is invalidated.

3. When thermal generation is considered, it follows that /. is made
up of two components; one is proportional to /; and the other is a tempera-
ture-sensitive saturation current (Eq. 4.50a).

4. There is an appreciable resistance rp between the base terminal 8
and the internal base B’

When the voltage drops in the external circuit are large compared with
a few hundred millivolts, it is reasonable to neglect Vy., and represent a
transistor by the model shown in Fig. 4.84. A better approximation is
obtained by adding a constant voltage drop (200 or 700 mV for germanium
or silicon transistors, respectively) in the emitter leg of the circuit
(Fig. 4.8b). A still higher order of approximation results from adding a
controlled current source, as in Fig. 4.8¢:

Vg
IF-‘ = (’E|V5'5=0) exXp (qk;-s)’ (452)

so that electrode currents increase exponentially with Vg At 25°C,
Vg g changes by 59.2 mV for each decade of current. In view of the
production tolerances on transistor parameters, Fig. 4.8 is an adequate
representation for most purposes.

Any junction transistor is a symmetrical device in the sense that it is a
“sandwich” structure in which the two outer layers are the same type of

Ico )
B B c
rB +
Ve f ayly
E
(%)
Ico

Fig. 4.8 Large-signal equivalent circuits of a transistor.
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material. Although the emitter and collector may be made grossly
different in structure to optimize performance, any transistor will operate
with the roles of these two electrodes interchanged. This mode of opera-
tion is said to be inverted to distinguish it from the normal mode, and a new
set of parameters «,, B;, and /g, are defined for inverted operation.
Knowledge of these parameters as well as the normal parameters «y, Sy,
and /., allows the large-signal performance to be calculated in switching
circuits in which both the emitter and collector junctions become forward
biased.*

4.2.3 Small-Signal Equivalent Circuit

In considering the small-signal performance of a transistor, the current
generator /¢, in Fig. 4.6 can be neglected because it is constant. Figure
4.9a shows the small-signal equivalent circuit for an intrinsic transistor,
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Fig. 4.9 Small-signal equivalent circuit of a transistor: (@) intrinsic elements only;
(b) with the usual extrinsic elements (the collector and emitter spreading resistances may
sometimes be required).

* J. ). Esers and J. L. MoLL, *‘Large-signal behavior of junction transistors,” Proc.
Inst. Radio Engrs., 42, 1761, 1954.
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derived in Section 2.5 (Fig. 2.7¢) from charge-control theory. Two of the
elements are given specific names:

(i) the base-charging capacitance cy replaces the general capacitance c,,

(i) the collector resistance rc replaces the general resistance 1/g,.
If the charge-control parameters Q. and =, given by Egs. 4.40 (in con-
junction with 4.34 and 4.39) and 4.48 are substituted into the relevant
equations of Section 2.5, the values of all parameters can be found.
Notice that Q, is a constant and its derivatives are zero.

The parameters involving changes in Vj.; are obtained by straight-
forward substitution.* The values are

_ (9 Y A Y A Y
Em = (aVB'E)VCE B (T + 7'1)(kT)1E h rs’ (4.53)

_ (s B (i) _ 1= ay

gl - (aVB'E)VCE - (1' + Tl) kT IE - rE ’ (4.54)
() - (e

g = (aV” B e (AT (4.55)

Notice that the parameter u, defined in Eq. 2.47 is zero because 7, is
independent of Vj.z:

uy = —Ye= "C°)( o ) = 0. (4.56)
Ve

Cp oV

The parameter u, is, in fact, zero for all devices in which carrier motion is
(or can be ascribed to) diffusion.t Notice, too, the compactness that
results from expressing g.., g1, and ¢, in terms of rg and ay.

The derivation of the parameters involving changes in Vg is rather
more complicated. If the collector voltage is increased, the collector
depletion layer will widen, thereby reducing the base width Wy The

derivative
@), = (&2)
Vep Vg oVeg Vg

is therefore finite and negative. Therefore from Eqgs. 4.40, 4.34, and 4.39

oo = (72), maasno T IR (0

and, using Eqs. 4.37 and 4.48,

), = ()
- - W) . 4.57
€2 (aVcs v = W NG (.57)

* Equation 4.55 is derived first by substitution into Eq. 2.39; Eqs. 4.30a, 4.38, and
4.48 are used in the subsequent algebraic simplifications. Equations 4.53 and 4.54
then follow by substitution into Egs. 2.53 and 2.54.

t R. D. MIDDLEBROOK, “*A modern approach to vacuum and semiconductor device
theory,” Proc. Inst. Elec. Engrs. (London), 106B, 887, Suppl. 17, 1959.
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Notice that ¢, is negative (because of the sign of the derivative), as expected
from the discussion in Section 2.3.3. The parameter u, defined in

Eq. 2.49 1s
wo = _Je=1co (ﬂ) .
2 Ca Vg Vo i
From Eq. 4.48
s, = @)
al/CE Ve g WB aVCE Veg
and therefore
I. — I
u2 = _2(_(‘_1—(:0).
anigp

Under typical operating conditions I » I and I X aylg, so that

Uy & —2. (4.58)
Therefore the values of the parameters in Fig. 4.9 are*

I ( &l ) Cs (a,,ls)(a w,,)
= = (- = -2 _ ~ ) 4.59
re oVeg Vg T Wg /\OVcg Vg ( )

6118 ) C2 I

= —|(- = —-== ; 4.60
& (GVCE Va'g T Burc ( )
(‘/ = —-(‘2, (4.61)

All parameters have positive values, but ¢, is so small that it is invariably
neglected; values larger than | pF are exceptional—0.01 pF is typical.
The collector junction of a transistor is reverse biased by a large amount,

so that
Vi - VB'C z VCE‘

Moreover, the junction is usually abrupt. Equation 4.25b therefore
gives

e B o B by e I
to show that r. is proportional to V' V.
4.2.3.1 Extrinsic Elements
A number of extrinsic elements should be added to the small-signal
equivalent circuit of a transistor.

As noted in Section 4.2, the finite spreading resistance of the semi-
conducting crystal appears in series with each of the electrode lead wires.

* Equations 4.59 and 4.60 follow directly from Egs. 2.55 and 2.56. Equation 4.6]
is based on the discussion of Fig. 2.7e.
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The collector and emitter spreading resistances are often neglected, but the
base spreading resistance ry is significant and should be included in a
complete equivalent circuit.

It is well known that p-n junction diodes do not obey the ideal law

I = Io[exp (Z—;) - l] (4.63)

at reverse voltages. The excess current can be ascribed to a leakage
conductance across the junction. A similar leakage conductance appears
across the reverse-biased collector junction of a transistor, where it is in
shunt with g, in the equivalent circuit. Section 4.3.1.4 discusses the
origin of this leakage conductance; it is so small that it can almost always
be neglected.

Stray capacitances appear between all lead wires and between the
electrodes and the encapsulation. These capacitances are of the order of
1 pF for small transistors and are neglected except possibly at very high
frequencies. However, the transition capacitances of the junctions are
significant and must be included in a small-signal equivalent circuit.
The junctions of most transistors are abrupt, and the base is much less
doped than the emitter or collector. Equations 4.11 and 4.12 therefore
give the emitter transition capacitance as

ge N4(0) I’/’_
2(Vi = Vi)

The collector junction is reverse biased by a large amount and the collector
transition capacitance becomes

C!E = AE (4.64)

e X Ac[%gm] (4.65)

Table 4.2 Parameters that Completely Characterize the Small-Signal
Performance of a Transistor

Independent Parameter Related Parameter Relation

Base resistance rp — —
Collector resistance rc — —

, . . kT
Emitter resistance rg Dc emitter current fg rg = qT
E
. . [+4
Current amplification factor 8y N By = i "a
- Ky
- . . . aUNT)
Base charging capacitance cp Transit time 7, cp = e
E

Emitter transition capacitance ¢z — —
Collector transition capacitance ¢,¢ — —
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Figure 4.95 shows the small-signal equivalent circuit for a transistor
with the important extrinsic elements. Apart from the fact that the shunt
input capacitance is split into two components, this circuit is topologically
identical with Giacoletto’s hybrid = equivalent circuit.* The nomen-
clature, of course, is different. Table 4.2 lists the independent parameters
in the equivalent circuit and their relations to other parameters.

4.2.3.2 Sinusoidal Response

Because the parameter u, is zero for a transistor, the current amplifica-
tion factor 8 of charge-control theory is numerically equal to the dc
current gain (Eqgs. 2.57 and 2.5). Either is represented by 8y (or 8; for
inverted operation). It also follows from Section 2.5.1 that the short-
circuit current gain and the gain-bandwidth product of an intrinsic
transistor are

ic(jw) 1 1
00 = Pl ) = ) (4.66)

g =8n - _ - &, (4.67)

In some applications a signal current is fed into the emitter of a transistor
(rather than the base) and the output is taken from the collector. The
short-circuit current gain of an intrinsic transistor in this configuration is

ic(jw) ( 1 )

ig(w) — *“*\1 + jweyT, (4.68)
Thus «y takes on the significance of a current amplification factor. The
gain-bandwidth product is again 1/, illustrating that ¥4 is independent

of the configuration in which a device is used as an amplifier.
A time constant r; is defined for an extrinsic transistor as

— re(cs + Cts)_
oN
If we neglect the collector transition capacitance (which is invariably small)
the short-circuit current gains become

- nfk) oo
o B

* L. J. GiacoLerTo, “*Study of p-n-p alloy junction transistors from dc through
medium frequencies,” RCA Rev., 15, 506, December 1954,
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the gain-bandwidth product is

Em 1 &N
GHh = —=T = — = 471
cg+ g T re(cs + c) ( )

Thus the effect of the emitter transition capacitance is to reduce the
realizable gain-bandwidth product in the ratio r,/r;. Figure 4.10
compares the current gains of the intrinsic and extrinsic transistor.

In some of the subsequent work it is convenient to use frequency,
radian frequency, and time constant interchangeably. The following
nomenclature is introduced for the gain-bandwidth product of the
intrinsic and extrinsic transistors:

2nfy = wy = — (4.72)
2nfr = wp = — (4.73)

Another symbol sometimes used is u, the voltage amplification factor of
the intrinsic transistor, defined for the general charge-control model in
Eq. 2.58. From Egs. 4.53 and 4.59

aVe ) (rc)
= - = =} 4.74
# (ays's 1c oW re ( )

Short-circuit
current gain
(log scale)
Low-frequency asymptote

iclip

B \ 20 dB/decade asymptotes:
| insi intrinsic

|
|
|
|
|
|
|
|
|
I

E

T

—
tb

N

CMIEIN

w
log scale
ay Low-frequency asymptote (log )
iclip

Fig. 4.10 Asymptotes of current gain versus frequency for intrinsic and extrinsic
transistors.
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4.3 LIMITATIONS OF ELEMENTARY TRANSISTOR THEORY

The charge-control representations of vacuum tubes and transistors
suffer from much the same limitations. Some errors are introduced in
the physical idealizations and others by the inadequacy of the charge-
control approximation. This section is larger than the corresponding
discussion of tubes because the errors are more numerous and more
subtle. However, the total error is certainly no greater for transistors
than for tubes; the large-signal representation of Fig. 4.8 and the small-
signal representation of Fig. 4.9 are adequate for low-pass amplifier
design.*

4.3.1 Physical Idealizations}

The idealized physical model assumed in Section 4.2 has three main
inaccuracies: the assumption that the injected minority carrier concentra-
tion in the base is small compared with the acceptor concentration so that
the minority carrier concentration is given by Eq. 4.28 rather than Eq. 4.74,
the assumption that /. is equal to the minority carrier currentinjected into the
base, and the assumption that /., arises entirely from thermal generation
of minority carriers in the base. The parameters r,, By, 75, and I, are
therefore not given exactly by Eqs. 4.48, 4.46, 4.38, and 4.44.

4.3.1.1 Variation of T,

The transit time 7, is a function of the dc collector voltage and current.
The first-order dependence on collector voltage is incorporated into the
elementary theory. As the collector voltage is increased, the collector
depletion layer widens and reduces the base width, and the transit time
decreases because it is proportional to W,? (Eq. 4.48). At very high
voltages the collector depletion layer can extend throughout the entire
control region and touch the emitter depletion layer. In theory, 7,
falls to zero and the collector current would become infinite if it were
not limited by external resistances. This effect is called punch-through
and the corresponding collector voltage is the punch-through voltage. At
very low collector voltages the field in the depletion layer becomes so small
that the carrier velocity falls below its scatter-limited value; the transit

* The remainder of Section 4.3 may be omitted on a first reading, although isolated
points are referred to in later parts of the chapter.

t Two classic papers on the variation of the small-signal parameters of a transistor
are: ). M. Earpy, " Effects of space-charge-layer widening in junction transistors,”
Proc. Inst. Radio Engrs., 40, 1401, November 1952; W. M. WESSTER, “On the
variation of junction transistor current-amplification with emitter current,” Proc. Inst.
Radio Engrs., 42, 914, June 1954,
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time through the depletion layer becomes comparable with the transit
time through the base. Significant controlled charge is stored in the
depletion layer and =, (= — Q/I;) is increased.

The dependence of r; on emitter current disappears from the elementary
theory because of the assumption implicit in Eq. 4.28. The majority
carrier concentration in the base is equal to the doping density only if the
minority carrier concentration is small in comparison; Eq. 4.7 applies
when this is not the case. At high current densities, under high-level
injection conditions, the injected minority carrier concentration n(x)
becomes comparable with, or even exceeds, the acceptor concentration
N,(x), and Eq. 4.29 no longer gives the electric field in the base.

Consider first a uniform-base transistor for which N,(x) is constant
throughout the base, so that p(x) in the elementary theory is also sensibly
constant. As the forward bias on the emitter junction is increased, the
concentration gradient of injected minority carriers increases, and for
charge neutrality the majority carrier gradient must also increase. There
is a tendency, therefore, for majority carriers to diffuse toward the collec-
tor. However, there cannot be a net flow of majority carriers toward the
collector junction because they cannot cross it against the high opposing
field. Hence there must be an electric field in the base that holds the
majority carriers in equilibrium, and this field (like the field actually built
into a graded-base transistor) assists minority carriers across the base.
Poisson’s equation shows that the field increases with current density,
and as a result r, falls; the fall in =, amounts to a factor of two at very
high currents.*

Much of the same happens in a graded-base transistor. The built-in
graded distribution of majority carriers is masked by the excess carriers,
and in the limit of very high current the conditions are indistinguishable
from those in a uniform-base transistor. The transit time rises or falls,
depending on whether the initial advantage of the built-in field is less or
more than the factor 2. For most graded-base transistors the initial
advantage is about fourfold, and r, therefore rises at high currents.

Another mechanism that may account for a rise in =, at high currents is
base pulling.t 1f the collector junction is formed between very lightly
doped p and n regions (the usual situation for epitaxial transistors), the
fixed donor and acceptor concentrations in the depletion layer are small.
At high currents the mobile charge density in transit through the depletion
layzris comparable with the fixed charge density and distorts theelectric-field

* W. M. WEBSTER, loc. cil.
t C. J. Kirk, “*A theory of transistor cut-off frequency (f7) falloff at high current
densities,” Trans. Inst. Radio Engrs., ED-9, 164, March 1962.
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pattern. The depletion layer shrinks, and the residual base width W,
is increased.

4.3.1.2 Variation of a, and

Elementary transistor theory assumes that the emitter current is equal
to the minority carrier current injected into the base and that the base
current is related to the excess minority carrier charge in the base by the
carrier lifetime r. Neither assumption is quite true for practical tran-
sistors. A convenient way for displaying the inaccuracies is to consider
the effects that determine the small-signal current amplication factor ay.
Once the value of «y is established, a time constant 7 can be defined such
that

ay = Tett ,
' Tert + 73
and charge-control theory applies with 7. replacing . However, it is
not necessary to take this formal step, for the second forms of Eqs. 4.53,
4.54, and 4.55 express the small-signal parameters directly in terms of ay
and the slope resistance of the base-emitter diode. Notice that any
variations of «y near the point at which «y = 1 are magnified enormously
in By.

The current amplification factor «y is the product of three terms—the
emitter efficiency «p, the transport factor or base efficiency oz, and the
collector efficiency or avalanche multiplication factor «.. For an n-p-n
transistor the following definitions apply:

_ d(electron current injected into the base)

T d(total emitter current) 4.75)
_ d(electron current swept out of the base) 476)

ag = d(electron current injected into the base) .

oc d(total collector current) @

- d(electron current swept out of the base)
Oy = aE(ZBac. (4-78)
4.3.1.2.1. Emitter Efficiency

The emitter efficiency o of a transistor reaches a maximum value between
0.95 and unity at an optimum emitter current but falls for currents on
either side of the optimum. This can be explained in terms of elementary
p-n junction theory modified to account for carrier recombination in the
emitter depletion layer. The value of o is independent of collector voltage
because «; depends only on happenings at the emitter junction.
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The operation of an ideal junction diode is often explained in terms of
four components of current. Majority carriers are injected from each
side of the junction to the other against the electric field in the depletion
layer, and minority carriers generated thermally on each side of the
junction are swept out. The two thermal currents are independent of the
voltage applied to the junction, although they are extremely sensitive to
variations of temperature. In contrast, the injected currents vary
exponentially with applied voltage and mask the thermal currents except
at low forward biases or very high temperatures. Further, the ratio of the
two injected currents (and, incidentally, the two thermal currents) is
roughly the ratio of the majority carrier concentrations on the two sides
of the junction. Either injected current can therefore be made to dominate
by doping the two sides of the junction unequally.

Transistors have their emitter region much more highly doped than their
base region. At moderate forward biases, therefore, the dominant
component of emitter current is the electron current injected into the
base and the emitter efficiency «; approaches unity. Elementary transistor
theory ignores all other components. However, «, falls at low forward
biases where the injected currents are of the same order as the thermal
currents. Emitter efficiency also falls at high currents with the onset of
high-level injection. The majority carrier concentration in the base rises
to preserve charge neutrality, and correspondingly the current injected
from the base back into the emitter increases in relation to (but remains
less than) the useful current injected into the base. This phenomenon is
known as conductivity modulation of the base.

Often a more significant mechanism which accounts for the fall in o
at low currents is recombination in the emitter depletion layer. Recom-
bination between holes and electrons in any semiconducting crystals
takes place principally at localized points or traps, and some of these
traps exist in the emitter depletion layer or at its surface. Electrons
injected into the depletion layer from the emitter are stored in the traps
and later recombine with holes injected from the base. The result is a
majority carrier current flow through the junction. The recombination
current per unit depletion-layer volume follows the law*

I = Io[exp (%) - 1], (4.79)

where n lies between 1 and 2, depending on the detail of the junction.

* C.T.SAaH, R. N. Novcg, and W. SHOCKLEY, ** Carrier generation and recombination
in p-n junctions, and p-n junction characteristics,” Proc. Inst. Radio Engrs., 45, 1228,
September 1957,
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Because of the factor n in the denominator, the recombination current
becomes comparable with the useful injected current at low forward biases
and «; falls. At a given bias the injected current decreases as the impurity
concentration on the less doped side of the junction is increased. There-
fore o falls more at low currents for graded-base transistors than for
uniform-base transistors because of the heavy doping of the base region
adjacent to the emitter. The recombination current increases with
increasing trap density (i.e., decreasing carrier life time). Silicon crystals
tend to have anomalously high trap densities (particularly at the surface),
and o of most silicon transistors manufactured before 1962 therefore
falls sharply at low currents. More recent technology has overcome this
deficiency.

4.3.1.2.2 Transport Factor
The transport factor «g is given by

T

T+ 7

g =

, (4.80)

where  is the effective lifetime of minority carriers in the base and =, is
the transit time. The elementary theory of Section 4.2 assumes in effect
that oy is the only nonunity term in «5. Because of changes in r, og
increases with increasing collector voltage and either increases or decreases
with increasing emitter current. The effective lifetime r remains fairly
constant. Notice that 7 is very different numerically from the life
expectancy of a carrier in the control region. Recombination takes place
at traps, and traps are so much denser at the base surface than in the
control region that almost all recombination takes place at the surface.
The surface behaves as a sink for carriers, and the transport factor is the
proportion of carrier trajectories that finish on the collector junction
rather than the base surface. For narrow-base transistors the trajectories
run parallel across the control region and «p is 0.99 or more. As the
base width is increased, the trajectories diverge and «p may be as low
as 0.95.

4.3.1.2.3 Collector Efficiency

A very high electric field exists in the collector depletion layer, and
carriers passing through it are accelerated to high velocities. If the
collector voltage and field strength are great enough, carriers acquire
sufficient energy to ionize the crystal lattice by collision and thereby
increase the number of carriers in transit. The situation is analogous to
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Townsend discharge in gases. McKay and Miller* have shown that the
avalanche multiplication factor for minority carrier currents is

1

=T WVeal Vol (48D

where V, is the avalanche breakdown voltage and the exponent n varies
from 3 to 6, depending on the junction structure. Amplifying transistors
are rarely operated at collector voltages for which «¢ is more than a few
tenths of a percent greater than unity. The multiplication factor depends
on the junction temperature but not on the current density.

4.3.1.2.4 Summary

In summary, the small-signal current amplification factor oy rises
initially with increasing emitter current, reaches a maximum value which
(at normal collector voltages) is just less than unity, and then falls again.
In addition, «y increases monotonically with collector voltage and
becomes infinite at the point of avalanche breakdown. Figure 4.11 shows
the variation of ay with Iz and Vg, and Fig. 4.12 shows the corresponding
curves for By. There is a wide range over which «y and By are substan-
tially constant, and transistors are normally operated within this range.

Because the small-signal current amplification factors are not strictly
constant, Eqs. 4.50a and 4.49b should be rewritten:

IC = &NIE + [co, (4.820)
Ic = Bulg + Ito, (4.82b)

where @y and B, are suitably defined average or large-signal current
amplification factors. The small-signal current amplification factors are
defined for increments in the electrode currents:

_ (ol o Ody
ay = (a_lg)ycs = ay + ls(m)vcss (4830)
3’c) (3.3~)
= [|— = + 7 —_— . 4.83h
BN (0[3 Veg BN B 018 Ver ( )

The large- and small-signal parameters are exactly equal at two points
only; @y and «, are equal at zero /; and the turning point of &,, whereas
By and B, are equal at zero /g and the turning point of 8,. However, the
differences at all other points are small compared with the production

* K. G. McKay, “*Avalanche breakdown in silicon,” Phys. Rev., 94, 877, May 1954,
S. L. MILLER, “*Avalanche breakdown in germanium,” Phys. Rev., 99, 1234, August
1955.
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Fig. 4.11 Variation of ay with Iz and V¢g: (a) ay versus /¢ at typical operating Veg,
(b) an versus Ve at typical operating 1.

tolerances; therefore the formal distinction between large- and small-signal
parameters is ignored for most of this book.

4.3.1.3 Variation of rg

Elementary transistor theory assumes only one component in the
emitter current—minority carrier injection into the base. As a conse-
quence of this assumption, the slope resistance of the base-emitter diode is
inversely proportional to the emitter current (Eq. 4.38):

E- )., - G

Over the useful operating range of emitter currents, minority carrier
injection dominates and Eq. 4.38 is a good approximation. However, the
additional components listed in Section 4.3.1.2.1 become significant at
low and high currents, and r; is given by an expression of the form

1 ( ol ) q

— = |z = ———— Iz + Izo0). 4.84
re BVB’E Ver O(IE) kT( E EO) ( )
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At low currents the function o(J;) rises from 1 to 2 to account for the
factor n in the depletion-layer recombination current; /;, accounts for the
noninfinite slope resistance at zero current and is roughly the total
thermal current of the junction. Although variations and irregularities
occur in ay and ry separately, the electron current injected into the base
behaves as predicted by elementary theory. It has been observed
experimentally that the collector current increases exponentially with
Vg g over eight decades.*

At high currents o(/;) again rises because of a combination of two main
effects. First, with the onset of high-level injection and conductivity
modulation of the base, the slope resistance of an otherwise ideal junction
diode doubles. The increase in majority carrier concentration depresses

*J. E. IwersoN, A. R. Bray, and . J. KLEIMACK, “Low-current alpha in silicon
transistors,” Trans. Inst. Radio Engrs., ED-9, 474, November 1962.
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the minority carrier concentration expected at equilibrium (Eq. 4.2) and
therefore depresses the injected minority carrier concentration at a given
forward bias (Eq. 4.6). Second, to represent the base spreading resistance
by the single extrinsic element r, is an approximation. The base current
produces a transverse voltage drop inside the control region itself, and as a
result the emitter junction is not forward biased uniformly over its entire
area. Injection concentrates at the junction periphery, thereby reducing
the effective area and increasing the slope resistance.

4.3.1.4 Variation of /.,

The collector saturation current /., of a practical transistor can be
divided into two main components, each of which can be subdivided. The
first main component is the current in the body of the transistor structure,
and the second is the current on the collector junction surface. All
components increase with increasing collector voltage.

The body component of /., has four subcomponents. Two are due to
thermal generation of minority carriers in the base and collector; the
component generated in the base is the larger when the base is less doped
than the collector and is the only component of /., considered in ele-
mentary transistor theory. Spontaneous hole-electron pair generation in
the collector depletion layer accounts for a third component. This
mechanism in a reverse-biased junction is the counterpart of recombination
in a forward-biased junction; the current generated per unit depletion-
layer volume follows Eq. 4.79 and saturates, but because the depletion-
layer width is a function of collector voltage the total current increases
indefinitely with increasing collector voltage.* Finally, all three
components can be multiplied by the avalanche process.

Surface currents arise from the presence of contamination on the
surface. Qualitatively, the contamination on the collector junction
surface of a n-p-n transistor almost always consists of positively charged
ions. This positive charge induces a negative space charge just below the
surface of the p-type base material, so that the majority carriers at this
point are electrons. The p-type base material near the surface is inverted
into n-type, and this n-type inversion layer links up with the n-type collector,
as shown in Fig. 4.13. The junction area is increased, and the saturation
current is increased accordingly. However, the inversion layer is ex-
tremely thin—typically 107 ¢cm. It therefore has a high resistance, and
even a minute current flowing in it produces an appreciable voltage drop.
It follows that the area of the inversion region that remains reverse biased
despite this voltage drop is a function of the applied collector voltage, and

* C. T. SaH, R. N. NovcEe, and W. SHOCKLEY, loc. cit.
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Fig. 4.13 Inversion layer on the base surface of an n-p-n transistor, showing the
extension of the collector junction.

consequently the surface current is a function of voltage. Cutler and
Bath* have shown that an ideal surface current should obey the law

I= Io[exp (%) - (%) - 1]"1', (4.85)

and that at a large reverse bias

- q| VI)’/’_
I~ 10(+ Il (4.86)

Practical surface currents do not follow this parabolic law exactly for a
number of reasons:

I. The ionic surface charge is not constant because it migrates with
changes in the applied voltage.

2. In addition to thermal components, the surface junction saturation
current contains components due to spontaneous carrier generation
and avalanche multiplication.

3. The geometry is not ideal.

The first is perhaps the most significant because the time variation of
surface current can give rise to a large component of flicker noise. The
surface treatment of transistors is aimed at reducing the surface current,
so that I, is predominantly the body junction saturation current. Tran-
sistors showing a large variation of /., with collector voltage usually have
a poor surface and high flicker noise.

* M. CutLer and H. M. BaTH, “‘Surface leakage current in silicon fused junction
diodes,” Proc. Inst. Radio Engrs., 45, 39, January 1957.
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4.3.2 Limitations of Charge-Control Theory

With the changes to the physical model set out above, charge-control
theory correctly predicts the values of all elements in the equivalent circuit
at low frequencies. Errors occur at high frequencies because of the
fundamental assumption of charge-control theory, and although these
errors can be expressed in the same way as for tubes (as graphs of the
variation of parameters with frequency) they are traditionally expressed
in terms of an « cutoff frequency.

4.3.2.1 The Intrinsic Transistor

Charge-control theory assumes that the mobile charge in the control
region takes up its final spatial distribution immediately on a change in
electrode voltages. In fact, the electron distribution in the base of an
n-p-n transistor is given by Eq. 2.32; neglecting recombination

én &2n on
A on i .
a = Dzt el 51 (4.87)

The charge-control approximation assumes that (¢n/dt) is zero.

In principle, Eq. 4.87 can be solved for given boundary conditions to find
the electron distribution as a function of distance and time, but in practice
formal solution is seldom possible and either a numerical solution must be
obtained or measurements made on an analogue. Probably the most
convenient analogue is the lumped RC transmission line shown in Fig. 4.14,
in which the (£ + 1)th elements have the values

Revy = Ry exp (—m %) (4.880)
k
Cio1 = Ciexp (m N)s (4.88b)
and
_ D me - L ( Wei).
RiCy = N? [m -1+ cxp(—m)] T N2 \o,D, (4.89)
| Uy Ye s Un-1 Uy

— W ANN——— T’V\/\ﬁ ——
I Ry R, Ry
oyip T G =G T Cia1 T

Fig. 4.14 RC transmission line analogue of the base rcgion of a transistor. This
model assumes that all reccombination occurs in the emitter depletion layer; if desired,
shunt conductances can be added to simulate recombination in the base.
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Provided the number of sections N is large, the equation for charge in the
analogue has the same form as Eq. 4.87. Measurement of the charge on
the various capacitors of the analogue therefore yield values that can be
interpreted as the time-distance variation of electron concentration in the
base of a transistor that has the same excitation. The collector current is

i) = 2, (4.90)
Ry
Because the line length (corresponding to base width Wp) is fixed, this
simple analogue cannot be used to determine the effect of changes in
collector voltage. [t can, however, be used to determine the short-circuit
collector current that flows in response to the following excitations:

(i) emitter current drive,

(ii) base current drive [determinable from (i) because ix(t) =

ig(t) — ic(1)),

(i1i) base-to-emitter voltage drive (i.e., the response of g, alone).
Emitter current drive is the most interesting and useful case. It allows
an estimate to be made of the frequency range over which the charge-
control representation is valid and provides one means for determining
the field factor m from measurements on practical transistors.

Consider a small step Al in emitter current at time ¢ = 0. Figure 4.15

w1 11 _
!
; ‘ —
A S— 1.
) f i i
- |
8 -- O R .
‘77//
(0]
2 I
Time (/1))

Fig. 4.15 Short-circuit collector current transients in response to an emitter current
step: curve (a)—ideal charge-controlled transistor; curve (b)—uniform-base transistor
{(m = 0); curve (c)-—graded-base transistor (m = 8).
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shows the resulting collector current transients for a uniform-base
transistor (m = 0), a highly-graded-base transistor (m = 8), and an
ideal charge-controlled transistor. In the last case the transient follows
from Eq. 4.68 as

io(t) = a_VAIE[I - exp( —! )] (491)
ayTy
The charge-control approximation is a poor fit to the early parts of the
practical transients, but the error falls below 2%, for times greater than
about 27, (for the uniform-base transistor) or 4r, (for the graded-base
transistor). This suggests that the charge-control model is a valid
representation for signals that do not change appreciably over the time
interval 27, or 4r,. A working rule for circuit design is that the repre-
sentation is valid provided none of the dominant poles in the complex
frequency plane has a magnitude greater than w,/2 for uniform-base
transistors or w,/4 for graded-base transistors.
A much better approximation to the collector current transient of a
practical transistor is a delayed exponential:

lic(Di<e, =0, (4.924)

. Ip —t
eDkary = o Al |1 — exp (21}, (4.925)
-4
where 1, is the delay time and the significance of the time constant 7, can
be established thus:
In complex frequency notation the emitter-to-collector current gain
can be written as

) _, foxp (oon)
) 2 iy (4.93a)
or, in real frequency notation,
ic(jw) _ exp (—jeln)]
R R (4.930)
Writing
2fy = w, = “.99)
Ta

w, takes on the significance of a 3-dB cutoff frequency, the o« curoff

frequency, at which the current gain falls to 1/v2 of its low-frequency
value. The exponential term contributes an excess phase shift over that of
a single-pole function. Empirically, the relation between the transit time
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, of a transistor, its measured « cutoff frequency, and the delay time that
gives the best fit to the transient is*

’D =Ty — Tq- (4.95)

The base-to-collector current gain of an intrinsic transistor is not given
exactly by Eq. 4.67 and Fig. 4.10, although the error is small at frequencies
below w,/2 or w,/4 as appropriate for uniform-base and graded-base
transistors. Curve (a) in Figure 4.16 is a typical plot. Notice the distinc-
tion between the gain-bandwidth product w, at which the asymptote passes
through unity gain and the true frequency of unity current gain.

Measurement of the ratio w,/w, provides one means of determining the
field factor m. Figure 4.17 shows polar plots of the emitter-to-collector
current gain of uniform-base and graded-base transistors and the limiting
case of an ideal charge-controlled transistor (1, = 0 in Eqgs. 4.93 and
T, = 1,). Itisassumed that «, is unity. Also shown (as a broken line) is
the locus of w,:
iejw)| _ e
is(j“’) \/5
The ratio w,./w, is unity for the ideal transistor, 1.22 for the uniform-base
transistor, and increases monotonically with field factor to 1.93 at m = 8.
For practical transistors in which «y is not unity w, is larger by about the

Short-circuit
current gain
(log scale)

By
{(a)
b)
True unity-gain
1 /-h! frequency
w
Breakaway / \\\\\ (log scale)
frequency W\

N\
N
§ 20 dB/decade
asymptotes

Fig. 4.16 Short-circuit current gain of a transistor: curve (@)—intrinsic transistor;
curve (b)—cy « ¢ curve (¢)--cy » g.  The break-away frequency is about w,/2
for a uniform-base transistor, and w,/4 for a graded-base transistor.

* F.J. Hvoe, “The current gains of diffusion and drift types of junction transistors,”
Proc. Inst. Elec. Engrs. (London), 106B, 1046, Suppl. 17, 1959,
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Re

1/~72 ay =1
1§

Locus of

Fig. 4.17 Polar plots of ic(jw)fir(jw): curve (a)—charge-controlled device; curve
(h) intrinsic uniform-base transistor (m = 0); curve (¢) -intrinsic graded-base
transistor (m = 4); curve (d)—intrinsic graded-base transistor (m = 8).

factor l/ay. On the same graph, the locus of the true unity base-to-
collector current gain magnitude is a straight line:

)] _ 1,
Re [ = 3

Figure 4.18 is a plot of w,/w, versus m; a good numerical approximation is
Y ﬂ

- 5 1.2 + 0 (4.96)

4.3.2.2 The Extrinsic Transistor

When extrinsic elements are added to the equivalent circuit of a
transistor with emitter current drive, the emitter transition capacitance ¢,
alone affects the response significantly, This capacitance appears in
shunt with C, in the RC transmission-line representation of the base
region, and its effect depends on the relative sizes of ¢ and ¢,,. If a
transistor has ¢,; much larger than ¢, the transmission line has little
effect on the total response; Fig. 4.9b is an excellent equivalent circuit, and
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Fig. 4.18 Ratio of w, to w, for an intrinsic transistor, as a function of the field factor.

the emitter-to-collector current gain approaches a semicircular locus
similar to that of an ideal charge-controlled device. On the other hand,
¢ can be neglected if it is small compared with ¢z, and the response
approaches that of an intrinsic transistor. Most transistors at normal
quiescent points approximate the latter condition.

Two characteristic frequencies are defined for an extrinsic transistor:

1. The gain-bandwidth product wr is introduced in Section 4.2.3.2
(Egqs. 4.71 and 4.73) in connection with the ideal charge-controlled
transistor. At high frequencies the base-to-collector current gain of a
practical transistor follows a 20-dB/decade asymptote (Eq. 4.69) out to
w,f2 or w,/4 as appropriate for a uniform-base or graded-base transistor
but then breaks away. The ratio between the breakaway frequency and wy
depends on the ratio of ¢,z to ¢z [curves (b) and (¢) in Fig. 4.16].

2. The « cutoff frequency corresponds to a 3-dB fall in emitter-to-
collector current gain and is less than the « cutoff frequency of the intrinsic
transistor by a factor that depends on the ratio of ¢,z to ¢5. The symbols
Je» @, and 7, are used for the extrinsic as well as the intrinsic transistor
frequencies.

4.4 NOISE SOURCES IN TRANSISTORS

At frequencies above a few kilohertz the dominant components of noise
in a transistor are the shot noise associated with each carrier stream and the
thermal noise of the base resistance. All are white.
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Figure 4.19 shows the three independent carrier streams in a transistor
(Section 4.2.1.3). The useful stream flows from emitter to collector and
constitutes the component of minority carrier current injected into the
base that does not recombine. Associated with this carrier stream is a
mean-square shot noise current

d(iys?c = 2qayle df = 4k(0.5T)g,, df. 4.97)

The second form of Eq. 4.97 follows directly from Eq. 4.53 and makes an
interesting comparison with Eq. 3.60 for a vacuum triode. A second
carrier stream flows from emitter to base. ldeally, this carrier stream is
simply the recombination current, but in practice there are also com-
ponents due to reverse injection from base to emitter, thermal generation,
and recombination in the emitter depletion layer. All mechanisms
contribute additive components of shot noise and the total is

d(ivs®)s = 29(1 — ax)l; df. (4.98)

Finally, all components of the collector-to-base saturation current /o,
contribute shot noise:

d(ins®)s = 29l df. (4.99)

Like a vacuum tube, an intrinsic transistor contains no dissipative
elements, and, correspondingly, there are no sources of thermal noise.
However, the extrinsic base resistance ry is dissipative, and its thermal
noise often degrades the total performance far below that of the intrinsic
device. The mean-square noise voltage associated with ry is

d(UN'rz) = 4kTrB dj: (4. 100)

Fig. 4.19 Carrier current streams in an n-p-n transistor.
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Figure 4.20 shows a noise model for use at mid and high frequencies
obtained by superimposing these four physical noise generators on the
hybrid-= small-signal equivalent circuit. The desirable characteristics of
a low-noise transistor are

(i) «y approaching unity, particularly at low emitter currents,
(i1) low saturation current /.o,
(iii) low base resistance rg.

At frequencies below a few kilohertz the shot and thermal noise of a
transistor are masked by flicker noise. Flicker noise in semiconductors
appears to be associated with random changes in the rates of carrier
generation and recombination, and any condition that results in a high
concentration of traps or in high trap activity is likely to produce flicker
noise. Empirically, the mean-square flicker noise current associated with
a recombination current / is given by an expression of the form

d(ins?) = % df

The exponent ¢ is | or 2, depending on the dominant recombination
mechanism. If recombination is due merely to a high concentration of
traps (e.g., at the surface of the base region), ¢ is about 2. However, if
recombination is due to a low density of activated traps (e.g., in a depletion
layer), ¢ is about 1.

In a transistor the current stream from emitter to collector is the part of
the injected minority carrier current that does not recombine. Accord-
ingly, this current stream is substantially free from flicker noise. The

d{ins)s
6 (ins"):

I
i

d(Uer) [T ad BN"C

v e s 2
T E— § x ) e d(ins®)e
ah'fl N Y,
£ 3 g

Fig. 4.20 Mid- and high-frequency noise model of a transistor.
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emitter-to-base current stream, however, is almost entirely a recombina-
tion current, and the associated flicker noise is

Kf df. (4.101)

d(i N P'Z)B =

This noise current appears in shunt with d(iys®)s in Fig. 4.20. The
greatest part of the recombination in most modern transistors occurs in the
emitter depletion layer, and the exponent ¢ is therefore [.  Wide, uniform-
base germanium transistors are the only common exceptions; recombina-
tion at the base surface dominates in these transistors, and c¢ is about 2.
The constant K varies over an extremely large range, even for transistors
of the same type. For this reason transistors for low-noise applications
at low frequencies must be selected either by the manufacturer or by the
user.

The collector saturation current /., consists of a number of com-
ponents (Section 4.3.1.4). Empirically, the components in the body of the
junction are free from flicker noise, whereas the surface components are
not. The surface component of flicker noise is somewhat akin to grid
current noise in tubes; there is no simple way of predicting its value, nor is
there any point in doing so because transistors for low-noise amplifiers
are always selected to have good surfaces.

4.5 RATINGS OF TRANSISTORS

There is more uniformity in the methods used to specify the ratings of
transistors than of vacuum tubes. Furthermore, the extensive use of
absolute maximum ratings provides the user with precise information.

4.5.1 Power and Temperature Ratings

The most important limitation to the power dissipation in a transistor
is imposed by the temperature rise of the crystal lattice near the junctions.
The maximum safe junction temperature is in the range 85 to 100°C for
germanium transistors and 150 to 200°C for silicon transistors. When a
transistor is used as an amplifier, the power dissipated at the reverse-
biased collector junction far exceeds the power dissipated at the forward-
biased emitter junction. It is therefore usual for manufacturers to specify
the maximum allowed collector power dissipation but not the maximum
emitter dissipation. Because the thermal time constant of the junctions
is low (often of the order of milliseconds), it is prudent to assume that a
maximum power rating is a peak rating (unless, of course, the manu-
facturer provides information to the contrary).
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The maximum safe collector dissipation for a transistor operating in
an ambient temperature T, is

PC(max) = Tj(maxé — Ta’ (4]02)

where T max, is the safe junction temperature and € is the thermal resistance.
Manufacturers specify Tjmax, and either 8 or Py .y, for a particular am-
bient (usually 25°C). In the latter case

9 = TJ’(max) - 250C

PC(max)
A quoted value of 8 for a small transistor usually applies for operation in
free air without any form of heat sink; typical values are in the vicinity of
0.5°C/mW. For larger high-power transistors the quoted value of 8
applies when the device is used with a heat sink of specified size. In such
circumstances the value of @ is determined principally by the surface area

of the sink. Figure 4.21 shows the variation of 8§ with area for a square
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Fig. 4.21 Thermal resistance of a square aluminum heat sink about }-in, thick,
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aluminum plate about }-in. thick, with both dull and bright surfaces.
Changes in the shape of the plate, its material (i.e., thermal conductivity),
and thickness have only small effects on 8, provided the changes are not so
gross that they give a nonuniform temperature. The curves for dull and
bright surfaces correspond to emissivities about 0.8 and 0.1, respectively,
and apply for sink temperatures up to about 50 C. Radiation becomes
appreciable at higher temperatures and @ falls; the change is greater for
sinks with dull surfaces.

In addition to specifying a maximum safe junction temperature,
manufacturers sometimes quote a minimum temperature rating. This
rating is to avoid the onset of low-temperature deterioration of transistor
materials. Furthermore, it should be noted that the uprating implied
by Eq. 4.102 is usually restricted to ambient temperatures above 25°C.
As the ambient temperature falls from 7.y, the allowed power dissipa-
tion increases until 7, reaches 25°C. No further increase in power
dissipation is allowed if T, falls below 25°C.

4.5.2 Voltage Ratings

Manufacturers specify an upper limit to the collector voltage that should
be applied to a transistor. This rating is based on considerations of one
or more of the following phenomena; whichever occurs at the lowest
voltage determines the rating.

|. Avalanche multiplication in the collector depletion layer (Section
4.3.1.2.3) causes /c and «, to increase with increasing collector voltage,
and both become infinite at the avalanche breakdown voltage. The
current amplification factor 8y is infinite at the collector voltage for which
«y = | and becomes negative at higher voltages. Negative 8, causes the
input resistance of a transistor to become negative, and oscillation can
occur if the source resistance is high. A collector voltage rating based on
avalanche multiplication therefore depends on the resistance in the base
circuit. There is no inherent failure mechanism associated with avalanche
multiplication, provided the multiplication and current do not become so
large that the rated power dissipation is exceeded.

2. Surface currents are due to the presence of contamination on the
collector junction surface (Section 4.3.1.4). These voltage-dependent
components of /., are not associated with minority carrier currents in the
base and so do not affect the values of ay and 8,. However, the surface
power dissipation increases with increasing collector voltage and at the
surface breakdown voltage becomes large enough to destroy the transistor.
The maximum safe surface power dissipation is somewhat less than the
normal rated collector dissipation because the surface current tends to be
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localized. Surface breakdown often occurs at a lower voltage than the
body avalanche voltage, which makes it impossible to bias the collector
into the region of high avalanche multiplication.

3. Punch-through occurs when the collector depletion layer extends
throughout the entire control region (Section 4.3.1.1). Like avalanche
multiplication, no inherent failure mechanism is associated with punch-
through. provided the current and power dissipation are held withinratings.
Punch-through does, of course, impose a limit to the normal mode of
operation.

4. Thermal runaway is an unstable condition that occurs only with a
combination of high collector voltage and careless design of the biasing
circuit. The collector current depends on the parameters 8y, Vpg, and
Ico, and all are functions of temperature. If the temperature rises, By,
Vg, and /., change in the directions that increase the collector current.
When the collector voltage exceeds a critical value, the resultant increase
in collector dissipation is more than sufficient to maintain the initial rise
in temperature and a regenerative condition is set up; the collector dissipa-
tion increases until the transistor is destroyed. The runaway voltage is
as much a function of the biasing circuit as the transistor; Section 16.1.1
contains further information.

Manufacturers sometimes specify a maximum reverse base-to-emitter
voltage. This rating is applicable to switching circuits and the class-B
amplifiers discussed in Section 16.2.3 but not to the linear circuits that form
the bulk of this book. The rating is based on avalanche or surface
breakdown of the junction and may be as low as | or 2 V for graded-base
transistors.

It is important to realize that there is no inherent failure mechanism
associated with high voltages—only with the high temperatures that result
from excessive power dissipation. If a circuit is such that the power
dissipation can be guaranteed to remain within safe limits, manufacturers
voltage ratings may be exceeded. The circuit designer must, of course, be
prepared to accept the consequences of negative By, high /... or an eflective
emitter-collector short circuit. However, manufacturers’ voltage ratings
are conservative, and these cffects will not be observed unless the voltage
rating is exceeded by a large amount.

4.5.3 Current Ratings
Maximum current ratings for transistors are of two types:

(i) based on considerations of cxcessive power dissipation and
temperature rise, leading to destruction of the transistor,
(i) based on the fall in 8, or rise in =, at high currents.
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Manufacturers seldom indicate whether a quoted maximum current is a
true rating of type (i) or merely a limit of type (ii) to the normal range of
operation. Specifications of type (ii) may be exceeded.

As with high voltages, there does not appear to be any inherent failure
mechanism in germanium or silicon associated with high current densities,
although this is not the case for some other semiconductors (notably
gallium arsenide). Heating, either general or localized at a hot-spot,
may damage the transistor if the current is maintained for any length of
time, but so long as instantaneous junction temperatures remain within
ratings, small transistors can safely be pulsed to currents as large as 10 A.
If the collector voltage is so low that the junction power dissipation remains
within safe bounds, a likely practical failure mechanism at high average
currents is melting of the emitter lead wire near the point at which it is
attached to the junction structure.

4.6 VARIATION OF TRANSISTOR PARAMETERS

The values of the parameters in the large- and small-signal equivalent
circuits of a transistor (Figs. 4.8 and 4.9) depend mainly on the type of
transistor, the chosen quiescent values of electrode currents and voltages,
and the ambient temperature. However, because of the tolerances in
manufacturing processes and aging effects (particularly at the surfaces),
transistors bearing the same type number may show significant unit-to-
unit parameter variations. Thus the circuit designer requires a knowl-
edge of the probable magnitude of parameter variations with changes in
quiescent currents and voltages and with transistor replacement. Some
of this information can be deduced from the theoretical treatment in
Section 4.2; the rest is provided by manufacturers’ data, acceptance
specifications of device users, measurements of actual transistor param-
eters, and experience. The aim of this section is to use these sources to
establish design data that indicate the general trends and magnitudes of
parameter variations.

4.6.1 Nominal Parameters of Representative Transistors

Transistors may be classified first according to their physical size.
Related to this is their maximum permissible collector dissipation Pegpax-
Typical small germanium transistors in free air at 25°C can safely dissipate
about 100 mW, whereas the largest germanium transistors normally
encountered can dissipate about 20 W. Silicon transistors can dissipate
about three times as much power as physically similar germanium types
because higher junction temperatures are allowed. Germanium transistors
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are predominantly p-n-p structures because they are easier to manu-
facture, whereas silicon transistors are predominantly n-p-n. However.
transistors of the opposite polarities are available.

Transistors can be further classified according to their intrinsic small-
signal parameters 7, and By. [The other intrinsic parameters are not
meaningful for classification purposes; ry is known identically for all
transistors (Eq. 4.38), r. is so large that it is an insignificant parameter, and
cg is an equivalent specification to 7, if r; and oy are known (Eq. 4.55).]
The transit time =, depends on the base width and the electric field built
into the base region (Eq. 4.48), and its value lies in the range 500 nsec-
2 nsec for uniform-base transistors or 20 nsec—100 psec for graded-base
transistors. The current amplification factor 8, depends on many
factors (Section 4.3.1.2); typical values lie between 20 and 500, the
corresponding values of «, being 0.95 and 0.998. Notice that

ay ~ 1 (4.103)
and

: By + 1 = Ba. (4.104)
I — ay

Transistors with small values of =, are described as high-frequency types,
and those with large values of By are described as high-gain types.

The intrinsic and extrinsic small-signal parameters of a transistor are
functions of device geometry, and order-of-magnitude interrelations
therefore exist between many of them.

First, high power dissipation capabilities demand large junction areas
and therefore large extrinsic capacitances and small extrinsic resistances.
The emitter and collector transition capacitances ¢,z and ¢, are pro-
portional to the junction area and, as a rule-of-thumb, vary in direct
proportion to Pi(max,; the base resistance r, varies inversely with Pemax,-
The intrinsic parameters are independent of junction area, but a small
value of 7, requires a close emitter-to-collector spacing (i.e., base width
Wg). It is difficult to manufacture large-area transistors with very close
spacing; therefore the requirements of high power and high frequency are
mutually incompatible. However, technological advances have allowed
the manufacture of devices with complicated geometry (e.g., interdigited
emitters), and the power limits for high-frequency transistors are con-
tinvally being raised. Table 4.3 summarizes the relations between
Pcmax; and the parameters of transistors with the same 7,.

Second, because small base widths can be manufactured only in smalli-
area structures, rclations exist between 7, and the extrinsic elements rg,
i, and ¢,c.  As a rule-of-thumb, rg for transistors with the same Peimax
varies as 7,'%, whereas ¢,; and ¢, vary as 7,’*. Notice that ¢,z is much
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Table 4.3 Order-of-Magnitude Variation
of Parameters with Pcoimax
(7, being Constant)

rg % Péinax)
re _—
e —_—
By —
Cig o€ Poymax)
Cic o PC(m.x)
ICO C(PC(mnx)

larger for a graded-base transistor than a uniform-base transistor with the
same 1,; ¢,z depends on the doping of the base region adjacent to the
emitter (Eq. 4.64) and the doping is much heavier in a graded-base transis-
tor. Table 4.4 lists typical values for the parameters of small transistors
as functions of r,; it is most unlikely that the parameters of any transistor
will differ from these typical values by more than a factor of 2. The
base-charging capacitance ¢y (which is an equivalent specification to r,)
is given for comparison with the extrinsic capacitances.

The collector saturation current /., depends on the junction area and
whether the transistor is a germanium or silicon type. For small ger-
manium transistors at 25°C, I, is of the order of a few microamperes;
for silicon transistors /. is a few nanoamperes.

4.6.2 Variation of Parameters with Quiescent Conditions

The first-order trends in the variation of transistor parameters with
quiescent voltages and current can be predicted from the theory in Section
4.2. Table 4.5 summarizes the results and lists the reference equations.
This first-order theory is adequate for normal design purposes.

Second-order theory shows that small perturbations about the ideal
variation laws are to be expected, particularly at very low or very high
currents and voltages. Table 4.5 gives references to the relevant para-
graphs of Section 4.3.1. If a transistor manufacturer supplies a graph of
any parameter versus quiescent conditions, this information should
obviously be used in preference to the ideal laws in Table 4.5.

Two points require explanation. First, the base-to-emitter voltage
drop varies as the logarithm of emitter current (Eq. 4.52), but over the
range of Iy for which a transistor is useful in amplifier circuits Vg is
constant within about 100 mV. Equation 4.64 therefore shows that ¢,z is
approximately constant also. Second, the collector transition capacitance
of a uhf transistor may be so small that it is masked by the constant
interlead capacitance.
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Table 4.5 Variation of Transistor Parameters with Quiescent Conditions

Variation Variation

Parameter with g with Vg Reference
ra — - Section 4.3.1.3

re o fp? o Veg? Eqs. 4.59 and 4.62
rg ocfg? — Eq. 4.38; also Section 4.3.1.3
Bx — - Section 4.3.1.2

Ty — - Section 4.3.1.1

Cs o ly ce- Eq. 4.55

Cix -— - See text

Cic - o Veg™° Eq. 4.65——see text
Vs — See text

fco - - Section 4.3.1.4

The exponent a is 1/2 for transistors having an abrupt collector junction,
but falls to 1/3 for linear-graded junctions.

Notice that, although ¢,z is constant, ¢z is directly proportional to /g.
At low currents, therefore, ¢ is much smaller than ¢,z and can be neglected
in comparison. At high currents, however, ¢,z can be neglected in
comparison with ¢z. The gain-bandwidth product w; for an extrinsic
transistor is given by Eqgs. 4.71 and 4.73, and by rearranging

1 IgCig (c,s) (kT) ( 1 )
— T = —_ 2> Kkt 1 ) 4.105
“r TT n Xy nt oy q I ( )

The second term dominates at low currents so that
~ ()L 1
“r = ("m)(kT) Es
wrn deal
Uniform-base transistor
transistor\ ’j
1/7‘1——-—;,...__ :-:~:
/l Graded-base -~
/ transistor
(E) G I
X >
0 I

Fig. 4.22 Plot of wr against I, showing the asymptotes.
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but the first term dominates at high currents so that

Wy ~ —
(B!

Figure 4.22 shows a plot of w, versus 7; the broken lines at high current

indicate the behavior when the second-order variation of =, with I is
taken into account.

4.6.3 Variation of Parameters with Temperature*

Elementary transistor theory shows that some parameters exhibit a
first-order dependence on temperature. Absolute temperature T occurs
explicitly in the expressions for some, and is implicit in others through the
mobility . and diffusion constant D (Eqs. 4.23 and 4.24). Table 4.6
summarizes the dependence of transistor parameters on temperature and
gives the reference equations.

The values of By, Vi, and I, depend on many factors, all of which are
functions of temperature. Invariably, 8y and ., rise with increasing
temperature, whereas ¥y, falls. Empirically, By varies as T¢, where the
exponent ¢ usually lies between | and 3; over the normal temperature
range 72 is a reasonable compromise. /., varies exponentially with

Table 4.6 Variation of Transistor Parameters with
Absolute Temperature

Parameter Variation with T Reference
rs o T® Eq.4.23 (b = 2)
re — Eqs. 4.59 and 4.62
rg T Eq. 4.38
Bx T See text (¢ = 2)
T\ xT Eqs. 4.24 and 4.48
Cs - Eq. 4.55
Cig s Eq. 4.64
Cic - Eq 4.65

(a VBE) 1
Ve v z —2.5mV/C See text

()T Iy

Ico x exp (T/a) See text:

a =~ 14°C for Ge
a ~ 8.5°C for Si

* A thorough theorctical treatment of temperature effects is contained in W. W.
GARTNER, Transistors—Principles, Design, and Applications (Van Nostrand, Princeton,
1960).
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temperature, doubling every 10°C temperature rise for germanium devices
and 6°C for silicon. Vg varies linearly with temperature at a rate about
-2.5mV/°C.

4.6.4 Variation of Parameters with Transistor Replacement

The parameters of transistors of a given type operating under identical
quiescent conditions show unit-to-unit variations. These variations occur
between individual transistors manufactured in one batch, between average
transistors from different production batches, and, most important of all,
with transistor age.

Variations in the parameters of new transistors arise from the inherent
inaccuracies associated with production techniques, principally in

(1) surface condition,

(i) trap density in the emitter depletion layer,
(i) electrode geometry, particularly the base width,
(iv) resistivity of the base region.

The spread in parameters varies with the type of transistor and the
acceptance specification set by either the manufacturer or user. The user
is seldom able to distinguish between intra- and interbatch variations and
must therefore assume all-inclusive tolerances. In addition to manu-
facturing tolerances on the parameters of new transistors, the circuit
designer must consider the effects of aging. The principal failure mechan-
ism for transistors is a deterioration of the crystal surface, which manifests
itself electrically as a fall in B, and a rise in I;o. Over-all, the tolerances
listed in Table 4.7 provide a useful guide for long-life designs that use
unselected transistors; the added subscript A4 indicates an *‘average”
value, the value normally listed in manufacturer’s data sheets. These
tolerances apply at fixed values of emitter current and collector-to-emitter
voltage.

When a number of transistors are manufactured together in a single
chip of silicon (as in an integrated circuit), the tolerances on the absolute
values of their parameters are of the order suggested by Table 4.7. The
matching, however, tends to be very good. Parameters such as 8y and
Ve are closely equal for all transistors on the same chip, and they track
together with variations in operating point and temperature.

Transistors from a single production run are sometimes separated into a
number of different groups, each having a narrow spread in one parameter
(usually B,). Although such sclection reduces the spread in this one
parameter, the circuit designer still has to accommodate large spreads in
the others. Furthermore, the tolerance on the low-spread parameter
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Table 4.7 Tolerances on Transistor Parameters, Referred to Their
** Average’ Values

Parameter Tolerance
Base resistance rg 0.7rga <rg < 14rg,
Collector resistance r¢ 07rca <rc < l4rc,

Emitter resistance rg

Current amplification factor ay
Current amplification factor 8
Transit time 7,

Base-charging capacitance ¢
Emitter transition capacitance ¢

Collector transition capacitance ¢

Base-to-emitter voltage drop Ve
Collector saturation current /o

0.98 rga < rg
098 [+ ST < Ay
0.7Bya < By <
071 <71, < 1471,
0.7c¢p4 < €5 <

0.7 Ciga < €5 < 1

0.7 Cica < Cic < 1.4 Cica
+50 mV

0.2 Icoa < Ico < 5.0 Icoa

o
]
R
z
-

often increases with time to the order suggested in Table 4.7. It is there-

fore prudent to design amplifiers that will accommodate large spreads in
transistor parameters; this leads to greater reliability, to a reduction in the
number of basic device types, and to an improvement in over-all economy.

4.7 DATA SHEETS AND ALTERNATIVE PARAMETER
SPECIFICATIONS

In view of the tolerance on transistor parameters, the classification of
Section 4.6.1 suggests that there are not more than a few dozens of basically
different transistor types, yet manufacturers’ catalogs list thousands of type
numbers. Some of this duplication of basic types occurs because
electrically similar transistors may have different ratings. A little more
occurs because the same junction structure may be mounted in several
different encapsulations. Nevertheless, the fact remains that many
transistor types at present in production are redundant.

Many virtually identical transistors are made to appear dissimilar by
presenting their data for different equivalent circuits or data taken at
different operating conditions. A very real problem confronting the
circuit designer is the sorting out of information provided by manu-
facturers and calculating from it some meaningful data that will allow
comparison of transistors. The advantages of the charge-control or
hybrid-» equivalent circuit that justify its use in this book are set out in
Section 2.1. Perhaps the most important is that its parameters vary in
simple and predictable ways with quiescent conditions and temperature.
Once the parameters are known for a reference set of conditions they can
be converted to any other conditions by means of Tables 4.5 and 4.6.
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The following paragraphs list some methods for computing the hybrid-=
parameters from data that are likely to be supplied by manufacturers.
The task is not easy. If the general nature of a transistor is known, an
intelligent guess is often the best way for arriving at its parameters.
Even measurement of half a dozen transistors may be quicker and more
rewarding than a computation. Low-frequency (resistive) and high-
frequency (capacitive) parameters may be considered separately.

4.7.1 Low-Frequency Parameters
At least five low-frequency equivalent circuits are in common use:

(1) hybrid-=,

(i) common-emitter A,
(i) common-base #,
(iv) T,

(v) y (or g).

Figure 4.23 shows the last four. The common-emitter and common-base
h-parameters are formal models of 4-terminal network theory and bear no
relation to device physics; the y-parameters are also a formal model, but
they and the T-parameters have a physical basis. Table 4.8 lists the useful
relations between the hybrid-» parameters and the parameters of the other
models. Notice that Table 4.8 gives the hybrid-» parameters at the
quiescent point and temperature applicable to the original data.

Strictly, Table 4.8 is meaningful only for the parameters of a particular
transistor, whereas the data supplied by manufacturers are the averages
of the parameters of a number of transistors. It is possible for errors to
occur in the value of r; due to inconsistencies introduced by this averaging
process; rj is obtained by subtracting two nearly equal quantities, and a
small error in either one will produce a gross error in rg. The typical
values in Table 4.4 can be used as a check. Some manufacturers quote the
value of rg as well as the main data in 4-, 7-, or y-parameters; a variety of
notation is used—base spreading resistance, ohmic base resistance,
ry, and r,,- are the most common.

Errors can occur in Table 4.8 if the original data are taken at a very high
or very low emitter current. First, Section 4.3.1.3 shows that the slope
resistance of the intrinsic base-emitter diode is not given exactly by Eq.
4.38. In addition, the extrinsic emitter spreading resistance introduced in
Section 4.2.3.1 is in series with the diode and increases its effective slope
resistance:

re = q—(%(;% + TEspread)

(4.106)
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The contribution of rgpreaqy 18 significant only at very high currents for
which the slope resistance of the intrinsic diode is small.  In the expressions
for rgin Table 4.8 (kT/qi;) should be replaced by the total slope resistance
re.  Second, the extrinsic collector leakage conductance (also introduced
in Section 4.2.3.1) is in shunt with g, in the small-signal equivalent circuit
(Fig. 4.9a) and raises the total conductance above (1/Byrc). This effect is
most noticeable at low emitter currents for which g, is small. If the
leakage conductance is significant, Table 4.8 will yield a low value for rc,
but this error can almost always be neglected in amplifier design (see
Section 5.3.2, for example).

The collector saturation current I is usually specified in manufacturers’
data sheets but may be given a negative sign; /¢, is also specified sometimes.
Common alternative notations for I, and ¢, are Iopo and Iogo, respec-
tively. The base-to-emitter voltage drop Vg may be specified at a par-
ticular emitter current, but the values 200 and 700 mV for germanium and
silicon transistors, respectively, are accurate enough for most purposes.

4.7.2 High-Frequency Parameters

The elements required to complete the hybrid-» equivalent circuit at
high frequencies are the base-charging capacitance, emitter transition
capacitance, and collector transition capacitance. With the exception of
¢c, the values of these elements are almost never quoted explicitly by
manufacturers and must be deduced from other data.

The collector transition capacitance ¢, is numerically equal to the output
capacitance in the common-base configuration (but not in common-
emitter), and this is usually specified on transistor data sheets. The most
usual notation is C,,.

The emitter transition capacitance ¢,z is sometimes quoted for zero or
some reverse bias on the base-emitter junction for which the transistor is
cut off. This value of ¢,z is quite useless for amplifier design; Eq. 4.64
shows that it is different by at least an order of magnitude from the value
under forward bias conditions.

The sum of ¢y and ¢,z can be found from the gain-bandwidth product w,
at a particular dc emitter current /. (The gain-bandwidth product fr
in hertz is more commonly quoted than w; in radians per second.) From
Eq. 4.71

¢+ O = ST = a,v(f’f) OITET (4.107)
If wy is quoted at several values of /., then ¢z and ¢,z can be separated by
plotting (1/w,) against (1//;). Equation 4.105 shows that such a plot is a
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Fig. 4.24 Plot of (1{wy) against (1/g), to find 7, and cs.

straight line; the intercept is 7, and the gradient is proportional to ¢,
(Fig. 4.24). The departure from a straight line close to the origin is due
to the variation of =, at high currents. Plotting (1/wy) against (1/1g) is
probably the most useful method for finding the high-frequency parameters
of a transistor.

4.7.2.1 Characteristic Frequencies

In addition to the gain-bandwidth product wy, three other frequencies
may be specified for the extrinsic transistor:

w, defined and discussed in Section 4.3.2.2,
wy and o defined below.

(Characteristic frequencies for the intrinsic transistor are almost never
specified.) The general procedure is to find w; from these frequencies and
then deduce ¢z and ¢,z from w;.  Notice that w, and w, are often confused
in the literature and may even be equated. In determining the high-
frequency parameters from a characteristic frequency, the circuit designer
must first ascertain exactly which frequency is meant by the notation
adopted in the data sheet.

The ratio of w, to wy lies between 1 and 2 and depends on the value of
the field factor m and the ratio of ¢z to ¢,;. At low emitter currents ¢,
i1s much smaller than ¢,z and

W, A Wy,

independent of m. At high emitter currents ¢z becomes much larger than
g, 50 that wy & w,. Therefore for a uniform-base transistor (m = 0)

w, ~ 1.2 wy,
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whereas for a graded-base transistor (m = 8)
w, ¥ 1.9 w;.

The circuit designer must make an intelligent guess at the ratio appropriate
for a given transistor type and quiescent conditions.

The B cutoff frequency is the frequency at which the short-circuit base-to-
collector current gain falls by 3 dB from its low-frequency value. From
Eq. 4.69

1 Wy
= = L. 4.108
v Bu7r B ( )
The following nomenclature is introduced for use in later chapters:
2nfy = wp = fl, (4.109)

The characteristic frequency wc is defined as

= 2,
we = % (4.110)
where
Cc = CB + CIE + th(l + |AV|) (4.111)

and A, is the voltage gain of the transistor. For reasons discussed in
Section 7.5.2.2, ¢ is the total effective input capacitance of a transistor
and w. appears in the expression for realizable gain-bandwidth product.
Additional nomenclature is introduced:
1
2nfe = we = p— (4.112)

(o

4.8 THE FIELD-EFFECT TRANSISTOR

The use of the field-effect (or unipolar) transistor as an amplifier was
proposed* some three years after the initial proposal of the bipolar
transistor. However, field-effect transistors (abbreviated to f.e.t.} did not
become available in production quantities until about 10 years after the
bipolar transistor was introduced. In part, this production delay reflects
on the fact that the f.e.t. is not a serious competitor with the bipolar
transistor in the great majority of applications. The superiority of the
bipolar device stems from the small spacing between the controlled and
controlling charges; the two coexist in the base region, and consequently
the capacitance ¢, and mutual conductance g, (o ¢;/7,) are large. The
two sets of charge in a unipolar device are separated by a high-field region,

* W. SHOCKLEY, “A unipolar ‘field-effect’ transistor,’”” Proc. Inst. Radio Engrs., 40,
1365, November 1952,
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and ¢, and g, are both relatively small unless the high-field region is
reduced to a few atomic thicknesses. This reduction leads to very
fragile devices. Nevertheless, the f.e.t. is useful as a special-purpose device
for amplifiers that require a very high input impedance (comparable with
that of a vacuum tube) or a good noise performance when fed from a high-
impedance source.

A number of different types of f.e.t. structure have been developed in
which the controlling and controlled charges are separated by different
types of high-field region. As examples, the charges in the insulated-gate
type are separated by an insulating barrier, whereas the charges in the
junction type are separated by the depletion layer of a reverse-biased p-n
junction. Bockemuehl* has presented an elegant general derivation of
the characteristics of all f.e.t. structures, but it is perhaps preferable to base
an introductory treatment on particular types with simple geometry.
The insulated-gate f.e.t. is a good choice for the initial discussion of
Section 4.8.1 because it is simple to analyze, somewhat more of a general
case than the junction f.e.t., and has great potential as a circuit element.
However, the p-n junction f.e.t. is at present more readily available; its
marginally more complex analysis follows in Section 4.8.2. It eventuates
that these two physically dissimilar devices have nearly identical transfer
characteristics. so that elementary f.e.t. theory can be generalized without
appreciable loss of accuracy (Section 4.8.3). The treatment concludes
with discussions of noise, temperature effects, and ratings.

4.8.1 Elementary Theory of the Insulated-Gate F.e.t.

Figure 4.25 depicts an n-channel insulated-gate f.e.t. with plane-parallel
geometry. The channe! is of length L and cross-sectional area A; and
has nonrectifying contacts at the ends for the source and drain. Separated
from the channel by an insulating barrier of thickness W, is the metallic
gate electrode.

The channel of an insulated-gate f.e.t. is made extremely thin. If
its width is designated by 8, the depth (into the page) is (4/8). In practice
the channel usually takes the form of a layer of n-type material at the
interface between an intrinsic silicon substrate and an insulating layer of
silicon dioxide. Because of their “sandwich™ nature, insulated-gate
f.e.t.s are often known as metal-oxide-semiconductor transistors (abbre-
viated to m.o.s.t.). These structures can be fabricated by solid-state
diffusion or thin-film deposition techniques; devices made by the thin-film
process are sometimes known as thin-film transistors (t.f.t.).

* R. R. BockeMUEHL, “Analysis of field-effect transistors with arbitrary charge
distribution,” fnst. Elec. Electronics Engrs. Trans., ED-10, 31, January 1963.
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Fig. 4.25 ldealized model of an n-channel insulated-gate f.e.1.

4.8.1.1 Carrier Distribution in the Channel

In the absence of electrode voltages the electron (majority carrier)
concentration at any point x in the channel is determined by the doping
density. If we make the assumption that the donor concentration N,
is constant throughout the channel, the electron concentration is constant
also:

n(x) = Np. (4.113)

However, when voltages V; and V, are applied to the gate and drain
electrodes, additional charge is induced in the channel. The gate-to-
channel capacitance per unit area is

and the charge induced per unit area is

a(x) = C V(x),
where V(x) is the voltage drop across the insulating barrier. Hence the
average electron concentration induced in the channel at x is

_ o e(x)  eV(x)
H,(.\’) = ——;]—8— = —m- (4”4)

The total electron concentration is
a(x) = ny(x) + rifx)
and, using Eqgs. 4.113 and 4.114,

ii(x) = ND[I - @ , (4.115)
P
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where
q SN W,

&

Ve= (4.116)
The voltage Vp is known as the pinch-off voltage and is the voltage drop
required across the insulating barrier to reduce the average electron
concentration to zero.

Notice particularly that 7,(x) and 7(x) represent the average concentra-
tions of electrons in the thin-film channel at distance x from the source
electrode. The channel is thin in comparison with the insulator, but not
infinitely thin, and the actual carrier concentration varies across the
channel as shown in Fig. 4.26. As V(x) is taken toward the pinch-off
voltage V5, the channel begins to deplete from the gate side; this con-
striction of the conducting channel extends further into the channel until
complete when F(x) = Vp.

The drain voltage Vp produces an electric field along the channel (in
the negative x-direction for an n-channel device for which V), is positive),
and carrier motion is predominantly electron drift in this electric field.
Equation 4.145 gives the mean current density across a plane at x as

Jo(x) = gu.ii(x) &(x);
that is,

7. = —quate) e,

where V(x) is the potential in the channel. Now the voltage drop across
the insulating barrier is
(x) = Velx) — Ve,
hence
diV(x)] _ dVc(x)]
dx dx

Thus the mean electron current density in the channel is

T = —queic) 0]

and, using Eq. 4.115,

Ji(x) = (q’;: ") () d[';(;‘)] 4.117)

Equation 4.117 may be compared with Eq. 4.32 for the electron current
density in an n-p-n bipolar transistor. Notice that the current density and
electron concentration are constants across any plane normal to the
x-direction of the bipolar transistor; J,(x) and n(x) are actual values in the
bipolar transistor, whereas J,(x) and 7(x) are mean values in the insulated-
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gate f.e.t. The total electron current across any plane in the channel of
the f.e.t. is
1(x) = J(x)Ac. (4.118)

This current is sensibly constant at all points along the channel and
equal to the drain current 7, because no carriers can penetrate the insulating
barrier:
Ip= —L(x) = — (ﬂ%ﬁ’) (%) ﬂld(;x)—]- 4.119)

The minus sign appears in Eq. 4.119 because the reference direction chosen
for I, is into the device. With this sign convention, I, is positive for an
n-channel f.e.t.

At the source end of the channel the voltage drop across the insulating
barrier is

V(o) = - Vg

and the mean electron concentration at the source follows from Eq. 4.115
as
- Vg
(0) = ND(I + -—)- (4.120)
Ve
Integration of Eq. 4.119 with Eq. 4.120 as a boundary condition yields
the mean electron concentration as

e = No2[(1+ 32) - (omm)] @

4.8.1.2 Constriction of the Channel

Provided 7, is finite, Eq. 4.121 shows that the average electron con-
centration decreases from the source (x = 0) to the drain (x = L).
Figure 4.27a indicates the effect of increasing drain current on #(x) when
the gate voltage V, is positive. The concentration is enhanced near the
source at all current levels, and operation with positive V is therefore
known as enhancement operation. At low currents the enhancement
persists throughout the length of the channel, but at high currents the
enhancement changes to depletion near the drain. Figure 4.275 indicates
the effect of increasing drain current when V; is negative. Here the
concentration is depleted at all points along the channel, and operation
with negative V; is known as depletion operation. Finally, Fig. 427¢
depicts full depletion at the source, obtained by setting

VG: '-Vp.

Study of Fig. 4.27 shows that full depletion of the channel can be
obtained in two distinct ways. In either case full depletion represents
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both a change in the mode of operation of the device and a limit to the
validity of the derivation of Eq. 4.121.

1. Cutoff occurs when the gate voltage is taken to — V,. The channel
is depleted of mobile carriers throughout its entire length (Fig. 4.27¢) and
no drain current can flow.

2. Pinch-off occurs when the drain current is increased to the point at
which the channel is fully depleted at the drain (x = L). If A(L) = 0,
Eq. 4.115 will require that the voltage across the insulating barrier be

V(L) = Vs,
hence the drain voltage must be

VD = V.P + VG'
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Moreover, if i(x) = 0 and x = L are substituted into Eq. 4.121,

V 2
Iy = 1,,0(1 + VG) : 4.122)
P
where
AgpeNpV.
Ioo = $5E72r. 4.123)

The current /. is the current that flows at pinch-off for zero gate voltage.

There is a formal inconsistency between the finite current predicted at
pinch-off by Eq. 4.122 and the zero electron concentration at the drain
predicted by Eq. 4.115. The inconsistency arises from extrapolating the
theory for finite A(x) to the limiting case of zero #A(x); it suggests that the
potential gradient must be infinitely large over the infinitely small length
of pinched-off channel. Despite this inconsistency, the pinched-off
current predicted by Eq. 4.122 agrees well with practice. Indeed, if the
drain voltage is increased beyond the value necessary for pinch-off, the
drain current remains almost constant at the value predicted by Eq. 4.122.
A formal investigation of the charge and potential distributions in the
pinched-off region involves a two-dimensional solution of Poisson’s
equation, which is certainly not warranted in an elementary discussion
because changes in charge and potential within the small constricted region
of the channel have almost no effect on the distributions elsewhere. The
distribution of 7(x) is given by Eq. 4.121 except in the immediate vicinity
of the constriction at x = L. Near this point A. fﬁ(x) dx is small but
finite over a small but finite distance in the x-direction, and any drain
voltage applied in excess of the pinch-off value (Vp + V) is absorbed by
small changes in 7(x) over a very small fraction of the channel length.
The bulk of the mobile charge is quite unaffected.

4.8.1.3 Drain Volt-Ampere Characteristics, Q and =,
Within the region bounded at cutoff by
Ve = —Vp
and at pinch-off by
Vo < Vp + V5

the drain volt-ampere characteristics can be obtained by integrating Eq.
4.119. Replacement of 7(x) from Eq. 4.115 yields

Vp=Vq

L
IDJ. dx = ch}‘eNDf
0

[ - %f)] d[V(x)].
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Carrying out the integration and using Eq. 4.123 in the subsequent
algebra, we obtain

In = IDO

[2V,,(VP + Vo) = Vv’]. (4.124)

Ve
The left-hand portion of the drain characteristics in Fig. 4.28 (correspond-
ing to operation below pinch-off) follows Eq. 4.124. The right-hand
portion (corresponding to operation above pinch-off) is a set of constant
current lines based on the extrapolation of Eq. 4.122.

The mobile charge in the channel (the controlled charge Q of charge-
control theory) is

L
= —qAc f A(x) dx.
0
From Eqs. 4.121 and 4.123 the electron distribution is

fi(x) = ND[(I + %‘:)2 - %(}{i)] ’/';

hence

Q = _2‘]/40;"1:0100 {(1 + ﬁ:)a - [(1 + &)2 —_ Q %}. (4_]25)
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Fig. 4.28 Drain characteristics of an ideal insulated-gate f.e.t.
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Because the drain current I, is a function of both V; and V,, (Eq. 4.124),
Q is, in general, a complicated function of the electrode voltages. How-
ever, a field-effect transistor, like a pentode vacuum tube, is normally
operated in the region of its characteristics in which the current is sub-
stantially independent of collecting-electrode voltage. In other words,
an f.e.t. is normally operated above pinch-off. Equation 4.122 therefore

applies and
& = (1 + 10)2a

]DO VP
so that Q becomes
Q = —294cLNo (1 + Lc). (4.126)
The mean transit time of electrons through the channel of an fe.t. is
T, = —%‘

Substituting from Egs. 4.122 and 4.126 for operation above pinch-off
and using Eq. 4.123 in the subsequent algebraic manipulations, we find
that the transit time becomes

412 1
n=4 ( - +__Vc)' (4.127)
For the special case of ¥V = 0,
| ) S (4.128)
et T Spc '
The two basic charge-control parameters Q.(= — @) and 7, having now

been evaluated for operation above pinch-off, the small-signal parameters
can be found from the general theory of Section 2.5. These substitutions
are deferred, however, until the junction f.e.t. has been discussed.

The drain volt-ampere characteristics of a practical f.e.t. may differ
from Fig. 4.28 in two significant respects:

1. Above pinch-off the drain current is not quite independent of drain
voltage. The drain resistance r, may be as small as a few tens of kilohms:

1 olp
= - (aVD)yG 4.129)

2. An ideal insulated-gate f.e.t. can be operated in either the depletion
mode or the enhancement mode. However, the channel in some a-type
devices takes the form of an n-type inversion layer on a p-type substrate.
This inversion layer appears only when the gate voltage exceeds a positive
threshold value, and the I, versus V; characteristic is shifted horizontally
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(Fig. 4.29). The equation for drain current above pinch-off (correspond-
ing to Eq. 4.122) is
Ve 2
I = 1D0(7 - ) : (4.130)
P
Provided the insulator voltage rating is not exceeded, the gate current in
an insulated-gate f.e.t. is extremely small (of the order of picoamperes)
and may be dominated by direct leakage between lead-wires.

4.8.2 Outline Theory of the p-n Junction F.e.t.

Figure 4.30 shows an n-channel junction f.e.t. with plane-parallel
geometry. The channel is of length L, width 24, and cross-sectional
area A., and has nonrectifying contacts at the ends for the source and
drain. Highly doped p-type regions are formed on two parallel faces of
the channel, and in combination these two electrically connected p-type
regions constitute the gate structure. [Some practical junction fe.t.s
are effectively a bisection of Fig. 4.30 down its axis of symmetry; one gate
electrode and half the channel are omitted. This form more closely
parallels the insulated-gate device (Fig. 4.25).]

There are two basic differences between the insulated-gate and p-n
junction fe.t.:

1. Enhancement operation is not practicable with the junction device
because application of a forward bias to the gate results in minority

A
Drain
current
Ip
(a) (b)
Ipofb — — . e

Negative Positive :
cutoff threshold I
I

|

|

1

|

|

l

0 v 2V,
Gate voltage V;

Fig. 4.29 Mutual characteristics of insulated-gate f.e.t.s: curve (a)—usual type;
curve (b)—enhancement-only type.
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Fig. 4.30 Idealized model of an n-channel junction f.e.t.

carrier injection across the junction. A large gate current flows and
the input resistance becomes small.

2. The conducting channel is relatively thick, and an analysis of the
depletion process must take into account the geometrical position of
the depletion layer.

The first step in analyzing the p-n junction f.e.t. is to determine the
depletion layer profile as a function of voltage. Because the p-type gate is
much more highly doped than the n-type channel, the depletion layer
width W(x) at any point follows from Eqs. 4.8 to 4.10 as

W(x) = [(qu ) V(x)] * @.131)

where V'(x) is the magnitude of reverse voltage across the junction. Itis
assumed in Eq. 4.131 that the built-in contact potential ¥, may be neglected
or, if not neglected, included in the value of V. This assumption simplifies
the algebra, but the existence of a contact potential does affect the tempera-
ture-dependence of device characteristics (Section 4.8.6). The depletion
layer width W is related to the undepleted channel width y by

W(x) = a — y(x).
Therefore y
yx) = a{l - [———V,Ex)] } 4.132)
P
where the pinch-off voltage for a junction f.e.t. is
_ gNpa®
Ve = % (4.133)

The electron current density at any point in the channel is

J(x) = _‘W"en(x) [ C(x)] _qP'cND d[dV—JEx)]
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Therefore the total current along the undepleted portion of the channel
(which is equal to the drain current) is

o = 1) = ~2.40[22];
that is,

Iy = chn,ND{l _[¥ Igf)] "'} dlz)(fxn

Integration over the channel length gives

I J': dx = gAgp.Np f Yove {1 - [%,‘)]y} diV(®). (4.134)

..Va

In the general case the drain current is a complicated function of electrode
voltages. However, for operation at the point of pinch-off, the drain
voltage is

VD= VP+ VG'

Evaluation of Eq. 4.134 then yields
_ o =Ve —Va\%
Ip = 1,,0[1 3( 7 ) + 2( 7 ) ] (4.135)

where I, is the pinched-off drain current at zero gate voltage:

_ qAcu NoVp

Ipo= 3L (4.136)

As with the insulated-gate f.e.t., the drain current predicted by Eq. 4.135
is extrapolated into the region beyond pinch-off. Equations 4.133, 4.135,
and 4.136 may be compared with Eqs. 4.116, 4.122, and 4.123 for the
insulated-gate f.e.t.

The mobile charge Q can be found by integrating N, over the unde-
pleted portion of the channel:

0 = g, [ [2) ax

0 a

For the simplest possible case, operation above pinch-off, the value of @
reduces to

0 = ~atetmofi - (F) | A @

The last term in Eq. 4.137 lies between the limits of 2/3 at V; = =V,
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Fig. 4.31 The last term in Eq. 4.137.

and 1/2 at V; = 0; Fig. 4.31 shows a plot. Therefore Q for operation
above pinch-off can be approximated by

- 1
0~ —2‘1’40%) [1 _ ( VVG) ] (4.138)
P

which may be compared with Eq. 4.126. The transit time 7, for operation
above pinch-off can be found by dividing Eq. 4.137 by Eq. 4.135:

_ 3L [1 + 3(=Vg/Vp)¥) ‘
= ZPeVP{ [1 - (— VG/VP)%][l + 2(_ VG/VP)%]Z} (4.139)

71

In the special case of V; =0
3L2

nilveso = 3.7

which may be compared with Eq. 4.128.

(4.140)

4.8.3 Generalizations

Equations 4.122 and 4.135 establish the forms of the mutual character-
istics of ideal insulated-gate and abrupt-junction f.e.t.s operating above
pinch-off. These mutual characteristics are plotted together in Fig. 4.32
and their similarity (for negative V) is apparent. Similar analyses can be
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Fig. 432 Comparison of the mutual characteristics of insulated-gate and junction
f.e.t.s: curve (a)—insulated-gate f.e.t. (Eq. 4.122); curve (b)—junction f.e.t. (Eq. 4.135)

performed for other types of f.e.t. (e.g., a p-n junction type with a graded
junction) or for more precise physical models (e.g., one that takes into
account the variation of mobility with carrier concentration). Such
analyses usually lead to mutual characteristics which lie between those
plotted in Fig. 4.32.* Thus different physical models for f.e.t. structures
yield mutual characteristics which are, for most practical purposes,
identical. Furthermore, measurements on many different commercial
and experimental f.e.t. types verify the validity of the simple square law
between drain current and gate voltage suggested by Eq. 4.122.  Finally,

* 1. RicHER, ‘‘Basic limits on the properties of field-effect transistors,” Solid Stare
Electronics, 6, 539, September—October 1963.
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Middlebrook* has presented a plausible general derivation of square law
behavior. Consequently, the drain current for any f.e.t. operating above
pinch-off can be written as

V 2
I, = 100(1 + —G) : (4.141)
Ve

The two constants V, and I, are sufficient to define the dc performance
of any f.e.t., regardless of its structure. In practice, /,, can be measured
directly but ¥, (ideally the gate voltage required for drain current cutoff)
cannot because of *“tailing” of the characteristic near cutoff. However,
Vp can be deduced by extrapolating the gradient of the characteristic at
zero Vg; the intercept is — Vp/2 (Fig. 4.33).

Drain
current
Iy

Ipo

Cutoff not
well defined

————

-V /2 0
Gate voltage V;

Fig. 4.33 Interpretation of ¥ and Jpo for a practical f.e.t.

* R. D. MIDDLEBROOK, “A simple derivation of field-effect transistor characteristics,”
Proc. Inst. Elec. Electronics Engrs., 51, 1146, August 1963,
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To complete the comparison of abrupt-junction and insulated-gate
f.e.t.s, Fig. 4.34 shows normalized plots of the charge-control parameters
@ and T, versus ¥V, obtained from Eqs. 4.126, 4.127, 4.137, and 4.139.
The similarity of the two device types is obvious.

4.8.4 Small-Signal Equivalent Circuit

Figure 4.35 shows the small-signal equivalent circuit for an f.e.t., first
derived in Section 2.5 (Fig. 2.7¢). The parameters can be found by
substituting the known values of Q. (= — @) and 7, into the general
equations of Section 2.5. For an ideal insulated-gate device the results
are*

_ {éelp _ 2lpo Vol £ \(Ac F'e) % %
&n = (a—vc)vp =7, (‘ *7,,) = Hw)(?)(z] Is% @.142)

(), EE e

Notice that the source and drain currents I and I, are equal. Equation
4.142 is expressed in terms of the emitting-electrode current /5 for con-
sistency with the equations for g,, of the vacuum tube and bipolar transistor
(3.36 and 4.53). The general forms of Eqs. 4.142 and 4.143 are typical

of all f.e.t. types; g. is proportional to V15, whereas ¢, is (substantially)
constant.

|
P
C) "'.C: 3 $ rD
?
1/ l
So . |

Fig. 4.35 Small-signal equivalent circuit for an intrinsic f.e.t.

08

* Fquation 4.143 is derived first by direct substitution of (4.126) into (2.39). Equa-
tion 4.142 then follows from (2.53) and (2.47); (4.116), (4.122), (4.123), and (4.127)
are used in the algebra.
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The parameter u, defined in Eq. 2.47 is unity for all f.e.t.s and, inci-
dentally, for all other device types in which the carrier motion is space-
charge-limited drift.* The relation between g., ¢,, and =, therefore
follows from Eq. 2.53 as

c1 = 1gm1. (4.144)

The mutual conductance can be obtained directly by differentiating the
mutual characteristic [Eq. 4.122 for the insulated-gate f.e.t., (4.135) for the
junction f.e.t., and (4.141) in general]. Notice that the value of g, at
Ve = 0 predicted for the generalized case is (2/,0/Vp), compared with
(3750/Vp) for the junction device. The fact that experimental observa-
tions on practical junction f.e.t.s agree more closely with the first value
suggests that these devices are not represented accurately by the physical
model assumed in Section 4.8.2.

The input capacitance ¢, of an insulated-gate f.e.t.t is 2/3 the gate-to-
channel capacitance in the absence of drain voltage and drain current; the
capacitance per unit area is (¢/W)), the channel depth is (4./8), and the
channel length is L. That the capacitance above pinch-off should be less
than the capacitance without current is expected intuitively. When the
gate voltage is changed, the full voltage increment appears across the
insulating barrier only at the points at which the channel voltage is fixed,
namely, the source and drain. At other points the charge rearranges
itself to minimize the voltage change.

To complete the equivalent circuit the drain resistance defined in Eq.
4.129 must be added to the equivalent circuit, together with extrinsic
capacitances and leakage conductances between all electrodes.

4.8.5 Noise Sources in Field-Effect Transistors

Ideally, the only noise in an f.e.t. is the thermal noise of the resistive
channel, which can be represented by a current generator d(iyr2)p across

* R. D. MIDDLEBROOK, ‘A modern approach to semiconductor and vacuum device
theory,” Proc. Inst. Elec. Engrs. (London), 106B, 887, Suppl. 17, 1959.

t The input capacitance of a junction f.e.t. can be found by differentiating Eq. 4.137.
Over the useful operating range ¢, is substantially constant at 2/3 the gate-to-channel
capacitance in the absence of drain voltage and with V; set equal to — ¥ so that the
depletion layer fills the channel. Over the same range u, is unity and the results for
junction f.e.t.s closely parallel those for insulated-gate types. As V, approaches
zero, however, ¢, rises sharply (by a factor 9/2) and u, falls to zero. These variations
are of little practical consequence; strictly, V, in the analysis should include the built-
in contact potential, so that when the external gate-to-source voltage is zero Vg will
still be negative. Setting Vi of the analysis to zero corresponds to infinite forward
injection current into the gate.
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the output terminals (Fig. 4.36). Van der Ziel* has evaluated d(iy;3),
for an abrupt junction f.e.t. operating below pinch-off; the analysis can
readily be extended to operation above pinch-off and to other f.e.t. types,
and the general result is

d(iys?)p = 4k(vT)gn df. (4.145)

The numerical factor v is rather more than one half; for an insulated-gate
device it is 2/3, and for an abrupt-junction device it is the function of V;
plotted in Fig. 4.31. It is interesting that the expressions for thermal
noise in an f.e.t. and shot noise in a triode or bipolar transistor (Egs. 3.60
and 4.97) are the same.

Other and often dominant sources of noise are the flicker noise of the
channel and the noise associated with the gate current. Flicker noise in
field-effect transistors (like flicker noise in bipolar transistors) appears to
be associated with random changes in the rates of carrier generation and
recombination.t Flicker noise can be represented by a current generator
d(iys%)p across the output terminals, and

d(ine")p = K}”C df. (4.146)

where the exponent ¢ (like the exponent in Eq. 4.101) is about 1. The
corner frequency at which the thermal and flicker components of channel
noise are equal is quite high, typically 100 kilohertz.

The noise current generator d(iys%)¢ across the input terminals in Fig.
4.36 represents the shot noise associated with the gate current:

d(ins")e = 29 Z(Ic) df, (4.147)

where X(/;) is the sum of the magnitudes of the individual components of
gate current. Flicker components of gate-current noise may exist in

’ ’ »——oD

EmUy; D d(iNf'z),,
d(inr),

3 + . . 0§

Fig. 4.36 Noise model for an f.e.t.

* A. vaN DER ZieL, “Thermal noise in field-effect transistors,”” Proc. Inst. Radio
Engrs., 50, 1080, August 1962,

t C.-T. SaH, ** Theory of low-frequency generation noise in junction-gate field-effect
transistors,” Proc. Inst. Elec. Electronics Engrs., 52, 795, July 1964,
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addition to the shot components. Field-effect transistors are often used
with high-impedance sources, and gate-current noise is significant in these
circumstances. It is therefore somewhat paradoxical that little theoretical
or practical information on gate current is available to circuit designers.
Experimentally it is observed that gate current for a particular fe.t.
depends somewhat on gate voltage and device temperature, but varies
widely from one f.e.t. to another of the same type. The following com-
ments serve merely to suggest some mechanisms which can be of
importance.

An obvious comment concerns the essential difference between junction
and insulated-gate device types. The p-n junction f.e.t. is restricted to
operation with a reverse bias on the gate junction, because forward bias
results in a large injection component of gate current. In contrast, no
such current can flow in an insulated-gate f.e.t., so the gate voltage may be
positive or negative. In the absence of injection components, a likely
source of gate current is hole-electron pair generation in the depletion
layer or insulating barrier.* This component of current increases
exponentially with temperature (Eq. 4.79) and in the case of the junction
f.e.t.itis proportional to the depletion layer volume. Reference to Section
4.8.2 therefore suggests that the generation component of gate current at
Ve = 0 should be roughly half the value at cutoff. Measurements on
some commercial devices are in agreement with this prediction, and it
appears that carrier generation is the dominant source of gate current in
junction f.e.t.,s. However, other components do exist; for example, some
junction devices exhibit unusually large values of gate current which may be
due to surface defects. The components of gate current due to carrier
generation, leakage, and even the normal saturation current of a reverse-
biased p-n junction are all additive and contribute a small input
conductance to the device.

4.8.6 Effects of Temperature on F.e.t. Characteristics

Bipolar transistors depend on the motion of minority carriers, and
consequently their electrical characteristics depend strongly on tempera-
ture. In contrast, field-effect transistors depend on the motion of
majority carriers through the control region and it might be expected that
fe.t. characteristics would not show any such strong temperature-
dependence. Nevertheless, quite substantial changes do occur in fe.t.

* C.-T. San, R. N. Noycg, and W. SHOCKLEY, ** Carrier generation and recombination
in p-n junctions, and p-n junction characteristics,”” Proc. Inst. Radio Engrs., 45, 1228,
September 1957.
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characteristics over the usable temperature range— —55 to + 150°C for
silicon devices. There are three major effects:

(i) The gate current increases substantially with temperature rise and,
for p-n junction devices, /; doubles for about every 10°C rise in
temperature.

(ii) The mobility of carriers in the control region decreases with
temperature rise (Eq. 4.23) and reduces the drain current.

(i) The contact potential between the gate and the control region of a
junction f.e.t. decreases with temperature rise (Eq. 4.5); hence the
depletion-layer width falls and the drain current at constant gate
voltage increases.

The last two effects oppose each other so that conditions of perfect
temperature compensation can, in principle, be achieved.

To be specific, consider a p-n junction f.e.t. The effective gate voltage
for this device (V in the analysis of Section 4.8.2) is the difference between
the actual gate voltage and the junction contact potential V;:

VG = VG(acl.ual) - Vi' (4148)

As shown in the generalizations of Section 4.8.3, the dc characteristics for
operation above pinch-off are defined by the actual gate voltage required
for drain current cutoff (designated Vgeuwr) and the drain current at
zero actual gate voltage (designated /,,er,). The relations between these
and the ideal parameters ¥, and I, follow by inspection as

Vecaoty = — Ve + Vi (4.149)

and from the generalized dc characteristic (Eq. 4.141)

VA2
Ipzero) = IDo(l - 7‘) : (4.150)

The pinch-off voltage V¥, is defined by Eq. 4.133, and all terms in V, are
substantially independent of temperature. Therefore, since the contact
potential V; falls with increasing temperature, Vguworn for an n-channel
device must become more negative. [, can either increase or decrease
with increasing temperature, depending on the relative magnitudes of two
effects; I, falls (because of the temperature dependence of x, in Eq. 4.136)
but the second term in Eq. 4.150 rises. 7,;.r0, has a positive temperature
coefficient if ¥, is small, but a negative coefficient if V, is large. Figure
4.37 shows the three possible effects of a temperature increase on the
characteristics of a junction fe.t. Section 15.3.2.3 contains further

discussion.
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Fig. 4.37 Effect of temperaturc on f.e.t. mutual characteristics: (a) small V.
(6) medium Vp; (¢) large V.

4.8.7 Ratings of Field-Effect Transistors

Field-effect transistors are operated at rather higher voltages than
bipolar transistors (often more than 10 volts) in order to reach the constant-
current part of their drain characteristics. Operating current levels are
of the order of a few milliamperes, and consequently the power dissipation
is of the order of tens of milliwatts. Values of thermal resistance are
quoted by manufacturers, and the device internal temperature can be
calculated as for bipolar transistors.

The safe value of 7 is limited by power dissipation. Usually a maxi-
mum value of V' is specified, based on breakdown between the drain and
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gate. For similar reasons there is often a maximum reverse voltage rating
between the gate and source. These gate voltage ratings are very
important in some types of insulated-gate f.e.t., and care must be taken to
avoid damage from surges. At least one manufacturer warns that the
electrostatic voltages produced by pushing the leads into foam polystyrene
or similar materials can permanently damage the insulating barrier.



Chapter 5

Small-Signal Mid-Band
Circuit Theory of

Elementary Amplifiers

The early sections of Chapter 2 are concerned with the development of a
small-signal equivalent circuit for a hypothetical charge-controlled device.
In Chapters 3 and 4 it is shown that some of the elements in this equivalent
circuit may vanish when practical vacuum tubes or transistors are con-
sidered, and that it may be necessary to add extrinsic elements to complete
the equivalent circuit of such devices. The purpose of the present chapter
is to consider in theory how a charge-controlled device can be used as an
amplifier. Moreover, this chapter is concerned only with small-signal
amplification at mid-band frequencies. The significance of these terms is:

I. The parameters of an active device depend on the particular levels of
voltage and current present in it. These parameters therefore fluctuate
from point to point on a signal waveform. Small-signal operation
implies that the signal fluctuations about the zero-signal quiescent point
are small, so that the parameters may be assumed constant. In other
words, the equivalent circuit is assumed to be linear.

2. The reactance of a capacitor increases as the frequency is reduced,
and becomes very large indeed at low frequencies. Therefore, provided
that the frequency of a signal which is to be amplified is not too high, the
shunting capacitors in the equivalent circuit of the charge-control model
can be neglected. Often artificial limits are imposed on low-frequency
performance by the finite reactances of coupling, bypass, and decoupling
capacitors. The purpose of these capacitors is discussed in Chapters 6
and 7; they can be neglected at all but the lowest frequencies. In the

177
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mid-band range of frequencies the reactance of all capacitors is neglected;
low-pass capacitors are assumed to be signal open-circuits and high-pass
capacitors to be signal short-circuits.

Section 5.1 is concerned with the formal development of the transfer
and driving-point functions of an amplifier stage using the hypothetical
charge-control model. Sections 5.2 and 5.3 interpret this development
for two practical devices—the vacuum tube and the transistor. The
problems in cascading a number of stages to form a complete amplifier
are considered in Sections 5.4 and 5.5, and Section 5.7 lists the transfer and
driving-point functions of practical devices when they are used in unusual
configurations.

The transfer and driving-point functions derived for practical devices
in Sections 5.2 and 5.3 differ from those derived in Section 5.1 for the
hypothetical charge-control model. These differences arise in two quite
separate ways. First, extrinsic elements are introduced to complete the
equivalent circuits for the practical devices, and this increases the com-
plexity of the equations. Second, a number of approximations are made
to simplify practical design work; this introduces no significant errors
because even the approximate expressions are much more accurate than
the numerical data available for practical devices. In general, the small-
signal parameters of a vacuum tube are not reproducible with a tolerance
closer than about + 50%, of their nominal value. There is considerable
variation in the tolerance of transistor parameters; a few are reproducible
to within 1 or 2%,, the majority lie within the range 70 to 140%, of their
nominal value, and some have even greater tolerance limits. Other
circuit elements such as resistors, capacitors, and inductors have production
tolerances also.

The types of approximation are quite different in the two cases of the
vacuum tube and the transistor. For vacuum tubes, the elements
associated with recombination of carriers may be neglected; therefore
the equations developed in Section 5.1 simplify considerably, and these
simplified equations apply accurately almost irrespective of how a vacuum
tube is used as a circuit element. Similar comments apply to the field-
effect transistor, but no general simplification is valid for the bipolar
transistor. Instead, a design philosophy is developed that minimizes the
effects of certain elements; these elements may be omitted from the
analysis provided the circuit is designed so that the simplifying assumptions
do in fact apply. New amplifying devices of the charge-control family
may be developed in the future. The general equations developed in
Section 5.1 will apply to these devices, but the design approximations
corresponding to Section 5.2 or 5.3 may need modification to account for
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their specific physical properties. It is hoped that the treatment of two
different types of approximation in this book will suggest a design
philosophy suitable for any new device.

The approximations in the circuit equations are not introduced to
simplify the algebraic computations, though this is a very useful conse-
quence. Rather the approximations become an aid to circuit design
through their high-lighting the basic factors in the operation of a circu it
In this way it becomes clear which are the important first-order factors that
determine the gain of an amplifier, and which are merely second-order
corrections that can be minimized by suitable design techniques. This
concentration on approximations involving the parameters of a physically
based equivalent circuit has the following advantages:

1. It suggests a design philosophy for which the gain depends primarily
on the more reproducible device parameters. The circuit is therefore more
designable. In a designable circuit the performance remains within
specified tolerance limits when the circuit is mass produced, without
requiring selection of components. The source of nondesignability in
amplifier circuits is principally in the tolerance on the parameters of the
active devices, that is, the vacuum tubes or the transistors.

2. The visualization of just how a circuit works is an aid to logical
circuit design. Every element in the circuit can be associated with one or
more specific purposes. The alternative is a mathematical proof that a
complete circuit has a certain input-to-output relation, with very little
insight to the purpose of any element.

3. If the purpose of each circuit element is clearly understood, it is
simple to predict the effect of any change. It is therefore relatively simple
to optimize a circuit design. As a general rule, the more completely a
circuit can be designed on paper without recourse to experimental adjust-
ment, the more likely it is to be reproducible.  Alternatively, it is possible
to foresee the consequences of an unintentional change due to the
tolerance on device characteristics.

5.1 THE GENERAL CHARGE-CONTROL MODEL

Figure 5.1 is the small-signal equivalent circuit for the charge-control
model at mid-band frequencies, with a resistive load R, connected across its
output terminals. Such an arrangement is called an amplifier stage.
Figure 5.1a is the exact mid-band equivalent circuit first shown in Fig.
2.8a; its equations are

iy = g1ty — gl (5.1)
Iy = gmby + 8ol (5.2)
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Fig. 5.1 Mid-band equivalent circuits for a charge-controlled device with a resistive
load.

where, in this chapter and for the remainder of the book, increments in
voltage or current (i.e., signal quantities) are represented by lowercase
letters. Figure 5.15 is the approximate mid-band equivalent circuit
introduced in Fig. 2.8b, its equations being

iy = (& + &)v1 — &2, (5.3)
iy = (gn + 8701 + (g + g2)02. 9

However, in any useful amplifying device

gf « Ems (55)
g < g, (5.6)
g < g (5.7)

so that Eqs. 5.3 and 5.4 reduce to Eqgs. 5.1 and 5.2. The single-generator
equivalent circuit (Fig. 5.1b) is used almost exclusively throughout this
book, as it emphasizes the difference between the desired forward trans-
mission (through the mutual conductance) and the undesired reverse
transmission.
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The notation can be simplified by introducing a number of new symbols.
First, r,, ry, and r, are introduced as the reciprocals of g,, g., and g,:

—_— 5-8
r P (5.8a)
1
-, 5.8
ra 2 ( )
1
= — 5.8
ry 2 (5.8¢)

These symbols are used to remove a number of fractions within fractions
in the algebraic development. Second, it follows from Section 2.5.1 that
the elements in the charge-control model are interrelated:

8m T
2 = m —_ ] _+_ —_— = s 5.9
2 Emly ( uy) " B (5.9)
8 _ 1 () yu)l b (5.10)
8 ra 71 Y
where
B=( +u)= (5.11)
T
_ 1 + u,
e o (5.12)

B is identified as the current amplification factor introduced in Eq. 2.57.
The parameters g,, and g, are more reproducible than g, and g,, because
they are directly related to the fundamental mode of operation of practical
devices. Therefore g, and g, (which merely account for recombination)
are eliminated in the final forms of all equations derived in this chapter.

5.1.1 Transfer Conductance and Voltage Gain

Equation 5.2 represents the device shown in Fig. 5.2. When a load
resistance R, is connected to the output terminals of the device, the
current in this load resistance can be found from

2 2.
Gr = vy gm(fz + RL) (5-13)
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Fig. 5.2 The form of the circuit equivalent to Eq. 5.2.

The quantity Gy is the transfer conductance of the stage. The significance
of the terms in the expression for G is the following:

(i) gn is the mutual conductance of the device; it represents the internal
current generator of the device and hence the current that would flow
into a short-circuit external load:

LA
gm - (vl)lc (5l4)

(i) rz/(ry + R.) represents the fraction of the current from the g,
generator that flows into a finite load resistor R, rather than into r,.

The output voltage is given by the product of the output current with
the load resistance. A minus sign is required because of the reference
direction chosen for i,:

vy = —iy X Ry. (5.19)

Therefore the voltage gain of the stage is

Ay = ﬁ = _GT X RL' (5.16)
and substituting,
L ra
A= 2= gl )Re (5.17)

The significance of the minus sign in the voltage gain is that there is a
phase shift of 180°; a positive increment of input voltage results in a
negative increment of output voltage.

5.1.2 Input Resistance

When an input voltage is applied to a device, an input current flows
because of the recombination of carriers in the control region. This
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input current gives rise to an input conductance of an amplifier stage.
The input current can be evaluated from Eq. 5.1, and division by the input
voltage gives the input conductance:

G=2 =g - g (5.18)
Therefore, from Eq. 5.17,

r
G =g + gmgf(rz +2 RL)RL

and using Eqs. 5.8 to 5.10 the input resistance is

_ Ll _n_ [LRL_]
Rt_Gt_ix N r2 + (I + MRS (-19)

or, in terms of the more fundamental quantity g,,

b B [ rs + Ry ] KB
R=2=L"]—2 " "L |2 5.20
I gm rs + (l + V)RL gm ( )

where, for later use, we write
rs + RL
K, = .

'S L ¥+ R (5:21)

Notice that R, must lie between zero and infinity, so that
1 <K, <1l (5.22)

5.1.3 Current Gain and Transfer Resistance

The current gain of a charge-controlled device is the ratio of the output
and input currents. Both currents are directly proportional to the
excess mobile charge in the control region. For the output current the
constant of proportionality is the transit time ,, and this is a fairly
reproducible physical parameter. For the input current, however, the
constant is the life time =, and this is the physical parameter that has the
least reproducibility of all. The current gain of a charge-controlled
device cannot therefore be relied upon to have a particular value quoted
by a manufacturer.

The current gain of the stage shown in Fig. 5.1 is

A = 1—2 = (lﬁ)(l_z) = R, x Gy, (5.23)

i L\t
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and substitution from Eqgs. 5.13, and 5.20 gives

ig rg

A, =2=p—-2 | .

T B["z +(1+ Y)RL] (5.24)

The ratio of the output voltage to the input current, or fransfer resistance
of the stage is

R; =‘§8 = —A, x R, (5.25)

1
and substituting

Re i ﬂ["z + 0+ Y)RL] Ro (5.26)
It should be emphasized that the transfer conductance and transfer
resistance of a stage, Gy and R, respectively, are not reciprocals.

5.1.4 Finite Source Resistance

The transfer functions G, Ay, A,, and R; relate the output signal of an
amplifier to the input signal; v, is the signal voltage actually present
between the input terminals and i/, is the current that actually flows into
the amplifier. The input signal of an amplifier stage can be produced in
any of several ways:

1. Within a multistage amplifier, the input signal to one stage is the
output signal from the preceding stage. This signal depends on the value
of the transfer function of the first stage, hence on its load resistance.
The input resistance of the second stage constitutes a load on the first
stage and must be taken into account.

2. In rare cases, an amplifier may be fed from a true voltage or current
source so that the appropriate input signal is constrained to a particular
value, quite independent of the input resistance.

3. The input stage of an amplifier is usually fed from some transducer
or other source whose output resistance is finite. The ratio of the output
signal from the amplifier to the input signal actually present is given by
the appropriate transfer function Gy, Ay, A4,, or Rr. The input signal,
however, depends on the input resistance of the amplifier.

In this third case it is useful to have the output signal expressed in
terms of the generator within the source, because this generator is the
signal to be amplified. Figures 5.3a and b show equivalent voltage-
generator and current-generator representations of the source; notice that

Vg = igRs. (5.27)
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i r i2
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is G R¢ v Ty &mu) r2 v2 R,
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Fig. 5.3 Mid-band equivalent circuit for a charge-controlled device with a resistive
load, fed from a source of finite output resistance: (a) voltage-generator representation
of source; () current-generator representation of source.

In the voltage-generator representation, the source resistance R forms a
voltage divider with the input resistance R, of the device such that

Hh _ L
Uy Rs + Rg

2= (@) - BEw)e
Us - Us/ \) - Rs + R| ™
and substitution from Egs. 5.13, 5.20, and 5.28 gives

_'.3 = Em r2 .
Us (1 + ngs/Kxﬁ) ("2 + RL) (5-29)

In the current-generator representation, Rs shunts the input resistance of
the device, and the input voltage is

(5.28)
Then

Uy _ .Rs X Rg.

is Rs+ R

i3 _ (b_)('_z) - (M)G
is is vl -Rs + -Rl ™

(5.30)
Then
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and substitution from Eqgs. 5.13, 5.20, and 5.30 gives

i_2 - gmRs )( ra )
is (1 + gnRs/K\B/\rz + R, (531

or, as expected from Eq. 5.27,

I3 _ i),
# = Ro x (vs) (5.32)
5.1.5 Output Resistance

In the same way that the source for any stage may be considered either
as a voltage generator with a series resistor or a current generator with a
shunt resistor, so the output of a stage may be considered as an ideal
generator with a resistor. Figure 5.4 shows the current-generator repre-
sentation. The output current in the load is

. . R,
I = Ig(m)' (533)

In terms of the equations derived above

. iy
g = Ug X [—
2 $ (Us)

and substitution from Egs. 5.21 and 5.29 gives

. &m Kory ,
2 = Is(l + ngs/B)(Kz"z + RL) (5:34)

— RS + ﬁ/gm .
K =Tk + flen (5.33)

where

Fig. 5.4 Current-generator representation of the output circuit of an active device.
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Notice that Ry must lie between zero and infinity, so that

1
1 + 5

<K, < 1. (5.36)

By comparison of Eq. 5.33 with Eq. 5.34, it follows that

. gm
=i ngs/B) (5:37)
and
— RS + B/gm _
R, =rs [(1 TR + B/gm] = Kira. (5.38)

The significance of the terms is the following:

(i) i, represents the current output into a short-circuit load,
(ii) R, is the output resistance of the stage for the given value of R;.

In the same way that the input resistance R, is a function of the load
R;, so the output resistance R, is a function of the source R;. In the
special cases of voltage or current drive in which R; becomes zero or
infinite, the output resistance becomes r, or ry/(1 + y) respectively; these
results are expected from the forms of Eqs. 5.13 and 5.24. A certain
amount of confusion surrounds the concept of output resistance of an
amplifier, so it is worth making the following points:

1. The input resistance of an amplifier is the quotient of the input
voltage and current. The output resistance certainly is not the quotient
of the output voltage and current; this quotient is the load resistance R;
(Eq. 5.15).

2. The output resistance is the resistance seen looking back into the
amplifier from the load. It is the resistance that would be measured
between the output terminals of the amplifier if the source generator were
reduced to zero and load were disconnected. (With the source reduced to
zero but the load connected, the resistance measured is obviously the
parallel combination of R, and R,.)

3. If maximum power transfer to the load is required with a given
combination of source resistance and amplifier, the output resistance
should be matched by the load. If maximum power transfer from source
to load is required, the amplifier should be designed to have input and
output resistances R, and R, that match the source and load respectively;
this will require a relatively involved calculation because R, depends on
R;, and R, depends on Rg. In passing, it may be remarked that the
technique of impedance matching for maximum power transfer has almost
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no place in the production of designable circuits, and is scarcely men-
tioned in this book. This is due in part to the complexity of the design
calculations involved but, more importantly, the gain of matched amplifiers
is extremely dependent on device parameter variations.

4. In normal mismatched amplifier design the output resistance need
not be known precisely nor need it be calculated explicitly. The load
resistance R, usually is known, either as a precise magnitude or as an
estimated range of values. For an amplifier that is to deliver a defined
signal current to R, it is necessary merely to ensure that R, is sufficiently
large in comparison with R, to remove any uncertainty in the division of
current between R, and R,. [Equally, for an amplifier that is to deliver a
defined signal voltage to Ry, it is necessary merely to ensure that R, is
sufficiently small in comparison with R; so that there is negligible
uncertainty in the division of voltage.

5. The output resistance can be deduced from the transfer function
thus: R, is equal to the value of R, that reduces the output voltage to half
its open-circuit value or that reduces the output current to half its short-
circuit value:

Vol, =R, = $Vslocs (5.39a)
Iolgy =R, = Holse- (5.39b)
Equation 5.38 can be transformed using Eq. 5.9 to give
_ RS + r ]
R, =r, O+ )R + 1, (5.40)

This form of R, is symmetrical with one form of R, in Eq. 5.19:

r2+RL

Ri=n [r_z + (1 + R

This symmetry arises from the symmetry of the charge-control model
(Fig. 5.1a), but it is only of passing interest. The alternative forms given
in Eqgs. 5.20 and 5.38 are more useful.

5.1.6 Load Resistance

The load resistance R, for the device in a practical amplifier stage is
made up of two components. The first is the external load R,,, to which
the output signal is applied to produce some useful result. In a cascade
of stages, the external load for one stage is the input resistance of the next
stage. The second component of R, arises from the need for some
element(s) to supply the quiescent voltages and currents to the device.
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Often this element is a single resistor, but transformers or parallel com-
binations of resistors are used sometimes. Figure 5.5 shows typical
circuit arrangements for vacuum tubes and transistors; the reasons for
these circuit arrangements are given in the discussion of biasing circuits
in Chapter 6. For the present, the important point is that some dc
supply elements are required. Each of these elements provides a shunt-
ing path for the signal currents and, at mid-band frequencies, the total
shunting resistance is the parallel combination of all elements. This

+ Vaa + Voo
RA RC

Rell Rell

{(a) {b)

+ Vi - Ve

— }—L

R,
r ﬁ [
ch | Ry
Y = =

- VG(;
(c) (d)

= Ves

Fig. 5.5 The load resistance for the device is

R, = Rell Roye,
where
(a) RP = RA.
(b) Rp = Rc.
© Re = R4\l Rq,
R“; = Ry (2-" 00)
) Ry = Rc |l Rs,

Roxe = R,
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shunting resistance will be referred to as the supply resistor Rp,. The load
resistance is
Rexi R

R = —""— 5.41

¢ Rut. + RP ( )

It is important in some of the following sections to know the largest

value the load resistance can take. The load resistance is as large as

possible when the external load is infinite, and as a corollary, when there

is no following amplifier stage. Thus the load for a vacuum tube must
satisfy the inequality

R, < R, (5.42)
while for a transistor
R, < R.. (5.43)
5.1.7 Summary

Table 5.1 Summary of Transfer and Driving-Point Functions for an Amplifier
Stage Using the Hypothetical Charge-Control Model (Fig. 5.1) withg, =
gn/B, 82 = 1ra, and g, = y/Br,

= fa _ _rn |\,
Gr =2 *’“(r, - RL) (5.13)
Ay =2 = _Gr x R, (5.16)
U
N R B i
A=n=F ["2 T+ y)RL] (5.24)
Rr = % = —A; x R, (5.29)
B rq + RL
ra + (I + YR, YR, (5.20)
For a source vs or /s, of resistance Rg,
R, = Kyrq (5.38)
where
Rs + ﬁlgn
K 5.35
2= W+ )R + Plen (5.33)
iﬁ_ - Lm ra
Us (l + g..R.q/.K;p)(rz + RL) (5'29)
where
K =—"tR (5.21)

rs + (1 + PR,
5 _ Ry (2) (532)

Us
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5.2 THE VACUUM TUBE

This section is concerned with triode vacuum tubes or with pentodes
in which there is no screen circuit degeneration. It is assumed that for
signals the screen of a pentode is connected to the cathode so there are
only three accessible electrodes—the cathode, grid, and anode. In
practice, the screen is usually connected to the cathode via a capacitor
whose reactance at signal frequencies is so small as to constitute a virtual
short circuit. Pentodes with screen degeneration are considered in
Section 7.4.1.2. The theory presented in this section is also applicable to
field-effect transistors but these are not mentioned explicitly.

The equivalent circuit for a vacuum tube is simpler than that of the
charge-control model considered in Section 5.1, because recombination is
virtually nonexistent and, for most applications, grid current is negligible.
Further, no extrinsic elements need be taken into account at mid-band
frequencies. Accordingly, there is no input current, 8 becomes infinite,
8 and g, vanish, and the mid-band transfer functions involving an input
current to the device become meaningless. The mid-band equivalent
circuit for a vacuum tube is shown in Fig. 5.6; the general elements are
relabeled as the specific elements of a tube (Table 5.2) and the general
formulas are listed in Table 5.3. Notice that the voltage amplification
factor p of a vacuum tube is

B = 8mla (5.44)

Table 5.2 General Elements and Vacuum-Tube
Parameters

Hypothetical Model Vacuum Tube

Em £m mutual conductance

ra r4 anode resistance

n v grid voltage

vg v, anode voltage

i3 i, anode current

WA

Fig. 5.6 Mid-band equivalent circuit for a vacuum tube with a resistive load.
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Table 5.3 Transfer and Driving-Point Functions of a Vacuum-Tube Stage

=t Fa _ [

GT N Vg gm(r,. + R'_) rq + RL (5.45)
b _ ra = PR

AV - Vg gm(r,. + RL) RL ra + R;, (5.46)

For a source vs or iy, of resistance Rg,

R, = 1, (5.47)
DI S

Us gm(r, + r,,) ra + RL (5-48)
s popu( o) = bR

is ngm(r,. + rL) - ra + RL (5'49)

5.2.1 Approximations, Practical Values, and Tolerances

An important conclusion from Eqs. 5.45 to 5.49 is that the transfer and
driving-point functions of a vacuum tube depend critically on the operating
conditions and the type of tube. Both g, and r, vary widely with quiescent
point and with tube type, and even at the same quiescent point they vary
significantly from unit to unit of the same type due to manufacturing
tolerances. Therefore, if an amplifier stage using a given vacuum-tube
type is to yield a gain anywhere near the expected value, it is essential that
the tube be biased at the quiescent point for which the assumed nominal
values of g, and r, apply. Methods for biasing a vacuum tube at any
required quiescent point are discussed in Chapter 6.

If R, can be made so large that r, is negligible in comparison, the
equations simplify somewhat. From Eq. 5.46

Ay X —8nla = —n (5.50)
provided that
R, > r,.
Similarly, from Eq. 5.45,
o~ Emfa _ H
Gr x R "R (5.51)

Provided that the approximation in neglecting r, can be made valid, this
manipulation of the equations is significant for the following reason.

As discussed in Section 3.1.2.1, the value of u is determined largely by
the geometry of a vacuum tube’s structure. Therefore the value of p is
reproducible from unit to unit of a given tube type and is almost indepen-
dent of the quiescent conditions. In comparison, the values of g, and r,



The Vacuum Tube 193

vary widely with operating point; further, their values are dependent on
the age of a tube and its cathode temperature and on a very close quality
control of the materials used in fabricating the cathode. Although g, and
r, are subject to wide variation, their product x remains relatively constant
and is by far the most accurately predictable parameter of an unselected
tube. Therefore a transfer function such as Eq. 5.50 or 5.51 which
depends on g (but not on g, and r, individually) is more accurately pre-
dictable than one that depends on g,, and r,. Typical maximum toler-
ances on the values of y, g,,, and r, at a given anode voltage and current
are

09, < p < 11p, (5.52)
0'6gmA < Em =< 1'5 Emas (553)
0.6r, <rq < 1.5r,,, (5.54)

where u,, gn4, and r,, are the values expected for an “average” tube.

It is difficult in practice to realize a circuit in which R, is large compared
with r,. This is most easily seen by considering some typical parameter
values. The value of r, for a medium-u triode operating at 10 mA cathode
current is of the order of 10 k{2; a load resistance large in comparison
would be 100 kQ or more. Therefore, according to Eq. 5.42, an anode
supply resistor at least 100 k€2 is required, even if the external load is
infinite. Because 10 mA anode current flowing through a 100 k€ re-
sistor produces a 1000-V drop, the supply must be at least 1000 V if this
resistor is to be used. While a 1000-V supply is not impossible to produce,
it is undesirable in most electronic equipment. High-x triodes and pen-
todes, with typical r, values of 50 k€2 and 500 k() respectively at 10 mA
cathode current, require supplies of 5 kV and 50 kV as orders of magnitude
if R, is to be large compared with r .

A rather poor approximation to high-load conditions for a triode can
be obtained by operating the tube at reduced anode current; I, falls more
rapidly than r, rises (Eq. 3.71) so that the required supply voltage falls.
A practical limit is

R, ~3r,
although
R, > 15r,

is a more representative design value. The gain lies between outside
limits 70 to 1507, of the nominal value. However, the great majority of
new vacuum tubes lie well inside the tolerance limits of g, and r,, s0 a more
likely tolerance on the gainis +15%,. Values of load resistor other than
1.5 r, give only small changes in gain tolerance. Smaller load resistors
give slightly greater tolerance and, incidentally, reduce the gain; larger
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load resistors have the opposite effects. Low-current operation of a
vacuum tube is sometimes referred to as starvation operation.

In an amplifier stage using a pentode, it is virtually impossible to realize
a load that is other than very small compared with r,. Equations 5.45 and
5.46 become

Gr=2=g,. (5.55)
Ug
Ua
Ay = £ = —g.R,, {5.56)
Vg
provided that
R, « r,.

The absolute tolerance on the gain of a pentode is the tolerance on g,,
namely 60 to 150%, of the nominal value. The great majority of new
pentodes, however, yield a gain within +20%, of nominal.

5.2.2 Practical Amplifier Design

The exact equations for a vacuum-tube stage are simple and, conse-
quently, the theoretical analysis of a vacuum-tube amplifier is relatively
simple also. However, the production tolerances on vacuum-tube
parameters are such that there is typically a spread of + 157, in the gain of
a triode and + 207, for a pentode, with wider limits occurring sometimes.
Therefore, the fact that the simple equations are exact is of little significance
in practical amplifier design.

As an example in the use of the equations for a vacuum tube, consider
the design of a single-stage amplifier using one triode section of the type
ECC83/12AX7. Type ECC83/12AX7 consists of two nominally identical
triodes in one envelope. The voltage gain of the amplifier is to be 50,
and the anode supply resistor (which constitutes the only load) is to be
100 k€.

The value of x for a nominal tube is 100, relatively independent of the
operating point. Therefore, from Eq. 5.46, designing an amplifier stage
with nominal gain 50 involves finding an operating point at which r, is
100 k{2. An infinite number of such points exist, but a convenient point,
read from manufacturer’s published characteristics, is

V,= 150V,
I, = 0.5mA.

Thus the circuit with the supply voltage and quiescent currents and
voltages marked is shown in Fig. 5.7. The tolerance on r, at the given
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+ 200V

}ECC83/12AX7

Fig. 5.7 Quiescent currents and voltages required in a single-stage amplifier employ-
ing one section of type ECC83/12AX7 double triode to give a nominal voltage gain
of 50.

quiescent point is given by Eq. 5.54, and the resultant tolerance on the gain
is from 80 to 125%,. Added to this is the tolerance on g, so that the
total gain tolerance is approximately 70 to 140%,, that is, the gain will
lie between 35 and 70. The majority of new ECC83/12AX7 tubes yield
gains between 40 and 60.

5.3 THE JUNCTION TRANSISTOR

The mid-band equivalent circuit for a transistor is more complicated
than that for the charge-control model assumed in Section 5.1, because
the control electrode (the internal base) is not accessible at a device termi-
nal. The internal base is isolated from the so-called base terminal by the
base resistance ry as shown in the equivalent circuit of Fig. 5.8. The
general elements of the hypothetical model and the corresponding specific
clements of a transistor are listed in Table 5.4.

The base resistance r; forms a voltage divider at the input with the input
resistance of the intrinsic transistor, and consequently the equations in-
volving input voltage will be more complicated than those of the ideal
charge-control model. However, rg is identical in its effect to the source
resistance Rg used in the analysis of the ideal model. Therefore the
equations for the transistor are as for the ideal model, with ry replacing
Rs, and vg replacing vg; for example, from Eq. 5.29,

- (i)
Ug 1 + aNra/K,ﬂNr; re + RL
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Table 5.4 General Elements and Junction Transistor Parameters

Hypothetical

Model Junction Transistor
n ref(1 — ay)

ry Burc

&m ay/rg mutual conductance

ra rc collector resistance

v; vg- internal base voltage

v, ve collector voltage

I i base current

I ic collector current

B Bx current amplification factor
¥ 1 (Eq. 5.12, with &; = O and u; = -2,

from Section 4.2.3)

which can be manipulated into the form

e _ @y re .
Gr = U [(l — ay)rp/K, + ’s] ("c + RL) (5-57)

The complete set of transfer and driving-point functions for a transistor
stage is given in Table 5.5 (Eqs. 5.57 to 5.66).

Table 5.5 shows that the gain of a transistor stage may depend on many
factors, and that in general the calculation of gain is a very tedious process.
In particular, the gain depends explicitly or implicitly on 8,. Now, By is
the transistor parameter that has the largest production tolerance of all;
usually 8y is not specified with a tolerance closer than

0.7 Bva < By < 2 Buas (5.67)

where B, is the value of B expected for an **average transistor. Because
of this large tolerance, the gain of a designable transistor circuit must not

v R,

o—

Fig. 5.8 Mid-band equivalent circuit for a transistor with a resistive load.
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Table 5.5 Exact Transfer and Driving-Point Functions of a Transistor Stage

_ i_C - Ay fe
Gr = Us [(l — ax)rs/ K, + r;] (rc + R,_) (5.57)
where
_ e + RL
v re + ZRL' (558)
Av = Z—'Z = —Gr x RL, (5-59)
—ke_gf_re__),
A= ﬁ"(rc + ZRL) (5.60)
Ry = ‘:—z = —A; x Ry, (5.61)
Rt Kl(—, j‘aN)- (5.62)

For a source vs or /s, of resistance Ry,

R, = Karc (5.63)
where
Ka = 2((?51’::):’:;//((11 = (5.64)
;_Z O a.v)(Rsa-: Y A ,s] (,C < R,.)’ (5.65)
E = Rs x (:,-z) (5.66)

depend on By except as a second-order correction; a design philosophy
that achieves this result is outlined in Section 5.3.1. When circuits are
designed on this basis, many of the terms in the equations of Table 5.5
make only small contributions to the transfer and driving-point functions,
and may be omitted. Table 5.5 can therefore be simplified very greatly.

Even if a transistor amplifier has been produced without regard to its
designability, equations simpler than those of Table 5.5 are adequate to
describe its performance. If unselected transistors are used in such an
amplifier, the possible error due to the uncertainty in B8y far outweighs
that due to neglecting many terms in the equations. Probably the only
application for the equations in their exact form is in the accurate calcu-
lation of the gain of a nondesignable amplifier that uses selected transistors
having accurately known parameters; it is difficult to see any real point in
such an exercise.
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5.3.1 Outline of Design Philosophy

Consider Eq. 5.57 which gives the transfer conductance. To a very
good approximation
oy 1

By = = o x T (5.68)
so that
_ e o N e _|.
Or = vg (rB/KlBN + ’s)(’c + RL) (5.69)

The transfer conductance can be made almost entirely independent of 8y
by reducing 7z and hence increasing rg to a point at which

re > 2
£ KIBN
when
e oan(_re \
Up ~ r's (’c + RL) (5.70)

A small dependence on 8, must always remain because «, occurs in Eq.
5.70 and 8y is implicit in ay. With the normal order of magnitude of 8y,
however, the tolerance on «y is only a few percent:

Bx
I+ﬁ~

If the tolerance on By is as given by Eq. 5.67, the relation between
(rs/K1By4) and rg required for typical tolerances on transfer conductance
is given in Table 5.6.

x 1. (5.71)

oay =

Table 5.6 Tolerance on Transfer Conductance

Required Tolerance Necessary Value of
’a/Kxﬂnu
Exact Percentage Approx. dB rg
95 to 105%, +0.5 dB 1
91 to 111%, +1.0dB 1
80 to 133%, +2.5dB 1

Clearly, the process of reducing /; so as to make G, independent of 8,
can be used to reduce the dependence on ry and K, to any desired extent.
Equally, the dependence of G on r. can be reduced by making

R, «rg,
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and this will also reduce the uncertainty in X, by causing K, to appfoach
unity. Typical production tolerances on rg and r. are

0.7 rgs < rg < 1.4 Tgas (5.72)
0.7 Foa S re < 1.4 Tcas (5.73)

where rp, and rc, are the values of r; and r; expected for an *“average™
transistor. Ultimately, the transfer conductance can be made to depend
on rg alone. But rg is reproducible, being given by

AT
qls
Thus the transfer conductance can be made to depend only on the operating
point and temperature, and designable circuits can be produced which
make use of the predictable transfer conductance.

In comparison, no choice of quiescent point and load resistance can
climinate the direct proportionality between current gain and 8,. The
tolerance on current gain per stage is thus the 3:1 tolerance of 8y. Tran-
sistors, however, can be (and often are) used as current amplifiers in appli-
cations where a large tolerance on gain is acceptable. Examples are
amplifiers in which negative feedback is applied around several stages to
stabilize their combined gain (see Chapters 10 and 14) and amplifiers

employing automatic gain control (which are beyond the scope of this
book).

(5.74)

r£=

5.3.2 Practical Simplifications

It is very difficult to achieve a load resistance R, for a transistor that is
at all comparable in magnitude with r.. As discussed in Section 5.1.5,
the largest possible load is the collector supply resistor R, corresponding
to an infinite external load. The value of r for a transistor operating at
| mA emitter current is unlikely to be less than 50 kQ (100 to 200 kQ being
more typical). If the supply is 20 V, the largest supply resistor that can
possibly be used is 20 kQ (10 kQ being a more likely maximum). Re-
ducing the current allows a larger R, but also raises rc of the transistor
in direct proportion. The extreme range of values for X, ro/(rc + Rp),
and rof(rc + 2R;) are thus

086 < K, < |

0.83 < c+R:.<l

07l € ——— c+2RL <1
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Continuing the discussion of Section 5.3.1, it is reasonable to assume that,
in a designable amplifier, these three terms are very close to unity. This
implies that the elements r; and Byrc can be omitted from the equivalent
circuit, to give the simplified form shown in Fig. 5.9.

The equivalent circuit of Fig. 5.9 is used almost without exception for
mid-band calculations throughout the remainder of this book. Evenif a
circuit has not been designed with the object of minimizing the effects of
re and Byrc, the error in neglecting them is small—only 1 or 2%, in all but
the most abnormal circumstances. Numerical examples given later in
this chapter compare the results obtained from the complete and simplified
circuits. The simplified circuit does overestimate the gain when the
voltage gain approaches the voltage amplification factor (open-circuit
voltage gain) of the transistor:

u = a,(’_C)- (5.75)

Ly

This occurs only when R, is abnormally large. For almost all transistors
w is greater than 1000, and values as high as 10* are not uncommon.

The transfer conductance, current gain, and input resistance calculated
from the simplified equivalent circuit are

_fe _ %y v
Gr = vg (I —arg+re” refBn+ r: (>.76)
Al = '_C = ﬂNs (5'77)
ip
R=2—yrpt L5 xrp+ Bure. (5.78)
'B l - ay

Fig. 5.9 Simplified mid-band equivalent circuit for a transistor with a resistive
load.
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If the stage has been designed so that its transfer conductance is inde-
pendent of 8y (i.e., if /; is reduced to the point at which rg is much greater
than rg/B)), Eq. 5.76 reduces to

Gr =2 = "r‘—: (5.79)

This expression, however, always overestimates the gain of practical
stages. It has been found by experience that a working approximation
for Gy is the empirical relation

Gy =€ » =2 (5.80a)
But r; is given by Eq. 5.74; substituting values gives
Gy = T X 32I; mAV (5.80b)

at room temperature, for /; in mA.

The gain of a transistor fed from a source of finite resistance is of
considerable importance in connection with cascaded stages. Using the
current-generator representation of the source, the output current follows
from Eq. 5.66 and the simplified equivalent circuit as

i_c — ayRs
is (1 — ax)(Rs + rg) + 15

(5.81)

Two algebraic manipulations are useful. First, if the circuit is designed
with
rg o (l b aN)(RS + rs),

it is convenient to transform Eq. 5.81 into

lc aNRS l ] 5 82
is = 1 4+ (Rs + rg){Bur (5-82)

This corresponds to feeding the transistor from a low-resistance or approxi-
mate-voltage source of magnitude /sRs. The first term in Eq. 5.82 results
if the ideal expression for G, is used (Eq. 5.79), whereas the second term
is a near-unity correction to account for the finite value of 8y. The ratio
ic/is is the current gain of the complete system and can be made stable by
choosing r; sufficiently large. The system current gain /;/is is quite
different from the stage current gain /c/ip; the latter is equal to 8y and is
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unstable. The second manipulation is useful if Rg is much greater than R,
of the transistor, that is, if

Rs >» rp + Burs,
when

|
T—' % B I + (rp + BNrE)/RS] (583)

This corresponds to feeding the transistor from a high-resistance or approxi-
mate-current source of magnitude is. In this case substantially all the
current of the source generator flows into the stage and the current gain

Table 5.7 Transfer and Driving-Point Functions of a Transistor Stage

(a) Transfer Conductance
(i) exact—seldom used:

Gy = l‘}_i - N ]( re ) (5.57)

(1 — ax)re/K, + reg|\re + R,

where
re + RL

K1 = m; (558)

(ii) for small R;,—designable circuits:

ic [+ 3% oy
G = fo . ; 5.76
T g (1 —ayyrs + re reffy + re’ ( )
(iii} order of magnitude ( +20%,):
Gr = fo 08 (5.80)
Vg r
(b) Current Gain
(i) exact—seldom used:
_ e _ re .
A= B = b ): (5.60)
(ii) for small R,—designable circuits:
A, =< =B, (5.77)
Ig
(c) Input Resistance
(i) exact—seldom used:
Ri=2=ry+ Kl( L ); (5.62)
ig 1 - 2434
(ii) for small R,—designable circuits:
R(=v.—3= rg + TE ~ r5+ﬁ~rg. (5.78)

ip l—aH
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of the system approaches the current gain 8, of the transistor. The second
term in Eq. 5.83 is a near-unity correction to account for the current in Rj.

The simplified equivalent circuit of Fig. 5.9 suggests that the output
resistance of a transistor is infinite and independent of the source resist-
ance. Although this is obviously not exact, it is a good working approxi-
mation as the output resistance of a transistor is very large indeed compared
with all other circuit impedances. For the rare cases in which the value
of R, is of interest, the complete equivalent circuit and Eqs. 5.63 and 5.64
must be used.

Table 5.7 summarizes the formulas for G;, 4,, and R, of a transistor
amplifier stage.

5.3.3 Practical Amplifier Design

The exact equations in Table 5.5 for a transistor are much more complex
than the corresponding equations in Table 5.3 for a vacuum tube. A
reasonable comment would be that analysis of a transistor amplifier can
be a formidable undertaking, whereas analysis of a vacuum-tube amplifier
is quite simple. This section shows how circuit design can be simpler for
transistors than for tubes.

Consider the design of a transistor amplifier to give a voltage gain of 50
into a load resistance of 4.7 k2. [Equation 5.59 shows that the transfer
conductance must be 10.64 mA/V. Equation 5.80 gives an order of
magnitude for G; and substitution of the data gives

rE = 75.2 SZ.
But

Therefore at room temperature
Iz = 033 mA.

Thus any transistor whatsoever will give approximately the required voltage
gain, provided it is operated at 0.33 mA emitter current. For this appli-
cation all transistors are to a lirst order identical.

Before the more accurate equations can be used, it is necessary to choose
a transistor type. From Table 4.4 a uniform-base audio frequency
transistor operating at 4 mA might have typical parameters

Bna = 40,
rB = 300 Q,
rc = 400kQ.
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Substitution of these data into the equations of Table 5.7 gives the voltage
gain as:

(i) exact 54.8,
(i) for small R, 55.4,
(iii) order-of-magnitude  50.0.

Notice that the inaccuracies in the approximate calculations are only 1.2
and 10.4%, for (ii) and (iii), respectively. A much greater source of in-
accuracy is the tolerances on 8y and rj; (the value of r¢ is so large that
even a 2:1 change makes only 1%, difference to the gain). Typical outside
limits for By and r; might be

25 < By 85,
200 Q < ry < 500 Q.

IA

Substitution of the extreme values into the small-load expression for
voltage gain gives

ﬁ.-\' =85

= 200 Q} Avimax = 59.8,
ﬁv =25

‘ A = 45.7.
ry = s000f romm =4

The variation of gain with transistor parameters is much greater than the
errors due to the approximation in the equations. From an engineering
point of view, the approximations are therefore completely justified.

The gain of the amplifier is about 10%, higher than required, and esti-
mated by the order-of-magnitude equation. The required gain 50 can be

-75V

[ ]
-6V
(Approx)

Audio-frequency
transistor

Fig. 5.10 Quiescent currents and voltages required in a single-stage amplifier
employing an audio transistor to give a nominal voltage gain of 50.
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obtained from “average” transistors to within 1 to 2%, if the emitter
current is reduced by 107, ; the required emitter current is 0.30 mA, and
the quiescent voltages are shown in Fig. 5.10. The maximum expected
spread in gain is 40 to 55, with the great majority of transistors giving a
gain between 47 and 52. Thus, the design of a transistor amplifier with
specified voltage gain is simpler than that of a vacuum-tube amplifier,
as it is not necessary to consult characteristic curves to obtain small-signal
data.

5.4 CASCADED VACUUM-TUBE STAGES

No complications arise at mid-band frequencies when a number of
vacuum-tube stages are connected together in cascade to form a multistage
amplifier. In theory, the load resistance for any vacuum tube in a
cascade is the parallel combination of the resistance R, (the parallel com-
bination of all biasing resistors) and the input resistance R, for the follow-
ing vacuum tube. Since recombination in a vacuum tube is negligible, its
input resistance becomes infinite. In practice, therefore, the load for a
vacuum tube in a cascade is its own anode supply resistor in shunt with the
grid supply resistor for the following tube, and the voltage gains of the
individual stages multiply directly to give the over-all gain of the amplifier:

_ [8miraiRe gm2rA2RP2} o
Av = {rAl + Rn} * {’Aa + Rp; o (5-84)

The uncertainty in the gain of any one stage is discussed in Section 5.2.1.
When a number of stages are cascaded, the possible percentage uncertainty
in gain increases as the number of stages is increased. Against this, it is
unlikely with a random selection of tubes that all errors will be in the
same direction, so that the probable error decreases. The error distribu-
tion curve becomes a sharper peak with broader skirts as the number of
stages increases, provided that the tube selection is random. It is likely,
however, that the tube selection in mass produced amplifiers will not be
random; all the tubes of any one manufacturing batch tend to have
parameter values with a bias in the same direction.

5.4.1 Practical Example

As an example, two amplifier stages of the type designed in Section
5.2.2 were connected together in cascade. Figure 5.11 shows the elemental
circuit diagram; the components for biasing the tubes at the required
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ECCB3/12AX7

Fig. 5.11 Elemental circuit diagram for a two-stage vacuum-tube amplifier. The
nominal gain is 2500,

quiescent point are omitted. The calculated gain per stage is 50, so the
gain of the two stages is 2500.

Figure 5.12 is a histogram showing the gain of 8% new tubes from one
production batch. The gain of two stages spreads over about + 10%,, with
the center about 209, above the nominal value. Measurements on limited
numbers of tubes from different batches suggest that + 10%, is a typical
spread per batch; for the greater part, batch centers of new tubes lie above
the nominal value, the highest observed being +40%,. If tubes approach-
ing the end of their life are included, the absolute limits suggested by Eqgs.
5.52 to 5.54 appear reasonable.

T T T T
" —
g’lo - _ = —
s
3
zg 5 | -— m —
0 EEaEn| r L | L1 | I |_[1]
100 110 120 130
Actual gain (Percent)

Calculated gan

Fig. 5.12 Histogram showing the gain of 89 new tubes from one production batch
in the circuit of Fig. 5.11.
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5.5 CASCADED TRANSISTOR STAGES

In direct contrast with a vacuum tube, a transistor has a finite and
relatively small input resistance, so that the load resistance for any transis-
tor (except the last) in a multistage amplifier includes the input resistance
of the next transistor. In the general case, the voltage gain of a multi-
stage transistor amplifier can be calculated in the following way, provided
the transistor parameters are known:

1. The voltage gain of the last stage can be calculated from Eq. 5.59.
The output dividing factor rcf(ro + R} and K, may or may not be
significant, depending on the order-of-magnitude of the load; the approxi-
mate expression (Eq. 5.76) for G may be of adequate accuracy.

2. The input resistance of the last stage can be calculated from Eq. 5.62.
Again, the factor K, may or may not be significant, so that the approximate
form (Eq. 5.78) may be adequate.

3. The load resistance for the penultimate stage can now be calculated.
This load is the parallel combination of the supply resistor R, and the
input resistance of the last stage.

4. The voltage gain of the penultimate stage can now be calculated as in
step | above.

This cycle repeats as many times as there are stages. It is necessary to
begin a calculation of gain with the output stage, and work back one stage
at a time toward the input. It is not possible, without very great algebraic
complexity, to write down a general equation (corresponding to Eq. 5.84
for vacuum-tube circuits) into which the data for the individual transistors
can be substituted to give the over-all gain. The gain of any stage de-
pends to some extent on the values of all parameters for all later stages in
the amplifier.

Because the input resistance of a transistor stage depends critically on
By, its value is not known accurately unless a selected transistor is used.
Therefore, even though the transfer conductance of a stage can be designed
to be independent of 8, (by making r; very much greater than rg/K,8,),
its voltage gain in a cascade may be quite unpredictable because its load
depends on the value of B, for the following transistor. Expressed
another way, there is interaction between stages; the voltage gain of one
transistor depends on By of the following transistor.

5.5.1 Technique for Designability

A multistage transistor amplifier can be designed so that its gain is
independent of 8, and interaction between stages by making the supply
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resistors for all stages sufficiently small. If R, is much less than the ex-
pected *“‘average” input resistance of the following stage, the total load
for any transistor is very nearly equal to Rp, independent of 8, for the
following transistor. The voltage gain is therefore

Ay ~ _GT x RP' (5-85)

However, G, can be designed to be stable; 4, can therefore be stable also.

This technique for stabilizing voltage gain v /v, also stabilizes the other
transfer functions (i,fv,, i,/i;,, and r,/i) between all points within the
amplifier. Consider the amplifier shown in Fig. 5.13, where it is assumed

Rp < R,,

so that the voltage gain per stage is given by Eq. 5.85. [Each “stage” is
regarded as consisting of a transistor in conjunction with all the supply
resistors constituting R, across its output terminals. A stage, however,
might equally well (though unconventionally) be regarded as consisting
of a transistor in conjunction with Rp at its input terminals. Such a
stage has a stable current gain; the input current develops a known input
voltage across R, (in shunt with the much larger R,), and this input voltage
excites the stable G of the transistor to give a known output current:

v, =i X Rp,

i, = v X Gp;

therefore
i
A’ = [_? = Ry X GT' (5.86)
1
1 Gr Gr Gr —
R)a Rp Rp Rp
Ay = Av A v T
< A ~ A, - A
-Gy - Ry Gr—
- Ry - <—— Gy ~ Ry -

Fig. 5.13 Break-up of a multistage transistor amplifier, showing that all transfer
functions of all stages are stable provided that R, « R,
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Notice that the current gain of this unconventional stage is quite different
from the current gain of a normal stage; the latter is approximately 8y,
and can never be stable.

Two other breakups of the amplifier into stages are possible. In each
case the stages have alternately stable transfer conductance and transfer
resistance. In a G stage the transistor is considered alone and its transfer
conductance is stable as in Section 5.3.1. In an R; stage the transistor is
associated with the supply resistors at both its input and output; as in the
current-gain representation, the input current develops a known voltage
across R, at the transistor’s input terminals, this voltage excites the stable
G of the transistor to give a current output and, finally, this output
current develops a known voltage across R, at the transistor’s output
terminals:

v, =i X Rp,

io = l'[ X GT’

v, = —iy X Rp;
therefore,
Ry = = =Ry x Gr x Ry. (5.87)
i

Clearly, the way in which the stages within an amplifier are broken up
cannot affect a calculation of over-all gain. In certain circumstances,
however, one of the representations can lead to a much simpler calculation
than the others. For example, the limiting gain per stage with a given
accuracy is calculated in the next section on the current-gain basis; the
feedback amplifiers discussed in Chapter 11 are best represented by
alternate transfer conductance and transfer resistance. Notice that
vacuum-tube amplifiers can also be broken up into these four possible
representations; this is left as an exercise for the reader.

One important physical concept results from these alternative repre-
sentations of multistage amplifiers. The breakup into stages must be
dimensionally consistent; that is, the output signal type (current or volt-
age) from one stage must be the same as the input signal type for the follow-
ing stage. [t is meaningless, for example, to multiply the voltage gain of
one stage by the current gain of the next. For a two-stage amplifier, 16
combinations of transfer function are possible, but only 8 of them are
meaningful :

Gr, x G, is meaningless,

Gr; x Ay, is meaningless,

GTl X A]g = Over°a" GT’
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Gry X Rry = over-all 4,,
Ay, x Gry = over-all Gy,
Ay, x Aygs = over-all Ay,
Ay, x A;q is meaningless,

Ay, x Ry, is meaningless,

x
x

Grs is meaningless,

'S
-
X

Ay, I1s meaningless,

b
-~
v

x

A;q = over-all A4,,
All x er = Ovcr-all RT)
RTI x GTZ = Ovcr-al] Ah

R;, x Ayy = over-all Ry,

b
2
X

A,, is meaningless,

b
2
X

Rz, is meaningless.

5.5.2 Gain and Stability

While the technique of reducing the value of R, can be used to stabilize
the gain of a transistor amplifier, it has the disadvantage of reducing the
gain per stage. As R, is reduced in comparison with R, of the following
transistor, the gain becomes more stable but also becomes smaller. It
follows that an upper limit exists to the gain that can be realized per stage
for a given percentage uncertainty.

Consider the equivalent circuit shown in Fig. 5.14 for two stages in a
cascade. As was shown, the amplifier can be broken up in a number of

g P

O B P
—r O

|
® e
|

o
)

-

Fig. 5.14 Equivalent circuit for two stages within a cascade.
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different ways for the purpose of analysis. The most convenient for the
present application is the current-gain representation in which each
transistor is associated with the supply resistor at its input. The current
gain from one collector to the collector of the following transistor is
ica _ _ ayRp ~ ayRp . (5.88)
ic1 (I —ax)Rp +rg) + 15~ (Rp + rg)/Bu + 15 ’
This equation is identical in form to Eq. 5.81 for a transistor fed from a
source of finite internal resistance. The first transistor may be considered
as the source current generator for the second transistor and R, is the
source resistance.
If the amplifier is designed so that

Rp > ry + pur‘,
Eq. 5.88 can be manipulated into the form

2 =t e mom) = (5.89)

where the approximate form applies if R, is very large. This corresponds
to using the transistor as a current amplifier. Most of the (signal) collec-
tor current from one transistor flows into the base of the next transistor
and, in the limit, the current gain per stage (or voltage gain if the normal
representation is used) approaches 8y. However, the tolerance on the
gain is large and, in the limit, it approaches the tolerance on 8y. Tran-
sistors are often used in the current mode, but the 3:1 tolerance on gain
per stage must be accepted.
If the amplifier is designed so that

Rp +rg
By

the gain becomes almost independent of By. This is the mode of opera-
tion that makes use of the stable G; and was discussed qualitatively in
Section 5.5.1. If the tolerance on By is as suggested by Eq. 5.67, then
Table 5.8 gives the value of (Rp + r5)/Bvars required for various degrees
of stability. In addition to requiring (Rp + r5) to be less than a certain
amount, it is desirable that

« rg,

Rp > rp.

This increases the gain available with any specified tolerance because R,
appears in the numerator of Eq. 5.88. Table 5.8 also lists the available
gains in terms of average By. Notice that Table 5.8 lists the conditions
for a certain tolerance on gain even with worst-case transistors. The
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Table 5.8 Tolerances and Limiting Values of Gain per Stage
(Based on the Assumption 0.7 8y, < By < 2 8n4)

Required Tolerance Necessary Value of
Rp + ry Available
Exact Percentage  Approx. dB Buars Gain
r Bua (__Re
95 to 105% +0.5 dB 3 L (RP L r,)
Bua (_ Re
91 to 1117, +1 dB ) e (B
Bua (__Re
80 to 133%, +2.5dB 1 T v
R
70 to 200%, +5 dB « Bua (R, ke r.)

majority of production transistors lie well within these worst-case tolerance
limits. A sound rule of thumb is to design everyday amplifiers with

RP X *BN’B
Rp > 3r5.

For 909, of production transistors, the spread in gain per stage (current or
voltage) is +5%, about
A= iBya

5.5.3 Input and Output Stages

The gain limits per stage set out in Table 5.8 do not apply for the input
and output stage of an amplifier.

The transfer conductance of the output stage cannot be made greater
than that of any stage within an amplifier by increasing its emitter current,
because its input resistance would fall and react on the penultimate stage.
Its load resistance, however, does not involve the input resistance of any
following stage and consequently can be made relatively large without
becoming unpredictable. The stable voltage gain can therefore be larger
than the limiting value given in Table 5.8.

The load resistance of an input stage cannot be increased because it
involves the input resistance of the second stage, and would therefore
become unpredictable. [f the input stage is fed from a low resistance
source, however, its emitter current and hence transfer conductance may be
increased and the voltage gain can be increased beyond the limiting value
suggested in Table 5.8.
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5.5.4 Practical Example

A number of different methods and formulas for calculating the gain
of a transistor amplifier are given in the previous sections. The most
appropriate for amplifier design is largely a matter of personal choice.

The most direct, though not the quickest method for calculating the
gain is to use the expressions for G; and R, of an isolated transistor (Eqs.
5.76 and 5.78) together with the voltage-gain approach set out in the
introduction to Section 5.5:

Ay = (Gry X Rpy) x (Grg x Ryp) x -+ x (Gpy x Rpy), (5.90)

remembering that, in general, R, for any stage involves the input resistance
of the following transistor. The current-gain-between-collectors anproach
based on Eq. 5.88 is rather more elegant in that it requires less steps in a
numerical calculation:

AV = GT] x A;g x A;s X e X A;N X .Rqu. (5.9])

Against this, the approach involves equations other than those for an
isolated transistor, and it is necessary to avoid confusion between the
normal stages and the unconventional stages whose gain is indicated by a
prime in Eq. 5.91. Other methods may suggest themselves as more suit-
able for special applications. In each case, however, the equivalent
circuit applicable for small values of load resistance (Fig. 5.9) should be
used.

Figure 5.15 is the outline of a practical circuit for two cascaded tran-
sistor stages. The components for biasing the transistors at the desired
operating points are omitted. As much gain as possible with +10%,
absolute tolerance per stage is required into a 4.7-k{2 load resistor. The
transistors are general purpose audio types with the average parameters

Fig. 5.15 Elemental circuit diagram for a two-stage transistor amplifier. The
nominal gain is 480.
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For the first stage, from Table 5.6, it is required that
8 _ 028y~ 8
ey
for + 10%, stability in G;. Therefore, choose

re; = 40 Q2
and thus
Ig, = 625 uA.

The transfer conductance follows from Eq. 5.76 as

Ay
ro/Buy + i
For the second stage, from Table 5.8, it is required that

Gr = = 20.6 mA/V.

Rpy + 1y,
Fga2

= 0.2 ﬁNA ~ 8

Choose Rp, as 1.5 k{2 (an intelligent guess) and therefore

RPI + r32 = ]8 k$2
Thus choose
’52 = 250 i).
,52 = [00 P-A
The transfer conductance and input resistance follow from Eqgs. 5.76 and
5.78 as

O v
Gpy, = ———22 = 381 mA/V,
Y N /

R‘Q = I'82 '+' B~2r£2 = 103 kQ
The load resistance for the first stage is
RL] = RPI “ R|2 = |3 kgl
Therefore
Ay, = Gy, x Ry,
= 26.8.
The load for the second transistor is its 4.7-k{) collector supply resistor
and therefore
Ay2 = 17.9
Finally, the total gain is
Ay = Ayl x Ayg = 480.
at a temperature (16°C) for which

k—T = 25mV.
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Fig. 5.16 Histogram showing the gain of 82 random pairs of audio transistors in the
circuit of Fig. 5.15.

Changing the value of Ry, from 1.5 k{2 does not appreciably change the
available gain. Increasing its value very slightly increases the available
gain, but this necessitates a smaller emitter current in the second transistor
which in turn reduces the available signal output swing. Reducing the
value of Rp, has the opposite effects. Figure 5.16 is a histogram showing
the spread in gain for 82 random pairs of transistors from various different
manufacturers’ general purpose audio-frequency types. The results show
that the voltage gain is within + 5%, of the expected value for 85%, of audio
transistors. This tolerance is slightly closer than that for new vacuum
tubes of one batch and much closer than that for a random selection of
vacuum tubes of any age.

56 A COMPARISON OF YACUUM TUBES WITH TRANSISTORS

If precision of gain is the prime requirement of an amplifier then, at
least from the discussion in this chapter, the transistor is superior to the
vacuum tube. Little can be done to stabilize the gain of simple vacuum-
tube amplifiers of the type which have been considered in this chapter,
whereas the gain of a transistor amplifier can be stabilized almost as
accurately as required. The process of stabilizing the gain of a transistor,
however, greatly reduces the gain per stage. Furthermore, the dc emitter
current must be held within very close limits by the biasing circuits.
Finally, the emitter current must be small and only a small output signal
can be obtained before the distortion becomes gross; this limitation is
discussed in detail in Chapter 9. Thus too much importance should not



216 Small-Signal Mid-Band Circuit Theory

be attached to the possibility of achieving a highly stable gain from simple
transistor amplifiers. Other preferable means, based on the use of nega-
tive feedback, exist and are applicable to both vacuum tubes and tran-
sistors; the second half of this book deals mainly with the design of
feedback amplifiers.

[f the magnitude of the gain per stage is the prime requirement of an
amplifier without regard to stability, then the pentode is in a class by itself.
Typical high-slope pentodes (g, = 5S mA/V at Iy = 10 mA) can achieve a
gain per stage of 300 to 400 when operated at much reduced anode current
from a 300-V supply with a load of 0.5 MQ. The more exotic types
(gn = ISmA/V at Iy = 10 mA) can achieve a gain in excess of 1000.
Typically, the tolerance on gain is +30%,. Triodes or present transistors
cannot approach these values of gain per stage.

In applications for which + 15%, tolerance on gain per stage is acceptable
the choice between tubes and transistors is primarily one of convenience,
as roughly the same number of stages is required. From a practical
point of view the lower supply voltages and power requirements, and the
complete absence of a heater supply may swing the decision in favor of
the transistor. In special environments, such as at high temperatures or
in high radiation, the use of vacuum tubes may be mandatory. Tran-
sistors are preferred when equipment is to be subjected to mechanical
shocks. One theoretical distinction between vacuum-tube and transistor
circuits is the difference in impedance level; the impedance of a normal
circuit using vacuum tubes is higher by one or two orders of magnitude.
A transistor amplifier may therefore be more suitable if the source and
load impedances are low, whereas vacuum tubes may be more suitable if
the impedances are high. As a very rough guide, 10 kQ might be taken
as a line of demarkation between high and low impedances, but it is
entirely practicable to use transistors with source and load impedances
above this figure or to use vacuum tubes with impedances less than 10 kQ.

5.7 OTHER AMPLIFIER CONFIGURATIONS

The amplifier circuits considered so far are said to be of the common-
emitting-electrode configuration, because the emittingelectrode (the cathode
of a tube or emitter of a transistor) is the device terminal common to both
input and output circuit meshes. Charge-controlled devices are capable
of power gain in two other configurations, however, the common-control-
electrode and common-collecting-electrode. Although these configura-
tions are occasionally useful, they are very much abused. There are few
instances in low-pass amplifier circuits when one of the common-emitting
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electrode feedback stages considered in Chapter 11 will not prove more
satisfactory. Nevertheless, common-control- and common-collecting-
electrode arrangements are so widely used that they should be mentioned.
The transfer and driving-point functions are listed in Tables 5.9 to 5.13,
and the circuit characteristics are discussed in Sections 5.7.1 and 5.7.2
below. It is left as an exercise for the reader to verify the formulas listed
in the tables, and consider their physical interpretation.

5.7.1 Common-Control-Electrode

The common-grid and common-base amplifier circuits are shown in
outline in Fig. 5.17. Note that, although a triode is shown in Fig. 5.17a,
a pentode may be used equally well. These circuits are characterized by
a low input resistance and a high output resistance, where the terms high
and low are relative to the common-cathode or common-emitter con-
figurations. The transfer conductance and voltage gain are very nearly
the same as for common-cathode or common-emitter stages, whereas the
current gain is close to unity.

Tables 5.9 and 5.10 list the transfer and driving-point functions. Table
5.9 gives three expressions for G and R;. The first of these is an exact
expression. The second is an approximate expression, whose accuracy is

(b)

Fig. 517 Elemental circuit diagrams for common-control-electrode amplifier
stages: (@) common grid; (b)) common base.
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Table 5.9 Common-Grid Amplifier Stage

(a) Transfer Conductance

(i) exact:
_ da _ _pt 1
Gr = e = T TR (5.92)
(ii) approximate, for u » 1:
_da_ ra .
Gr = 2 = —gu 22 ): (599
(iii) approximate, for u » 1, R, « r4:
Gr=24=—g,. (5.94)
Uy
(b) Voltage Gain
Ay = A = —(2) x R, = —Gr x R,. (5.95)
Uy Uy
(c) Current Gain
A =2= -, (5.96)
Ix
(d) Transfer Resistance
Ry =22 = —(‘—") x R, = —A; x R, (5.97)
Ix 1y
(e) Input Resistance
(i) exact:
_ lﬁ(. _ra + RL‘
R.-iK— P (5.98)
(ii) approximate, for u > 1:
R=2-1,R (5.99)
Ix Em [
(iit) approximate, for p » 1, R « r4:
v _ 1
R, = il (5.100)
(f) Output Resistance
R, = ry + pRs. (5.101)

dependent on a large value of u; if u is 10 or more, the error is less than
10%,. Finally, the third expression gives an order of magnitude, which is
useful for design purposes and is based on the assumption that the load
resistance is much less than the anode resistance. Table 5.10 gives
expressions corresponding to the approximate equivalent circuit of Fig. 5.9.
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Table 5.10 Common-Base Amplifier Stage

iC oy Ay

T g (1 — ay)rs + 1 refBn + re ® )

4, = b - _(‘_c) x R, = —Gpr x Ry, (5.103)
g Vg

A = € = _qyp, (5.104)
g

Ry = ¢ _ _({_c) x R, = —A; x Ry, (5.105)
ig 1)
U rs

RI = - = (1 - OCN)"B + rg A re. (5’106)

* 5

ig

5.7.2 Common-Collecting-Electrode

The common-anode and common-collector amplifier circuits are shown in
outline in Fig. 5.18. These circuits are often called the cathode follower

Table 5.11 Common-Anode Amplifier Stage (Cathode Follower)

(a) Voltage Gain
(i) exact:

_ Uk _ puRy .
Av - Vg rqg + (P- + l)R[_’ (5.107)

(ii) approximate, for u » 1:

_ v _ _&nR |
Ay = = A (5.108)

(iit) approximate, for p » 1, gnRL » 1:

Ay = 2% = 1. (5.109)
Vg
(b) Inpur Resistance
(i) exact:
_% _ plrat e+ DRI,
R, = W Ra[ At R, ; (5.110)
(ii) approximate, for u » 1:
_ U _ 1 + gmReY .
R = 7 RG(——1 T RL/rA) ; (5.111)

(iii} approximate, for u > 1, gnRy, » 1, Ry < r4:

R = %’- = Ro(gnRy). (5.112)
1

(continued)



Table 5.11 (continued)

(c) Output Resistance

(i) exact:

_ Rs + Rg .
R, = rA[RS R l)Rc]‘ (5.113)
(ii) approximate, for u » 1:
_ Rs + Rg\.
R, = r,.(—Rs T #Ra)’ (5.114)
(iii) approximate, for u » 1, Rg » Rs:
1
R, = — 5.115
&m ( )
£
- — 4 - -
Rs I R;
% >—

Vg Ux
{(a)
in
.
RS ]‘

N .
"H 7 o
y }
Ys @ Vg

%m

()]

Fig. 5.18 Elemental circuit diagrams for common-collecting-electrode amplifier
stages: (a) common anode (cathode follower); (b) common collector (emitter follower).
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and emitter follower, respectively. A pentode may be used as a cathode
follower but gives very little improvement over a triode. These circuits
are characterized by a high input resistance and a low output resistance.
Both have a voltage gain slightly less than unity. Table 5.11 lists the
relevant transfer and driving-point functions of a cathode follower.
Three forms are given; the first is exact, the second and third are approxi-
mate. Note that a resistor R; is shown connected between the grid and
cathode; this is required for biasing. Table 5.12 lists the parameters of
an emitter follower.

Table 5.12 Common-Collector Amplifier Stage (Emitter Follower)

(a) Voltage Gain

(i) exact:
_ Vs _ R, ~ Re .
AV - Usg - (l - a)fg + rg + RL ~ "B/BN + rg + RL' (5.116)
(ii) approximate, for R, » (rg/Bx + rg):
Ay = Z = 1. (5.117)
Ug
(b) Input Resistance
(i) exact:
Ro=2 et R Burs + R (5.118)
ig 1 - L7
(ii) approximate, for R, > (rg/By + rg):
_bvs _ R
Ri - ‘-B - 1 — o ~ ﬁnRL. (51]9)
(c) Output Resistance
(i) exact:
Ry =(1 —an)(Rs + rg) + rg = RS; LI (5.120)
N

(ii) approximate, for (Rs + rg)/By <« rg:
R, = rg. (5.121)




Chapter 6

Biasing Circuits

The analysis of transistor circuits in Sections 6.1-6.3 is in terms of #-p-n
devices. This has the merit that all polarities are the same as in the
analogous vacuum-tube circuit. The analyses apply without any change
whatsoever to p-n-p devices provided all quantities are interpreted as
magnitudes.

Chapters 2, 3, and 4 discuss the characteristics of charge-controlled
amplifying devices. It is shown that the small-signal parameters of these
devices depend critically on the quiescent dc operating current and. (o &
small extent, on the particular combination of electrode voltages uscd to
produce a specified current. The mutual conductance varies as /," in
a vacuum tube, as I; in a bipolar transistor, and as I5*? in a pinched-off
field-effect transistor. Chapter $ contains the circuit theory of amplificus
tion at mid-band frequencies. Naturally, the gain of an amplifier depends
on the small-signal parameters of its active devices; in many cases it I»
proportional to g,. Therefore, the quiescent points for the devices must
be fixed with an accuracy that depends on the gain stability required and
on the detail of the circuit.

This chapter considers linear circuit arrangements for biasing vacuum
tubes and bipolar transistors at any desired quiescent point. Biasing
circuits for field-effect transistors follow vacuum-tube principles almont
exactly, and are mentioned only briefly. It is assumed that one or moro
dc supply voltages are available, and that the stability of these supplics in
at least as great as the required stability of the quiescent point. Linear
biasing circuits are adequate for all small-signal amplifiers where dc power
wastage is not an important consideration, and for many large-signul
amplifiers. Nonlinear circuits are preferable when dc power wastage iv n
consideration. They are discussed in Chapter 16 in the context of large-
signal amplifiers. In these nonlinear circuits temperature- or voltiape-
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sensitive elements such as thermistors are used to achieve some measure of
compensation,

Most linear biasing circuits are in fact feedback circuits. While these
circuits can be analyzed and designed without any reference to feedback,
a feedback-oriented approach is considered more sophisticated and
accordingly, the word “feedback” appears in many of their names.
Application of feedback principles to the circuit arrangements in this
chapter is left as an exercise for the reader.

The primary aim of a biasing circuit is to hold the emitting-electrode
current /; constant despite the production tolerance and effect of aging on
the characteristics of the device. A secondary aim is to hold constant the
potential difference V', between the emitting electrode and the collecting
electrode (and any auxiliary electrodes such as the screen of a pentode).
At constant /; and V,, the voltage V, that must be applied to the control
electrode and the current 7, that flows depend on the characteristics of the
device; V, and /, are thus dependent variables and are subject to pro-
duction tolerances and aging. A biasing circuit must accommodate
reasonable spreads in the values of V| and /, at the desired /; and V.

Figure 6.1 shows the outline of one form of biasing system; no provision
is made for applying signals to the device. The current-sensing circuit
applies to the control electrode a voltage which tends to correct any
difference between the actual and desired emitting-electrode currents.
If I is known, then /, is known also, the relations between the emitting-
and collecting-electrode currents for practical devices being

I, = I, for a triode,

1, = I;/(1 + k) for a pentode,
I. = ayl, for a transistor,

Ip = I for an f.e.t.,

and the parameters & and ay are reproducible. Therefore, the collecting-
electrode voltage is known and fixed, satisfying the second requirement of
a biasing circuit:

Vﬂ = V22 - ]2R2'

This system forms the basis of the collecting-electrode-feedback circuits
discussed in Section 6.3.

Figure 6.2 shows the outline of another biasing system from which the
emitting-electrode-feedback circuits of Section 6.1 are derived. Normally,
|Va| is much greater than [V,| for a charge-controlled device. It is
therefore satisfactory for a biasing system to hold /7, and (V, — V,).
rather than /; and V,, constant; the uncertainty in V, is an insignificant
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+ Voo

Fig. 6.1 Biasing system of the first kind.

fraction of (¥, — V,). In this biasing system, the dc current source scts
I3,and I, and V; (x V3 — V) follow as in the preceding circuit.

The majority of amplifier stages use some form of the emitting-electrodos
feedback biasing system (Fig. 6.2). This circuit and its modified forms are
therefore discussed extensively in Sections 6.1 and 6.2; the physical mode
of operation is emphasized, accurate and approximate expressions for the
currents and voltages are derived, and a number of design rules are given,
Section 6.3 discusses the collecting-electrode-feedback biasing systemny
less detail is given, the intention being that the reader should apply the
physical principles of Sections 6.1 and 6.2 to this circuit. Sections 6.4
and 6.6 are catalogs of more complicated biasing systems that may prove
useful under special circumstances. Little more is given than a circuit
diagram and an approximate expression for the emitting-electrode current,

+ Vo

D¢ current
source I

Fig. 6.2 Biasing system of the second kind.



Emitting-Electrode Feedback 225

h must be emphasized that biasing-circuit design is largely a matter of
vommon sense based on physical principles. There is great scope for
winality in circuit designs.

6.1 EMITTING-ELECTRODE FEEDBACK

I'igure 6.3 shows practical realizations of the emitting-electrode-feedback
Musing circuit for the general device, the vacuum triode, and the bipolar
timnsistor. The dc current source in the emitting-electrode circuit is
approximated by a resistor connected to a dc supply voltage.

I'rovision is made in Fig. 6.3 for applying a signal to the device. First,
# capacitor is connected from the emitting electrode to ground. It is
#anumed in the small-signal analysis of Chapter 5 that no signal voltage
Onints at the emitting electrode, despite the presence of signal currents in

+ Voo

= Vkx

(b) (c)

Pig. 8.8 Emitting-clectrode-feedback biasing circuit: (a) general charge-controlled
devive ; (h) vacuum triode; (¢) n-p-n transistor.



226 Biasing Circuits

the electrode. The emitting electrode is taken as the datum for signals,
Therefore, the emitting electrode must be connected to ground through a
low-impedance signal path; the bypass capacitor in Fig. 6.3 provides thia
path, Bypassing is discussed more fully in Section 6.4, and again in
Section 7.4 in the context of the low-frequency response of an amplilicr,
Second, the control electrode is connected to ground through a resistor
R,, R;, or R as appropriate—rather than directly to ground as in Fig. 6.2,
An ac signal voltage can therefore be coupled onto the control electrode
via a coupling capacitor. However, the control-electrode dc current /,
produces a voltage drop across R,, and because I, is subject to production
tolerance and aging there is uncertainty in the control-electrode voltage,
Thus the value of R, must be a compromise:

(i) R, should be large, because it shunts the input resistance of the
device and increases the loading on the ac signal source;

(i) R, should be small so as to minimize the uncertainty in controle
electrode dc voltage, and therefore the dc voltages at all other pointa
in the circuit.

The form of the circuits in Fig. 6.3 is sometimes inconvenient, as two
dc supplies of opposite polarity are required. Figure 6.4 shows two modie
fied forms. In the first form two supplies of the same polarity are
required. In the second form the control-electrode supply is replaced by #
potential divider across the collecting-electrode supply. The relations
between Figs. 6.3 and 6.4 are trivial and are listed in Table 6.1.

+ Vi Ry

R,

R3

{(a)

Fig. 6.4 Alternative arrangements of the emitting-electrode-feedback biasing circust”
(@) two supplies of the same polarity; (b) single supply.
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Table 6.1 Relations Between Figs. 6.3 and 6.4

Parameter in Fig. 6.3a Parameter in Fig. 6.4a¢  Parameter in Fig. 6.46

’ ” RIB
V33 Vll sz(RlA + R]E)
sz + Vaa V’22 V;2
R, Ry Rl Ris

The emitting electrode in Fig. 6.3 is near ground potential, differing
from it only by the sum of the voltage drop across R, and the voltage drop
between the control and emitting electrodes. ldeally these voltage drops
are much less than V;,, and the emitting-electrode current is

I; = =5~ 6.1)

The current in a practical biasing system is not given exactly by Eq. 6.1,
because the voltage drops are a significant fraction of V;;. Being
dependent on the device characteristics, these voltage drops introduce
uncertainties into the emitting-electrode current, but any finite degree of
biasing stability can be achieved by making V35 sufficiently large.

Of the two practical circuits in Fig. 6.3 the emitter-feedback biasing
system has the more general analysis. This analysis is given in Section
6.1.1 and the results for the more restricted cathode-feedback system are
deduced in Section 6.1.2.

6.1.1 * Emitter-Feedback Biasing

Figure 6.5 shows an emitter-feedback biasing circuit, arranged in the
form of Fig. 6.3 with all currents and voltages marked. Provided the
collector is positive with respect to the emitter so that minority carriers
cannot be injected from the collector into the base and the transistor is
operating normally, the following relations hold between the electrode
currents:

Iy = (I — ay)ly — Icos

IC = a‘\-]E + ]CO'

The parameters «y, Vg and I, are, respectively, the (large signal)
emitter-to-collector current gain (Section 4.3.1.2.4), the base-to-emitter
voltage drop. and the collector saturation current. All are functions of
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- Vi

Fig. 6.5 Basic form of emitter-feedback biasing with two supplies of opposile
polarity.

the transistor type, its temperature, and the quiescent point; their produc-
tion tolerances and variations with age cause uncertainty in the quiescent
point. The emitter current is

I, = (Vss — Vpg + ]CORB) 1 ] (6.2)

R: [ + (I — ay)R4/Rs
and because
By= 2 x L, (6.3)
1 — oy 1 — ay
it follows that
w (Vee = Vee + IcoRs ]
e s R, N romms) 4

A satisfactory biasing system must define the quiescent currents and
voltages independent of the transistor parameters. Typically, a tolerance
from +10 to +25%, is required for /; in an amplifier circuit. Therefore
the correcting terms in Eq. 6.4 due to By, Vag, and I, should be smull.
Equation 6.4 reduces to

Ver
5
R, (6.5)

Ip ~

as suggested by Eq. 6.1. The existence of the finite parameters 8y, V,,.
and I, causes a perturbation about this ideal quiescent point.

The dependence of Iz on ¥p and /., can be made as small as desired by
choosing ¥ sufficiently large in comparison with the expected *“*average ™
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values of Vg and IoR5. If I is required to be stable to within + 109,
against variation of V' alone, the expected value of (Vg — Vg + IcoR5)
must be designed as ten times the maximum peak variation of Vy;. For
germanium transistors at normal temperatures, Vg lies in the range 0.1 to
0.4 V; for silicon transistors the range is 0.6 to 0.9 V. Therefore an
emitter-feedback biasing system using a germanium transistor will have
+ 109, tolerance on /¢ due to variation of Vg alone if

(i) Vggis assumed to be 0.25 V so that the peak variationis +0.15V,
(i1) Vg is designed to be greater than 1.75 V so that the expected value
Of(ng - VBE + ICORB) Z ].50 v.

Table 6.2 is constructed from a series of similar calculations.

Table 6.2 Value of Vg for Various Degrees of
Stability Against Vg

Required Tolerance Germanium Silicon
on Iy Transistors Transistors
+5%, 325V 375 v
+ 109, 1.50V 200V
+25%, 085V 135 v

Because the variation of /g with I, depends on the value of Rj, no
general rule can be formulated corresponding to Table 6.2 but the calcula-
tion of Vg is straightforward in specific cases. A rule of thumb is to
choose Rj such that the maximum possible value of /.o Ry is about 0.4 V
and to assume that its average value is 0.2 V. If ¥, is designed as about
2 V (as required for 10%, stability against Vy;), the tolerance due to /.,
is also +10%,.

The variation of I, with 8y can be reduced to any desired extent by
designing the ratio of Ry to R; sufficiently small, for the second term in
Eq. 6.4 then approaches unity. Figure 6.6 is a normalized plot of this
term, in which 8y is normalized to its average value By,; the running
parameter is Rp/By.Rz. 1f By has the tolerance assumed throughout this
book (from 70 to 200%, of its nominal value) and /; is required to have
+ 10%, tolerance, then Ry/By,Rs must be designed as about 0.2. Suppos-
ing further that the average value By, is 50, the ratio Ry/R; must not
exceed 10.

In the most precise work it may be worthwhile to make use of the
known temperature coefficients of Vg, Ico, and 8y. These temperature
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Fig. 6.6 Design nomogram for emitter-feedback biasing circuits.

coeflicients are discussed in Section 4.6.3. Near room temperature the
values are:

dVBE — 7o
T = 2.5mV/°C; (6.6)
1., doubles for every 8°C rise in temperature; o.n
By oc T2 6.8

All three effects tend to increase the emitter current as the temperature
rises. There is no mutual compensation.

6.1.1.1 Numerical Example

Consider biasing a germanium p-n-p audio-frequency transistor to about
0.3 mA emitter current with maximum possible variation +15%,. There
is a single supply of —9 V, the collector supply resistor R is to be 4.7 ki,
and the biasing resistance R, shunting the input is to be not less thun
10 kQ. (A p-n-p transistor is specified rather than an n-p-n to illustrule
that the same equations can be applied to either type, provided all currenta
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snd voltages are interpreted as magnitudes.) The parameters of the
runsistor over the temperature range 0 to 50°C are '

0] < Vg <04V,
0 < Ipo < 50 uA,
Bna = 40,

25 < By < 85.

Preferred value resistors are to be used throughout. (This example
vorresponds to the amplifier discussed in Section 5.3.3.)

llccause only one supply is available, the circuit must be of the form
thown in Fig. 6.4b. Figure 6.7 shows one satisfactory combination of
tonistor values. The equivalent base supply potential V55 is chosen as
4.5 V to mask the variation of Vg and I.,. The values of Ry and R; are
11 k2 and 15kQ, respectively, so that (Ry/By.Rg) = 0.018 and the
dependence on By is small. Substitution into Eq. 6.3 shows that Iy is
(1.265 mA with all parameters at the low-current limit and 0.329 mA at the
high-current limit. The variation is +11%, about the mean.

6.1.1.2 Fixed Biasing

lixed biasing is a degenerate form of emitter-feedback biasing in which
R is reduced to zero. Almost invariably the circuit takes the practical

15 k2 I

—

Fig. 6,7 Example of an emitter-feedback biasing circuit for a p-n-p germanium
trunsistor., The circuit is in the modified form with a single supply.

Is % 0.3 mA, Veg x 3V.
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form of Fig. 6.4 rather than Fig. 6.3; that is, a base supply is used rather
than an emitter supply. The emitter current is

Veg — V
Ig = By + l)("Tx" + Ico)' (6.9)

Fixed biasing circuits fall into two classes, depending on whether the
base supply network approximates to a current or voltage source, that is,
whether Rj is large or small compared with the input resistance of the
transistor. In the current-feed circuit the base supply voltage Vy, is made
large compared with Vgg—usually the collector supply V. is used—ani
Rjg is necessarily made large to give I a typical value; the base is virtually
fed from a current source. Figure 6.8 shows a circuit diagram. The
emitter current depends critically on 8y and /., but is almost independent
of Vyy because Vg, is large in comparison. The circuit is so unsatis-
factory that it should never be used; it is mentioned in this book only as
an example of a circuit to be avoided.

The voltage-feed fixed biasing circuit is also unsatisfactory in its simple
form, but it can be made satisfactory by using a nonlinear element as
shown in Fig. 6.9. The circuit is made independent of the variation of
Vg with temperature, not by increasing Vg, but by using a temperature-
sensitive element to give Vg, a coefficient equal to that of V¥, (about
—2.5 mV/°C). Although not obvious from Eq. 6.9, the emitter current
can be made independent of both 8y and /., by reducing Ry and V,,:
ideally, R, should be zero and ¥y, should be equal to V. This circuil
is useful in large-signal amplifiers and is discussed more fully in Section
16.4.2.

Fig. 6.8 Fixed biasing with current feed. This circuit should never be used.
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v — 4+ Ve

Ry
{Temperature
sensitive)

Fig. 6.9 Fixed blasing with voltage feed.

6.1.2 Cathode-Feedback Biasing

Vicuum tubes have no useful parameters cotresponding to 8y and Io
beciuse recombination and thermal generation ate negligible.  However,
residual gas ift a tube produces a minute grid cutrent of the order of
10 ®to 1072° A except at grid voltages less negativeé than about —1 V.
Special tubes such as electrometers have 10 A grid current or less.
Vigure 6.10 shows the circuit diagram for a cathode-feedback biasing
¢ircuit and by analogy with Eq. 6.4 the cathode current is

Verk — Vox — IoRg
Ry (6.10)

]I=

Notice that — Vg, is a positive quantity because Vg is the negative voltage
of the grid relative to the cathode. Under all but the most unusual
circumstances, IR, is negligible and Eq. 6.10 reduces to

Vex = Var
— R 6.11)

The condition for biasing stability is that ¥y should be very much greater
thun | Vgg|, when

1[———'

V
1, ~ XX 6.12
9 R‘ ( )

and Iy is independent of all the tube parameters. An example of cathode-
lecdback biasing appears in Section 6.2.1.2.
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+ Vi

- Vix

Fig. 6.10 Basic form of cathode-feedback biasing with two supplics of opposite
polarity.

6.1.2.1 Fixed Biasing

Fixed biasing for a tube is the degenerate form of cathode-feedback
biasing in which Ry is reduced to zero. Like fixed biasing for transistors,
the circuit usually takes the practical form of Fig. 6.4 rather than that of
Fig. 6.3; that is, the cathode supply is replaced by a grid supply. An
important difference between the tube ahd transistor circuits is that V.,
and V¢ are negative for a tube, whereas ¥;; and Vy, are positive for an
n-p-n transistor.

Provided I;R; is negligible, the grid voltage is fixed:

V(-‘K = VGG-

The cathode current is therefore entircly determined by the characteristics
of the tube, and the biasing stability is poor. However, fixed biasing ot &
tube is usable, whereas fixed biasing of a transistor is not {unless a nons
linear element is used), because tube parameters are virtually independent
of ambient temperature. Further discussion of fixed biasing appears in
Section 6.2.

6.1.2.2 Self Biasing

A special and important case of cathode-feedback biasing results from
setting V., equal to zero. This arrangement is known as cathode biasing,
ot preferably as se{f biasing (to distinguish it from cathode-feedback
biasing). Most vacuum-tube amplifiers use scil biasing.
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The operation of the circuit depends on the fact that V, is negative.
Equation 6.10 therefore shows that 7, is positive even if V. is zero.
No corresponding circuit exists for transistors because V. is positive
(for an n-p-n transistor).

The stability of a self biasing circuit increases as |Fg,| and the mutual
conductance g, increase. Typically, the tolerance on the current is
+20%,, which is roughly a factor of two improvement over fixed biasing.
The design of self biasing circuits is discussed in Section 6.2.

6.2 GRAPHICAL METHODS

Section 6.1 discusses one biasing system that can define the quiescent
point of a device with any degree of precision, provided the maximum
spread in the device parameters is known. For a transistor, the uncer-
tainty in quiescent point results principally from the spreads in 8y and /,.,;
Vge is relatively predictable. Further, all three parameters are nearly
independent of V. and, therefore, of the design of the collector circuit.
For a vacuum tube, no parameters correspond to 8y and /.., so that the
uncertainty in quiescent point results entirely from the spread in V.
The value of V', necessary for a particular cathode current depends on the
tube type, its age, and the anode (or screen) voltage.

A cathode-feedback biasing system can accommodate any spread in the
value of V. if the cathode supply potential V. is sufficiently large. It
is possible to keep the quiescent current inside specified limits even if the
tube is replaced by another of totally different characteristics. However,
a cathode-feedback biasing system requires a large value of ¥ if it is to
accommodate even the variation of V, that occurs for a given tube over a
reasonable range of quiescent current; considerable dc power is wasted in
the cathode resistor Ry,. If Vi, is reduced in an effort to reduce this
power wastage, Vi, in Eq. 6.11 becomes a significant correction and the
characteristics of the tube must be taken into account. In principle, the
problem can be treated analytically, but because of the nonlinear nature of
vacuum-tube characteristics a graphical approach is simpler and more
rewarding.

There are two common graphical methods for presenting vacuum-tube
data. The anode characteristics are plots of anode current versus anode
voltage with grid voltage as parameter, while the murtual characteristics
are plots of anode current versus grid voltage with anode and/or screen
voltage as parameter. It must be emphasized that the characteristic
curves supplied by manufacturers are averages, and that the characteristics
of individual tubes may differ from these average curves by margins as large
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as +50%,. Consequently, calculations for biasing circuits (like any other
calculations based on average paramcters) are subject to errors duc to
production tolerances and aging.

6.2.1 Anode Characteristics

Figure 6.11 compares the general shapes of the anode characteristics for
triodes and pentodes. Triodes have a finite anode resistance of the order
of thousands or tens of thousands of ohms; that is, the anode current
depends appreciably on the anode voltage. Therefore, each anode curve
(which is a plot of /, versus V/, at constant V) has an appreciable gradient.
In comparison, the anode resistance of a pentode is very large; /, is almost
independent of V. and the anode curves approximate to horizontal straight

]
§ Qurescent
2 point
- Alf‘
Anode voltage V,
ta)
! V, =0
Knee Quiescent
- | region point -
- | 2
& 33
: al Ave 3
. ° _— \3&
g <
Y
I
:
Viz

Anode voitage 1,
(b)

Fig. 6.11 Anode characteristics of typical tubes: (a) triode, showing the constriciie
for finding u; (b) pentode, showing the construction for finding x-
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lines. The anode resistance of a pentode falls at low voltages and the
wurves converge toward the origin.  Their shape in this rcgion suggests the
name knee, and the region of low anode resistance is said 1o be below the
Ance. This knec in the anode characteristics is explained in Section 3.1.3.

One set of anodc characteristics characterizes a triode completely but
dloes not characterize a pentode because the screen voltage can be used as
o third independent variable. Tube manufacturers supply average anode
haracteristics for a pentode at one or perhaps two screen voltages. Curves
for any other screen voltage can be constructed by the voltage conversion
fuctor method of Section 3.4.2.1.

The values of the small-signal parameters u, g.. and r, at any quiescent
peunt can be deduced from the anode curves; for example, the anode
resistance is defined as

eV (AV,
fa= (m).-b 3 (STA)‘.; 6.13)

and is the reciprocal of the gradient of the curve at any point. The
mutual conductance g,, can be calculated from the vertical spacing of the
curves as in Fig. 6.115:

el < {4
gn = (ﬁ;)‘ x ( -\V.«,-)vj (6.14)
Similarly, u can be calculated from the horizontal spacing as in Fig.
4\la:
o {iVa L (AV,
B = —(E—Vc)u ~ -(_AVG),‘ (6]5)

I he fuct that the anode curves arc not parallel straight lines with equal
spucing indicates that the small-signal parameters change with cathode
vitrent and, to a small extent. with anode voltage. Consequently, the
anode characteristics are a help in designing small-signal amplifiers; they
provide a ready means for determining the average (or nominal) small-
swgnal parameters at a chosen quicscent point or, conversely, the quicscent
puint necessary to give desircd small-signal parameters.

The actual characteristics can be approximated by a set of parallel,
eqQually-spaced straight lines (Fig. 6.12). Thesc piecewise-linear charac-
teristics are based on the assumption of a lincar rclation between the
terminal currents and voltages, with the constant /arge-signal parameters
i .. and r, as coefficients.  For a triode

l, - g(_r{,. + %) b, + L, (6.16)

Ta
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Fig. 6.12 Piccewisc-linear representation of anode characteristics: (@) triode:
(4) pentode.

whereas for a pentode

1= E(Ve + -’3) .17
s

Expressed another way, the piecewise-linear characteristics are construcied
on the assumption that the small-signal parameters u, go, and r, are
constant, independent of the quiescent point, and equal to the large-signal
parametcrs A, g., &and 7,. Pieccwise-linear characteristics are often of
sufficient accuracy for the design of biasing systems; in addition, they are
useful in the design of switching circuits, although these arc beyond the
scope of this book.

6.2.1.1 Dc Load Line

The anode characteristics of a triode permit a graphical calculation o
the quiescent point in a given biasing circuit, but the anode characti
istics of a2 pentode do not.  One of the independent variables in (he ol
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';Iohuraclcristics is V,, and V, for a pentode has almost no effect on 7, at a
wprmal quiescent point.
Consider first the fixed biasing circuit shown in Fig. 6.13a. The anode
1ollage is
VA = V.m - ]ARA

which can be arranged to express the anode current as

wrlR)- G e

I he unode current of a triode, however, is a function of ¥, and V. and is
represented by

Iy = L(Va Vo) (6.19)

In principle, Eqs. 6.18 and 6.19 can be solved to find the quiescent values
of ¥, and I, (hence I) for given values of ¥, V5, and R,. The analytical
wiution is tedious because of the nonlincar nature of Eq. 6.19, but a
stnphical solution can be obtained easily from the anode characteristics.

~On axes of I, versus ¥V, Eq. 6.19 represents the anode characteristics
uPatube. On the same axes Eq. 6.18 represents the straight line shown in
Fig. 6.135; this straight line is called thc dc Joad line. The load line joins
1he points

V.. 0on the V, axis,

V, )
~44 on the /, axis,
A

£
Ioc/b
Y \\O‘V
b— K& N
¢ \%‘b,.
| = /‘,,
3
" £
IH E
Via /
Vi - -
(Nug v} Anode voltage ¥,
{a) (b)

Fig. 6.13  Vixed biasing system and the de load ling,



240  Biasiag Circuits

and its gradient is
dl, |
av,~ "R,
The load line shows what the anode voltage would be if a certain iuvnle
current were flowing, but there is no implication that 7, and 1, van
actually take up all sets of values corresponding to all points on the lead
line; clearly, the point

th X

V, =0, 1, = ==~

is absurd. The quiescent point is at the intersection of the load line with
the anode characteristic corresponding to the given value of V. amd the
quiescent values of /, and ¥, can be read from the axes.

+300 v
15 k0

—
—q § ECCB2/12A07

- -5y
1
=0
-5
$ zok
g -10
€
3 -15
86f----- - -
7 300 -
Anode volts

Fig. 6.14 Exampie of fixed biasing.
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As an example, Fig. 6.14 shows in outline the anode characteristics of
type ECC82/12AU7, with a load line corresponding to a 300-V supply
and a 15-kQ supply resistor, If the grid is maintained at —5V with
respect to the cathode, F, and ¥ are 8.6 mA and 171 V, respectively.

The load line provides a graphical means for determining the smali-
signal transfer functions Gr and A,. The anode current and voltage
corresponding to any grid voltage can be read from the load line and the
ratios of changes can be calculated. In Fig. 6.14, if the grid is changed
by —1 V from its quiescent potential —5 V, ¥, changes by 13 V (from 171
to 184 V) so A, is —13. For the same change in ¥, /, changes from 8.6
to 7.7 mA so G, is 0.9 mA/V.

Strictly speaking, the small-signal transfer functions are the ratios of
infinitesimal changes, although the approximation is good if small finite
changes are used:

_dl, _ Al
_av, _AV,
Av = 77 % 5p (6.22)

A transfer characteristic is a plot of 1, or ¥, versus V, and can be con-
structed from the load line. The small-signal transfer function at any
quiescent point is the gradient of the transfer characteristic. Figure 6.15
shows the V,/V, transfer characteristic constructed from Fig. 6.14.

If a sine-wave aignal is superimposed on the negative quiescent grid
voltage, the anode voltage waveform can be determined from the transfer

8

~n
s
Anode volts

\

~30 -20 -10 0
Grid volts

2

AN

Fig. 6.15 V,/V; transfer characteristic constructed from Fig. 6.14.
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characteristic, as in Fig. 6.16. As the amplitude of the input signal in
creases, so the output waveform departs further from a sine wave.  Funda-
mentally, this distortion is due to the gain of a tube varying with its operating
current. The changing gain is evidenced by the changing gradicnt of
the transfer characteristic and is due to the variation of the small-
signal parameters g, and r, with operating conditions. For example,
gn rises with the increasing cathode current on the positive half of the
input waveform; the gain rises and the output waveform is “stretched*
relative to the negative half of the input waveform. Chapter 9 contitin
quantitative information, but it is apparent that the anode characteristica
and load line provide a qualitative measure of distortion, Jp addition,
it is possible to choose a quiescent point at which distortion is minimuny
such a point corresponds to a minimum of curvature in the transler
characteristic.

| Zero-signal
' grid potential
‘{iﬂ

t

i !
| ]
1 3

Fig. 6.16 V.V, transfer characteristic, showing distortion
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As discussed in Section 5.1.6, a vacuum tube is not usually operated
with a simple anode supply resistor as its only load. Rather, some ex-
ternal load is coupled into the circuit and this external load makes use of
{he output signal. The two most common methods for coupling an
eaternal load to a tube are with a capacitor and a transformer (Fig. 6.17).
I he quiescent point can be found from the anode characteristics and the dc
load line that corresponds to the dc resistance in the anode supply path—
K, in Fig. 6.17a, and the primary winding resistance R, of the transformer
In Vig. 6.17b. Usually, the winding resistance of a transformer is negli-
p'hly small, and the dc load line becomes vertical. The load resistance
at rignal frequencies, however, is not R, or R, so the dc load line cannot

be used to calculate gain. With capacitance coupling, the load resistance
I

_ Ry X Roxt
R, = R, F Rov, R“t; (6.23)

provided that the signal frequency is high enough for the reactance of the
voupling capacitor to be neglected. With transformer coupling

Ry = R, + N¥(R; + Rox), (6.29)

provided that the signal frequency is such that reactive effects in the
ransformer can be neglected. The signal or ac load line passes through

{a) (b)

Pl 807 Ccnit arrangements for coupling an external load 1o an active device:
il vapacitaance conplingg; (0) transfornwr coupling.
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the quiescent point found from the dc load line, and has a gradient
corresponding to R;:
d, _ 1

dVA = -—':R—-L- (625)

For any signal-plus-quiescent voltage at the grid, I, and ¥, can be read
from the intersection of the ac load line with the appropriate anode
characteristic; gain and distortion can be investigated as before. Figure
6.18 compares the ac and dc load lines for capacitance and transformer
coupling.

It is important to realize that Eqs. 6.23 and 6.24 apply only for signuls
of frequency such that all reactive elements in the coupling circuit can o
neglected. At very low frequencies, the ac load line must be changed 10
take account of the reactance of the coupling capacitor or the primury

Ac load
line

SIS

Quiescent

point
/ Dc load
line

Vi

Anode current I,

Ancde voltage V,
(a)

De load

P/ line

Quiescent
point
/ Ac load

/ line

Anode current 7,

AN

Anode voltage V,
(b)

Fig. 6.18 Comparison of ac and dc load lines: (a) capacitance coupling; (5) tr.an.
former coupling.
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inductance of the transformer. In the limit of zero frequency (i.e., dc),
the ac load line degenerates to the dc load line. It is also important to
realize that with capacitance coupling ¥, cannot rise above the supply
voltage V,,. In contrast, with transformer coupling ¥V, can rise above
V.4 at mid-band frequencies and is limited only by the intersection of the
ac load line with V¥, axis. The output voltage in excess of the supply
voltage is produced by the back emf in the primary inductance of the
transformer.

6.2.1.3 Cathode Bias Line

The anode characteristics of a triode can be used to find the quiescent
point of a cathode-feedback biasing circuit such as Fig. 6.19a. Three
simultaneous equations must be solved:

(i) Anode characteristics

Iy = L{Vax, Vex)s (6.26)
(i1} Dc load line
Van — Vax = LRy + IRy, 6.27)
(iii) Cathode bias line
Vexk = Vo — Vi = Vo — IxRy. (6.28)

Figure 6.1956 shows the graphical solution. Notice that the dc load line
corresponds to (R, + Ry), rather than R, alone, because the dc voltage
V. across the tube is V,, less the drops across both R, and R,. Every
point on the dc load line gives /7, at a particular value of V;,. The
cathode bias line gives Vi at any I, and because 7, = I for a triode
the point of intersection with the dc load line is the quiescent point. The
cathode bias line is constructed thus:

Suppose V;x has some arbitrary value Vgyo; Ve is a negative quantity.
Equation 6.28 shows that the cathode current must be

] Vea — Vexo
Ko =

Ry
Therefore a point on the cathode bias line is at the level J, = I, on the
Vex = Vexo anode curve. Notice that the cathode bias line is slightly
curved.

The special case of self biasing in which V. is set equal to zero follows
directly. The only possible source of confusion is that Vg is a negative
quantity.

The ac load line, which can be used to investigate the signal performance,
passes through the quiescent point found from the dc load line and cathode
bias line. Because the cathode bypass capacitor constitutes a virtual
short circuit at signal frequencies, the cathode resistor does not contribute
to the ac load. Therefore the ac load is given by Egs. 6.23 and 6.24 for

(6.29)
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+ Yo

Vi

Quiescent
point

Cathode-
bias line

Anode current I,

s X

Anode voltage Vi
(b)

Fig. 6.19 Cathode-feedback biasing circuit and the cathode bias line. The circuit
in the modified form that requires two supplies of the same polarity.

capacitance and transformer coupling respectively, and the gradient of (hy
ac load line is

da, 1

7 A (6.30)

Figure 6.20 shows a worked-out example. The dc load line pussea
through the points

VA= VAA=300V31'.IA=0,

Vaa

VA=OatIA=m

= 9.38 mA.
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22K0
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Fig. 6.20 Example of cathode-feedback biasing, in the modified form that requires
enly one supply.

247
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The effective grid supply potential Vg is

Vaa = VM(ER%RTQ) = 54.1V.

Therefore one point on the cathode bias line is
Vexr = zero at Iy = 5.41 mA.

Other points can be calculated and the cathode bias line plotted. 'T'he
quiescent point is at

Ve = 116V,
Iy = 5.76 mA,
Vor = —3.5V.

The ac load line is drawn through this quiescent point and has a gradicml
corresponding to 11 kQ.

6.2.1.4 Circuit Design

Sections 6.2.1.1 to 6.2.1.3 show how a cathode-feedback biusiiy
system is analyzed when all component values and supply voltages ure
specified. The complementary problem of designing a circuit to biay a
vacuum tube at any quiescent point is simpler. Moreover, the anmle
characteristics suffice for both triodes and pentodes.

Consider first the case of cathode-feedback biasing from a single supply
(Fig. 6.21); V4, Ix, and R, are specified, and ¥,z (and Vg for a pentaode)
is specified approximately. The cathode resistor R, is calculatud an
follows:

Va=Vi— LR,

Vx = VA — Vur,
—_— Vx
Ry =T

Therefore
Ig

.Rx = ((i .‘ | '
[The anode and cathode currents are equal for a triode and related by the
factor (1 + k) for a pentode.] The equivalent grid supply ¥gg becomnen

Voo = Vo = Ve + Vor;
that is,
Voo = Via — LRy — Vax + Vor, (6.4
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+%u

¥ig. 6.21 Cathode-feedback biasing circuit using a pentode: (@) modified form, with
three supplies of the same polarity; () usual practical arrangement, with one supply.

where V; at the specified 7y and V,, (and Vsx) can be read directly from
the anode characteristics. If the biasing is very stable, | Vx| in Eq. 6.32
w & small fraction of Vg and can be neglected; the circuit component
values becomes independent of the tube type. The screen supply resistor
R, of a pentode is given by

VSS _ VK — VSK
Is

VSS - (VAA _ IARA — VAK) — VSK
I

,Rs =

Almost invariably the anode supply V,, serves as the screen supply Vs,

do that

_JaRu+ Vax — Vsx
I

R (6.33)

In the special cases of fixed and self biasing, V, is nolonger anindepend-
MMt variable. A dc load line corresponding to R, is- drawn on the anode
sharucteristics and the negative value of Vg that gives the desired /, can
be read. The negative supply voltage Vg for fixed bias, or the self-
binsing resistor Ry (= |Vek|/Ix) follows. The error due to omitting Ry
from the load line of a self biasing circuit is usually neglected ; if desired, a
more accurate design can be obtained by iteration. Another instance
wl 1",¢ not being independent is when the circuit takes the form of
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Fig. 6.3b. Therelations between Figs. 6.3 and 6.4 are such that ¥V in Fig.
6.21 is effectively specified. In these and other cases, V,, can again be
made independent by changing the effective anode supply voltage. Figure
6.22 shows a useful circuit trick:

R
VAA(o!f) = VAA(ﬁ;)’

RA(eH) =Rnll Ry,

6.2.2 Mutual Characteristics

The mutual characteristics of a vacuum tube are a set of plots of /,
versus V;. For a triode V, is the parameter for each curve, whereas for a
pentode V; is the significant parameter because /, is almost independent
of V,. Usually each mutual curve for a pentode is plotted with ¥, = ¥,
although ¥, is sometimes held constant throughout the entire set of curves,
In addition, the mutual characteristics of a pentode include plots of /,
versus V;. The general shape of the characteristics is the same for both
triodes and pentodes; Figs. 6.23a and b show typical curves. Like the
anode characteristics, manufacturers’ published mutual characteristics for
a given tube type are averages; because of differences in the averaging
process, it is likely that points on the anode and mutual curves will not
correspond exactly. Mutual characteristics are sometimes given a pieces
wise-linear representation.

The small-signal parameters at any quiescent point can be deduced from
the mutual characteristics. For a triode g,, is the gradient of the curvces,

+Via *

R el - -
Ve (negative}

Fig. 6.22 Circuit trick for effectively reducing the anode supply voltage.
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I, /

(a)

Iorlg

(b)

Fig. 6.23 Mutual characteristics of typical tubes: (a) triode, showing the construction
for finding u; (b) pentode, showing the construction for finding us ( = I,
s = ls)-

p follows from the horizontal spacing as in Fig. 6.23a, and the anode
resistance r, follows from the vertical spacing (not shown in the diagram).
For a pentode g, is the gradient of the I, curves, kg, is the gradient of the
I5 curves, and pg follows from the horizontal spacing of either set of curves
(Fig. 6.23b); u and r, cannot be found because the variation of 7, with V,
is not shown on the curves.
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In analyzing a circuit, a dc load line and cathode bias line can be drawn
on the mutual characteristics of a tube to find its quiescent point; an ac
load line and transfer characteristic can then be constructed to investigate
the gain and distortion. These constructions on the mutual characteristics
of a triode are less convenient than the corresponding constructions on the
anode characteristics, but the opposite is true for a pentode. The reader
is left to investigate methods of circuit design; the same principles apply
for both anode and mutual characteristics. In general, biasing-circuit
design is much simpler than biasing-circuit analysis.

6.2.2.1 Triode
In the triode circuit of Fig. 6.24a, the negative grid-to-cathode voltage is
Vek = VGG - [KRKa

and because the anode and cathode currents are equal

I, = VG,\-(—R}—K) + (%@) (6.34)

On axes of I, versus Vi, Eq. 6.34 represents a straight line of gradient
(—1/Ry) passing through the point Vs/Ry on the J, axis. The equation
for the dc load line is

VAK = VAA - LR, — [KRKs
and because /, and [ are equal

Varn — Vax

W= R R

(6.35)
Equation 6.35 represents a curved line, constructed as follows:

Suppose Vi has some arbitrary value V,,,. Equation 6.35 shows that
the anode current must be
Vs = Vuco.

Tao = R, + R,

(6.36)
Therefore a point on the load line is at the level /, = I,, on the V,, =
V axo mutual curve.

In the special case of self biasing for which ¥V is zero the cathode bias
line passes through the origin. The term Ry in Egs. 6.35 and 6.36 is
usually ignored.

In principle, an ac load line can be constructed but, like the dc load line,
it is curved and must be constructed on a point-by-point basis. It is
therefore easier to deduce the transfer characteristic from the anode
characteristics for which the load line is straight.
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Fig. 6.24 Cathode-feedback biasing circuit shown in the modified form.

6.2.2.2 Pentode

In using the mutual characteristic of a pentode, it is necessary to assume
that 7, is independent of V,, that is, to assume that both r, and p are
infinite. This is a good approximation provided that ¥, does not fall
below the knee voltage; usually the error is less than the error due to the
averaged nature of the characteristics published for a given tube type.
Therefore the anode load resistance can be ignored in calculating the qui-
escent point and the gain of a pentode from its mutual characteristics,
provided that the circuit is designed so that the tube operates above its
knee.



254 Biasing Circuits

In the pentode biasing circuit shown in Fig. 6.25a the cathode bias line

is represented by
Vex = Voc — IxRy.

(6.37)

Because /i is not given explicitly in the mutual curves, it is necessary to

transform Eq. 6.37 to a form involving a known current:

1+ k%
Ve = Voo — ISRK(—k"‘")

+Via
+ Vs

Screen

| bypass

] | capacitor
Cathode

Ry bypass
I capacitor

Al or I

Quiescent
point L s

Cathode //
bias li
ias line )z
e
____,-xV
’a
v

r

kg
(L+R)Ry

(b)

=¥

{oad line

Fig. 6.25 Cathode-feedback biasing circuit shown in the modificd form,
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from which

-V, koo ] (6.38)

[ a+ A)Ra] [(l + KRy
The screen-to-cathode voltage is
Vik = Vs — IsRy — IxRy

from which
ls — VSS - VSK
R, + RK(I -Z k). (6.39)

Equation 6.39 represents a curved screen load line on the mutual charac-
teristics, and the quiescent point is at its intersection with the cathode bias
line. The quiescent cathode current is

I, = Is(] 2- k)_
This construction assumes that the ratio k (= ///,) is constant, whereas in
fact k varies slightly. In the most precise work a better approximation
can be obtained by iteration from the quiescent point found as above, but
this is rarely necessary.

The screen of a pentode is normally bypassed to the cathode via a
capacitor whose reactance at the lowest operating frequency is small. It
can therefore be assumed that Vg, is constant for signal calculations.
Because it is also assumed that /, is independent of ¥,, the mutual /,
curve corresponding to the quiescent Vg, is the /,/V, transfer character-
istic. The gradient of this transfer characteristic is the transfer conduct-
ance Gr (= g, as expected for a pentode), and the curvature is indicative
of the distortion that will be produced.

As an example, Fig. 6.26a shows the circuit diagram for an amplifier
using a pentode type ECF80/6BL8. Figure 6.26b shows in outline the
mutual characteristics. The ratio k of screen to anode current for this tube
is about 0.33 so that

(6.40)

The screen and cathode bias lines are drawn on the characteristics and they

intersect at
]S = 2.0 mA, VGK = —0.96 V.

Note that the contribution of R, in Eq. 6.39 is negligible. The quiescent
currents and voltages are

Iy =20mA, V,=100V,
I, =60mA, V, =138V,
I, =80mA, V. =096V.



256 Biasing Circuits
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Fig. 6.26 Example of a self biasing circuit.

6.2.3 Graphical Methods for Transistors

All the foregoing graphical methods for vacuum tubes can be applied to
transistors, but very little (if anything) is thereby accomplished.

The advantage of a graphical technique for designing a biasing circuit
is its ease for incorporating the variation of Vg, or Vg with quiescent
point. The variation of Vg, for a tube is large enough to affect the design
of a biasing system significantly. In contrast, ¥z for a transistor is an
order of magnitude smaller and is known to within about 0.2 V for any
operating conditions. Graphical methods are therefore unnecessary for
designing transistor biasing circuits.
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Collector ‘

current I / !
| §
Region of - ___/ S
constant spacing 2 ._/ I §
[+ [
;4 'm

/““’" = / |

ca
Region of { D / l
exponential spacing 7/ ____/

= L

Collector voltage V.

Fig. 6.27 Collector characteristics with Vg as parameter.

In addition, graphs of transistor dc electrode voltages and currents
provide no significant information about the variation of small-signal
parameters. One set of collector characteristics is a plot of collector current
yersus collector voltage with base voltage as parameter. These character-
@stics correspond to the anode characteristics of a tube, but they are not
pften supplied by manufacturers. Because . for a transistor is large like
{« for a pentode, I; is almost independent of V¢, and the characteristics
approximate to horizontal straight lines (Fig. 6.27). Except at high
Burrents, the spacing of the curves is exponential with V:

]C ~ ]E ~ IED exp (QE—I;B)' (6.41)

Collector current I,

Base voltage 1

Fig. 6.28 Mutual characteristic of a transistor.
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At high currents the spacing of the curves becomes approximately constant
due to the presence of r;. The base current causes a voltage drop across
rg, and the departure from the exponential spacing occurs when this drop
becomes comparable with the drop across the internal junction. Thus the
point of departure depends on base current, hence on By, and it is nol
reproducible. The region of the collector characteristics that does not
follow Eq. 6.41 is therefore unreproducible, and average characteristics
are of little use. The mutual characteristics of a transistor are plots of /,
versus V, with V. as parameter (Fig. 6.28). There is only one curve
because I is almost independent of V; this curve follows the exponential
law of Eq. 6.41 at low currents but becomes linear at high currents due
to rp.

Another set of collector characteristics that manufacturers often supply
is an average plot of I versus V, with Iy (rather than V) as parameter
(Fig. 6.29). This set of curves shows how 8, varies with quiescent poinl
for an “average” transistor but, since production transistors are likely (o
depart from the average 8y by a factor of two or more, the curves arc of
little use in either design or analysis.

In short, average graphs of dc terminal quantities provide no new, useful
information. The measured characteristics of a particular transistof
provide information on the variation of 8y, but this also is of littlc use
because

(i) efficient circuit design does not require exact information on fy;
(i1) By varies with the age, temperature, and environment of a transistor,
even at a constant quiescent point.

Collector current I,
5
4 \‘b‘“

Collector voltage V.

Fig. 6.29 Collector characteristics with /5 as patameter.
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6.3 COLLECTING-ELECTRODE FEEDBACK*

A class of biasing systems quite different from those discussed in
sections 6.1 and 6.2 is the family of collecting-electrode-feedback circuits.
These biasing systems operate by holding the dc voltage of the collecting
plectrode constant and, thus, the emitting-electrode current is also constant.
These biasing systems are based on Fig. 6.1; effectively, the collecting-
#lectrode voltage is used to sense the emitting-electrode current.

6.3.1 Collector-Feedback Biasing

Figure 6.30 shows the circuit for a collector-feedback biasing system
«)th the quiescent currents and voltages marked. Compared with the
emitter-feedback circuit, collector-feedback biasing dispenses with two
sndesirable components:

(1) the emitter resistor Ry and its power wastage;
(1)) the emitter bypass capacitor Cg, simplifying low-frequency design
(Sections 7.4.1 and 12.3).

\guinst this, a second power supply is required, and there is signal feedback
sia the biasing resistor R unless a bypass capacitor is connected from a
%D on it to ground. Collector-feedback biasing is most commonly used

* +Voe

Re

Fig. 6.30 Collector-feedback biasing circuit.

Frction 6.3 may be omitted on a first reading.
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with the shunt-feedback stage discussed in Section 11.1.4. In outline, the
operation of the circuit is as follows:

Suppose the circuit is disturbed in such a way that the emitter and
collector currents increase; the collector voltage falls. This fall in voltage
is transferred to the base via the divider chain Ry and R, where it tends to
cut off the transistor and reduce the collector current. The disturbance
is therefore counteracted and the circuit returns to its original state.

The collector voltage is given approximately by

5 B_F _ R (L)
o Vulge) + [Vee = vl (B
R, + R
BE R,

The first term, Vyg(Ry/Rp), makes the greatest contribution; the othe
three are the corrections due to finite values of 8y, Vg, and /o, respectivcly.
If the quiescent point is to be stable, these correcting terms must he
small, and therefore the second-order cross-product corrections involviny
combinations of the variable parameters will be very small indeed. ‘The
approximation in Eq. 6.42 results from neglecting these cross-product
terms entirely; in addition, it has been assumed that 8y & (8y + .

The philosophy underlying the design of a collector-feedback biasing
system is basically the same as that for an emitter-feedback biasing systcm.
The uncertain terms containing 8y, Vg, and I, are made so small com
pared with the known term in Eq. 6.42 that the quiescent value of }#,
alwaysstays within specified limits. Thus, the following inequalities shouhl
be satisfied:

) - IcoRp. (6.42)

R

BNA >> FC’ (6.4”

Vg > Vam(%)’ (6.4
F

Ves » IcoaRp, (0.4%)

where By4, Vara, and oo, are the average values of By, Vip, and /.,
A rule of thumb for about # 109, stability is to interpret the “mush
greater than” sign as ““greater by a factor of 10.” Equation 6.42 reduces
to
R
Ve = VBE(R—Z)' (6.40)
The emitter current is

Vee = Ve Vap + Vs

I. =
E R R,

64N
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{0 which a useful design approximation is
Voo ~— Ve ~ Vee — VBB(RF‘/RD)_
Ro X R, (6.48)

Collector-feedback biasing should not be used when the external load
v coupled via a transformer, because the primary winding resistance
(vorresponding to Rc) is small and the quiescent point is very unstable.

6.3.1.1 Self Biasing

The self biasing circuit shown in Fig. 6.31 is a degenerate form of
vollector-feedback biasing in which Ry, and the ¥ supply vanish.  (This
irunsistor self biasing circuit bears no relation to the vacuum-tube self
binsing circuit in Section 6.1.2.2.) The emitter current is

_ (Yec = Vee + ICORF)( 1 )
- (P T+ RelBas ©4)

UInlike all transistor biasing circuits considered so far, the correcting terms
guc to Vg, Ioo, and particularly By are not made small, for then

I =

~ Vee
nd the transistor is bottomed. Because these correcting terms are not
pmall, the biasing stability is poor; self biasing should be used only in
Minimal-cost low-quality equipment.
It is good practice to design a self biasing circuit with

Re % ByaRc (6.50)

Ry

s

Fig. 6.31 Self biasing circuit.
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so that

I ~ o.s(%’), Ve % 0.5V 0.

The conditions for stability against ¥V, and [, are
Vee » Vagas (6.51)
Vee » IcoaRE. (6.52)

Equation 6.51 is almost always satisfied, but Eq. 6.52 is difficult to satisfy
at elevated temperatures. Section 6.3.2.1 describes a modified circuit
that exchanges stability against Vg for stability against 8, and /co.

6.3.2 Combined Collector- and Emitter-Feedback Biasing

Figure 6.32 is a circuit that combines collector and emitter feedback.
It has a high order of biasing stability, and requires only a single supply
voltage. Like collector-feedback biasing, combined-feedback biasing is
particularly useful with shunt-feedback stages. The emitter current is

I = {Vcc — Veel(Re + Re + Rp)/Rp) + ]CORF}
E = RE

< 0 )
RAT + Ro/R;) + Re + R,

A+ Gl R TR 6

Fig. 6.32 Combined collector- and emitter-feedback biasing system.
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The conditions necessary for stability are

R Rp

B> B R RRS T R T R 654
Vee » VBEA(‘_‘H—RFﬂE), (6.55)
Rp
Vee » IcoaRr. (6.56)
If these conditions are satisfied, Eq. 6.53 reduces to
% bty enoal
Ie = R; |R:( + Ro/Ro) + Rr + Rpl’ (6.57)

The collector-to-emitter voltage is

V
Vee = Ve — Vg = [Vcc - RC(IE + _B)] — IRy
Rp
and since V5 x V, (because Vy; is small for a transistor), substitution
from the approximate Eq. 6.57 gives

Ver & VCC[Rc(l T RoR) ¥ Rr £ RD]' 6.58)

6.3.2.1 Modified Self Biasing

Figure 6.33 shows a degenerate form of the combined-feedback biasing
system in which R, becomes zero. Alternatively, the circuit can be

Fig. 6.33 Modified self biasing system (compare Fig. 6.31).
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considered as a modified form of the self biasing system. The emitter
current is

Vee = Veel(Re + Ry + Rp)/Rp] + IeoRy ]
e = Re Hrrrmrl ©
Like the simple self biasing circuit, the modified circuit gives relatively
poor stabilization of the quiescent point. Comparison of Egs. 6.49 and
6.59 shows that R can be made much smaller in the modified circuit,
with a consequent increase in stability against variations in 8y and Jo.
Some stability against variation in Vg, is lost, but this is no great dis-
advantage because V. is relatively predictable.
The conditions necessary for biasing stability are

R
Bua » Rf, (6.60)

R_CLRF_"'R_D), (6.61)

Vee » VBEA( R,

Vie » lcoaRs. (6.62)
These three inequalities cannot be simultaneously satisfied by large amounts
at a reasonable quiescent point. The best compromise can be found only
by trial and error; usually, it occurs when R is about one-third the value
suggested by Eq. 6.50 for the simple circuit, with R, adjusted to give I, a
quiescent value of about 0.5(V.c/R;). If properly designed, the modified
circuit is a distinct improvement over the simple circuit; improperly
designed, it can be much worse.

6.3.3 Vacuum-Tube Circuits

In this section, design equations are deduced for the vacuum-tube
counterparts of the transistor circuits described in Sections 6.3.1 and 6.3.2.
It should be noted that circuits corresponding to the two degenerate forms
do not exist. The operation of the transistor circuits depends on the
existence of a base current, so that there is a voltage drop across R.. In
comparison, the grid current of a vacuum tube at a normal quiescent
point can be neglected.

6.3.3.1 Anode-Feedback Biasing

Figure 6.34 shows the anode-feedback biasing circuit for a triode.
Since there are no vacuum-tube parameters corresponding to 8y and Iz,
the uncertainty in quiescent point arises entirely from the uncertainty in
Vek- By analogy with Eq. 6.42, the anode voltage is

Ry Ry + Ru)_

v, = VCG(R—) + VGK( : (6.63)
D D
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+ V4

Fig. 6.34 Anode-feedback biasing system (suitable for both triodes and pentodes).

Note that ¥« is a negative quantity. If the uncertain correcting term due
to Vg is made small, Eq. 6.63 reduces to

Vex Vca(%), (6.64)

D
The anode current is
Via — Va4 Vee + Vix

R Ty » (6.65)

to which a useful design approximation is

I~ Vaa = Va  Vaa — VGG(RF‘/-RD).

(6.66)

For a triode the anode and cathode currents are equal, whereas for a
pentode, I, = I,(1 + k).

The possible uncertainty in Vg, for a tube is much greater than the un-
certainty in Vg for a transistor. As with the emitting-electrode-feedback
biasing system, it is always possible to design an anode-feedback circuit
that will accommodate any value of Vg, but to do so a very large value
of Vg is required. In circuit design it is therefore advisable to find the
nominal value of Vg, at the required quiescent point from the anode or
mutual characteristics, and include this in Eq. 6.63. In the analysis of a
given circuit the approximate quiescent point can be found from Egs.
6.64 and 6.66, the value of Vg, at this quiescent point can be found from
the characteristic curves, and, finally, a more accurate solution is found by
substituting this value of ¥V, into Eqgs. 6.63 and 6.65. If desired, a still
more accurate solution can be found by repeated approximation.
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i “% K

AN ————1

R T

GG

Fig. 6.35 Screen-feedback biasing system.

6.3.3.2 Screen-Feedback Biasing

Figure 6.35 shows a modified form of the anode-feedback circuit, suit-
able for use with pentodes. The feedback is taken from the screen and,
because the screen is bypassed to ground at signal frequencies, there is no
signal feedback via the biasing network. By analogy with Eqgs. 6.66 and
6.64, the cathode current and screen voltage are approximately

I ~ (1 Z k) [Vss - V}'C?-':(RF/RD)], (6.67)
Ve x VGG(%). (6.68)

It is left as an exercise for the reader to deduce the other design equations.

6.3.3.3 Combined Anode- and Cathode-Feedback Biasing

Figure 6.36 shows the circuit for combined anode and cathode feedback,
suitable for both triodes and pentodes. The cathode current is

I = {VM - ch[(RARJ; Ry + Rn)/R,,]}

Rp
) {RAU T Ro/(l + DR + Ry + RD}' (6.69)
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Fig. 6.36 Combined anode- and cathode-feedback biasing system (suitable for both
triodes and pentodes).

If the correcting term due to ¥, is small, then

~ Vi Ry }

Ik = Ry \RJ1 + Ry/(1 + ©R,]) + R, + RyJ’ (6.70)
~ Ry ]

2 VT R T PR R TR 67

For a triode, & is zero.

6.3.3.4 Combined Screen- and Cathode-Feedback Biasing

Figure 6.37 shows a circuit for pentodes that combines screen and cathode
feedback. By analogy with Eqs. 6.70 and 6.71, the cathode current and
screen-to-cathode voltage are

~ Vs R
xR {Rs“ + kRp/(1 + K)Rx] + Ry + RD}’ (6.72)

SK 58 Rs[l + EkRp/(1 + k)R] + Rr + Ry

(6.73)
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S

Fig. 6.37 Combined screen- and cathode-feedback biasing system.

6.4 BYPASS, COUPLING, AND DECOUPLING COMPONENTS

The purpose of a biasing system is to fix the relevant operating currents
and voltages at values for which the small-signal parameters have known
and desired values. Only if these parameters are known can the small-
signal analysis of Chapter 5 be usefully applied to calculate the gain of an
amplifier. Bypass, coupling, and decoupling components provide a means
for applying time-varying signal currents and voltages to the devices
without disturbing the quiescent currents and voltages.

6.4.1 Bypass Capacitors

With the exception of the special amplificr configurations discussed in
Section 5.7, the whole mid-band analysis of Chapter 5 assumes that there
is no signal voltage at the emitting electrode despite the presence of a
signal current in it. The emitting electrode is taken as the datum point
for signals. Therefore, when the emitting electrode is not connected
directly to ground (as is the case for many biasing circuits), it is necessary
to provide a low-impedance path from the electrode to ground ; the cathode
or emitter bypass capacitor introduced in Section 6.1 (Fig. 6.3) provides
this path.
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It is also assumed in Chapter 5 that no signal voltage exists between the
screen and cathode of a pentode. The screen bypass capacitor intro-
duced in Section 6.2.2.2 (Fig. 6.25) provides a low-impedance path at
signal frequencies between these electrodes. Strictly speaking, the screen
bypass capacitor should be connected between the screen and cathode,
but if the cathode is bypassed to ground and is at zero signal voltage it is
sufficient to connect the screen bypass capacitor between the screen and
ground. This alternative arrangement usually leads to simpler con-
struction of an amplifier.

The impedance of a bypass capacitor should be so small that it constitutes
an effective short circuit and can, therefore, be neglected from small-signal
calculations. The order of impedance that is negligible depends on the
application; emitter bypass capacitors for most transistor stages are re-
quired to have an impedance as low as a few ohms, while screen bypass
capacitors for most pentodes are allowed an impedance as high as several
tens of kilohms. It is shown in Section 7.4.1 that, if the impedance of a
bypass capacitor is not negligible for its particular application, the gain of
the amplifier stages is reduced.

The reactance and impedance of a capacitor are inversely proportional
to frequency. There is, therefore, some limiting frequency below which
the impedance of any bypass capacitor cannot be neglected, and below
which the gain must fall. Section 7.4.1 contains the relations between
capacitance, 3-dB cutoff frequency, and the other circuit elements.

6.4.2 Coupling Capacitors and Transformers

Coupling components are used to transfer the signal (or ac) voltages
and currents from one amplifier stage to the next, while isolating the qui-
escent (or dc) voltages and currents. The two basic circuits, capacitor and
transformer coupling, are introduced in Section 6.2.1.2 (Fig. 6.17).

A coupling capacitor is chosen to have an impedance that constitutes
a virtual short circuit at all the useful signal frequencies. Therefore, the
signal voltage at the output of one stage is transferred without loss to the
input of the following stage. Further, the load resistance for any device
becomes the parallel combination of its own collecting-electrode supply
resistor, the control-electrode supply resistor for the following device, and
the input resistance of the following device. Like a bypass capacitor, the
order of impedance that is negligible depends on the application. Accept-
able values range from a few ohms to tens of megohms. A capacitor
is a perfect coupling element at very high frequencies where its reactance
tends to zero but not at low frequencies where its reactance rises. Section
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7.4.2 contains the relations between capacitance, 3-dB cutoff frequency,
and the other circuit elements.

Transformer coupling has both advantages and disadvantages compared
with capacitor coupling. The greatest advantage is that a transformer can
be used as an impedance changer, to change the effective source and load
impedance seen by a device. It is shown in Section 8.5.2 that there is an
optimum transformer turns ratio between a given source and device at
which the signal-to-noise ratio is maximum. [t is also shown in Section
16.2 that there is an optimum transformer turns ratio between a given
device and load at which the available power output is maximum. A
second advantage of a transformer is that the winding resistances are
much less than the reflected impedance at signal frequencies; dc power
wastage is minimized and, as discussed in Section 6.2.1.2, peak-to-peak
output voltages in excess of the supply voltage can be obtained. Finally,
transformer coupling is advantageous when a very high order of biasing
stability is required. Figure 6.38 shows the circuit diagram for a trans-
former-coupled transistor amplifier with emitter-feedback biasing. The
secondary winding resistance is small, so that the base supply resistance
Ry in Eq. 6.4 is small and thus the biasing stability is good.

The disadvantage of a transformer is that its coupling efficiency falls
at both low and high frequencies because of the reactive effects discussed
in Section 7.6. The performance is reasonably predictable at low fre-
quencies but not, in general, at high frequencies. Further, a coupling
transformer costs much more than a coupling capacitor. Transformer

+ Ve 1

l ” Output

ﬁm{ oy

Fig. 6.38 Transformer-coupled transistor amplifier stage.
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coupling is little used in modern low-pass amplifiers except when one or
more of the advantages listed above is significant.

6.4.3 Bypass and Decoupling Capacitors in the Dc Supply System

The mid-band circuit theory of Chapter 5 assumes that there are no ac
voltages on the dc supply rails. In practice, ac voltages can appear for
either of two reasons.

The dc supply voltages in most electronic equipment are obtained by
rectifying the ac power mains. The filtering that follows the rectification
is not perfect, and invariably the dc voltages contain components at
harmonics of the main frequency. Decoupling networks are connected
in the supply rails to the early stages of most amplifiers to improve the
filtering and reduce these Aum voltages (Fig. 6.39). The decoupling net-
work is a voltage divider whose attenuation ratio is higher for ac than for dc.
Alternatively, the decoupling network is an RC low-pass filter. The ratio
of the ac voltage v, on the main supply rail to the voltage v, at the de-
coupled supply point is

L/ PO VRN
U ~ 1 +ijDCD ~ j(l)RDCD

(6.74)

To be effective, a decoupling network must have a time constant long
compared with the period of the hum. For example, if v, is a 120 Hz
hum originating from full-wave rectification of 60 Hz ac power mains, the
attenuation is 70 times if R,Cp is 100 msec. The values shown in Fig.
6.39 (10 kQ and 10 pF) are typical of vacuum-tube circuits. When a very

Decoupled
supply point

+V,,(300V)
Main H.T. supply rail

l__

Fig. 6.39 Decoupling network.
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high attenuation is required, two decoupling networks in cascade are more
efficient than one network of very long time constant; the individual
attenuations multiply rather than add. It is hardly necessary to point
out that a decoupling resistor contributes to the dc load line.

In addition to hum voltages, signal-frequency voltages appear on the
supply rails. Any power supply has a finite internal impedance, and
therefore the signal currents drawn by the active devices produce signal-
frequency fluctuations of the supply voltage. In a single-stage amplifier
the power-supply impedance should be small compared with the appro-
priate supply resistor; if it is not, a bypass capacitor should be connected
from the supply rail to ground to reduce the effective supply impedance at
signal frequencies. In a multistage amplifier all stages contribute to the
fluctuation of the supply voltage but the greatest part is due to the output
stage where the signal currents are greatest. The fluctuation due to the
output stage is fed back into the early stages, where it is amplified and
finally reappears at the output. This is an example of a feedback system,
and it is shown in Chapter 10 that a feedback system can break into
oscillation. The remedy is to reduce the amplitude of the voltage fed back
via the supply rail; this can be accomplished by using a low-impedance
supply or, more simply, by decoupling the supply to the early stages.

Thus, decoupling networks serve the dual purposes of reducing hum
and preventing signal feedback via the supply rails. It is shown in Section
7.4.3 that decoupling networks can also be used to compensate the low-
frequency response.

6.5 DIRECT-COUPLED STAGES*

It is possible to design multistage amplifiers so that the quiescent
collecting-electrode voltage of one device is the same as the control-
electrode voltage of the following device. Under these circumstances the
coupling capacitor may be omitted and the two stages are said to be direct
coupled. Direct coupling has both advantages and disadvantages com-
pared with resistance-capacitance coupling and transformer coupling.
These are most conveniently discussed in relation to a specific circuit.

6.5.1 General Considerations

The left side of Fig. 6.40 is a transistor amplifier stage with emitter-
feedback biasing; its emitter current /5, and collector voltage V., can be

* Section 6.5 may be omitted on a first reading.
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+ Voo

Rey

Fig. 6.40 Derivation of a dircct-coupled group.

found from the equations of Section 6.1.]. According to Thevenin’s
theorem, the output circuit of this stage can be replaced by a voltage
source in series with a resistance. As far as quiescent conditions are
concerned, the equivalent voltage is V., and the equivalent resistance is
Rcy1. (The latter follows because the /., is almost independent of the
collector voltage; complete independence is assumed in Section 6.1.1.)
This equivalent voltage and resistance can be considered as the base supply
Vg and Ry, of the emitter-feedback biasing system for the transistor on
the right side of Fig. 6.40, and its quiescent point can be found. Notice
that the collector voltage of Q, changes slightly when Q, is connected.
A third stage can be direct coupled to Q,, and if the process is repeated
an amplifier of the type shown in Fig. 6.41 results. The quiescent point
of all transistors in Fig. 6.41 is

L= 1mA, V. =3V,

Nonpreferred resistor values are used to simplify the arithmetic.

Direct coupling offers two very great advantages in advanced amplifiers,
though neither is significant in the simple amplifiers discussed in Chapter 5.
First, direct coupling eliminates the coupling capacitor between two stages.
It is shown in Section 7.4.2 that each coupling capacitor contributes a low-
frequency pole and zero to an amplifier’s singularity patiern, and it follows
that eliminating a capacitor improves the low-frequency response. Direct
coupling forms the basis of many of the low-frequency compensating
schemes described in Section 12.3.  Second, direct coupling eliminates the
control-electrode supply resistor for one stage, thereby reducing the con-
ductance in shunt with the signal path. It is shown in Section 11.2.2 that
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+20V

F—o

(144 V)

(114 v)

—
—

Fig. 6.41 Long direct-coupled group. The quiescent conditions for each transistor

are
]};=lmA, Vcs=3v,

assuming [y, = 20uA. Nonpreferred resistor values are used to simplify the
arithmetic.

the gain available from a feedback stage increases as the shunt conductance
is reduced. Direct coupling is mandatory in integrated-circuit amplifiers
because large coupling capacitors cannot be realized.

The principal disadvantage of direct coupling is that all resistor values
and supply voltages must be known more accurately than in single-stage
biasing systems, because errors in the biasing are transmitted through the
amplifier and can accumulate. As an example, if the voltage at the base
of @, in Fig. 6.41 changes from 3.2 to 3.4 V (a change of only 7%,), Ve
of Q, falls from 3 to 0 V, and Q, becomes inoperative. It is usually
necessary to specify 5%, or closer tolerance resistors rather than standard
109, tolerance types. It is also wise to restrict direct coupling to two, or
at most three stages. A further disadvantage of direct coupling is that
appreciable power is wasted in the supply resistors of any stage, because
most of the supply voltage appears across them rather than across the
active device. The remainder of this section is therefore confined to
groups of two direct-coupled stages. The larger, less-designable groups
are discussed briefly in Section 6.6.1.

The first of a group of direct-coupled stages need not have emitting-
electrode-feedback biasing. Collecting-electrode-feedback systems are
not only suitable but often more satisfactory. Section 10.7 shows that
feedback changes the output impedance of an amplifier and, in the case
of a collecting-electrode-feedback system, it reduces the output impedance
to a low value. The second stage in a direct-coupled group is therefore
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fed from a low-impedance control-electrode supply, and the biasing
stability is increased.

Direct coupling is less suitable for vacuum tubes than for transistors.
First, the power dissipated in the various R, and R, of a vacuum-tube
circuit is much larger than the corresponding power in R and R, because
of the much higher voltages in the vacuum-tube circuits. Secondly,
there is a restriction on the maximum dc voltage allowed between the
heater and cathode of a tube (Section 3.3); this rating will usually be
exceeded in a multistage amplifier when all tubes have their heaters supplied
from a common source. Finally, the voltage rating of the cathode bypass
capacitors in vacuum-tube circuits must be inconveniently high. Minia-
ture capacitors of about 12-V rating are adequate for direct-coupled
transistor stages and most single vacuum-tube stages employing self bias.
Capacitors of 100-V rating or more are necessary for direct-coupled
vacuum-tube stages; such capacitors are expensive and bulky. Despite
these limitations, direct-coupled vacuum-tube stages are worthy of
consideration.

6.5.2 Two-Stage Transistor Circuits

Groups of two direct-coupled transistor stages are useful building-
blocks for multistage amplifiers. They are perhaps more useful in feed-
back amplifiers than in simple amplifiers of the type discussed in Chapter S.
Three basic configurations exist with a number of modified forms.

The design equations given in the following sections are intended to
show how a circuit works, rather than to give an accurate estimate of the
quiescent conditions. The approximations may be quite poor, particu-
larly for silicon transistors because of their large base-emitter voltage drop.
The easiest way to analyze or design a circuit is not to derive an accurate
set of equations, but to make common-sense allowances of a few tenths
of a volt for the voltage drops due to base currents and for the base-emitter
voltage drops.

6.5.2.1 Two-Stage Emitter-Feedback Biasing

Figure 6.42 shows the basic two-stage emitter-feedback biasing circuit.
The design equations are:

%
I = R—Z’f, (6.75)
Ve Ve

ln = g2 % 2 (6.76)

where
Ver % Vee — Ic1Rcy. 6.77)
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+ Voo

Ry, q Ry,

- Ver

Fig. 6.42 Basic form of two-stage emitter-fecdback biasing.

The corrections required for these equations are the following:

(i) All terms involving By. Vge. and I, of @, are omitted from Eq.
6.75.
(ii)) Ve of @, is omitted from Eq. 6.76.
(iii) The base current of Q, is omitted from Eq. 6.77.

Two modified forms of this circuit exist. The first is the circuit shown
in Fig. 6.40, for which only one supply voltage is required. In the second
Ry, of the basic circuit is returned to the — V. supply rather than to
ground; this improves the biasing stability of the second stage at the cost
of increased power wastage in Rp,. None of the three forms of two-stage
emitter-feedback biasing is particularly useful.

6.5.2.2 Two-Stage Collector-Feedback Biasing

Many forms of the two-stage collector-feedback biasing circuit exist;
Fig. 6.43a shows the basic circuit and Fig. 6.436 shows the most useful
modification. As in the single-stage collector-feedback circuit (Fig. 6.30)
the biasing resistor Ry in the basic two-stage circuit provides signal feed-
back around the first stage. The modified circuit is useful when this signal
feedback must be eliminated; R, is connected to the emitter of Q, rather
than the collector of O}, and because these two points are at nearly the same
dc voltage the quiescent conditions are similar to those in the basic
circuit. The emitter of Q,. however, is bypassed to ground, so there is no
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(a)

(4}

Ry,

- Vag
(b)

Fig. 6.43 Two-stage collector-feedback biasing: (g) the basic form; (8) a useful
modification.

signal voltage at this point. There is therefore no signal feedback via R,.
The design equations for the basic circuit are

VCC — VCl,
RCl
Ve Ve
RE2 RE2

(6.78)

]E2 L (6.79)
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where

R
Ver = VBB(R—")- (6.80)
D
The corrections required are the following:
(1) The current in Rp, and the base current of @, are omitted from Eq.
6.78.

(i1) The base-emitter voltage drop is omitted from Eq. 6.79.

(iii) Allterms involving 8y, Vg, and Ico of Q,, and the base current of
Q. are omitted from Eq. 6.80; the latter is usually an insignificant
correction.

For the modified circuit

Vee — Ver ~ Vee — Vsz,

I = R P~ R (6.81)
Iea & %f- (6.82)
where
Rr
Vea ® Vs E) (6.83)

There are many corrections for the transistor parameters.

Two other modified forms result from using self biasing (Section
6.3.1.1) and modified self biasing (Section 6.3.2.1) for the first stage, and
two more forms are derived from these by connecting R; to the emitter of
Q. rather than the collector of Q,. These circuits are not satisfactory,
because the stability of self biasing circuits is poor. Such large variations
occur in the collector voltage of the first stage that the emitter current of
the second stage can increase to the point at which @, ‘“bottoms.”
Worthwhile modifications of Figs. 6.43a and b result from returning Rg,
to the — Vg supply. The stability of the second stage is improved at the
cost of increased power wastage in Ry.,.

6.5.2.3 Two-Stage Combined-Feedback Biasing

Figure 6.44 shows the basic and modified circuits of two-stage combined-
feedback biasing. The relation between these two circuits is the same as
between Figs. 6.43a and b. The design equations for the basic circuit are

_ Ve Ya (____RD )
fey = Rey © Rey \Rs + Rp (6.84)

vV V
I = 2522 o 244, 6.85
52 = R~ Rea (6.85)
where

R+ R
szVcc[ £ 2 ]

6.86
Re(l + Rp/Rg) + Rr + R, (6.86)
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Fig. 6.44 Two-stage combincd-feedback biasing: («¢) the basic form; (b) a

modification.

For the modified circuit,

jo= Ve Ve (_1_{,,_)
# Ry, Ryt \Ry + R,
Ioo ¥ 222,
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where

Viz = Vee

Ry + Rp ]

[RCL(R,,/RM) ¥R TR, (6.89)

6.5.3 Two-Stage Vacuum-Tube Circuits

Vacuum-tube circuits exist corresponding to all the two-stage transistor
biasing circuits except the self-biasing modifications of collector feedback;
there is no vacuum-tube circuit corresponding to the single-stage transistor
self biasing circuit (Section 6.3.1.1). There is, however, a vacuum-tube
self biasing circuit (Section 6.1.2.2) and there are two screen-feedback
circuits (Sections 6.3.3.2 and 6.3.3.4), from all of which two-stage direct-
coupled groups can be derived.

A particularly useful vacuum-tube circuit, which has no transistor
counterpart, is the cathode-to-screen feedback system shown in Fig. 6.45.
Essentially, this is the modified two-stage combined-feedback biasing
system, with the feedback applied to the screen rather than the grid. The
circuit is most easily designed by considering the first stage as self biased
and assuming that the screen is fixed at its nominal voltage. With the
feedback to the screen, the quiescent point is stabilized by about one order
of magnitude. The components Rs and Cs are sometimes omitted; Ry is
always made so small that it has negligible effect on the quiescent conditions.

Fig. 6.45 Cathode-to-screen feedback biasing.
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6.6 MISCELLANEOUS TOPICS*

Biasing-circuit design offers much scope for originality and circuit
“cunning.”” A few useful tricks, and some other miscellaneous topics
are discussed briefly in the following sections.

6.6.1 Long Direct-Coupled Groups

Occasionally, it is an advantage to direct couple a group of more than
two amplifier stages, in order to improve the low-frequency response.
As a general rule, long direct-coupled groups are not designable if the
quiescent point of the first stage is determined only by its local biasing
network; an accurate knowledge of device characteristics is required, and
resistors of precise (and often unusual) values must be used. A long
direct-coupled group can be made designable, however, by using a quies-
cent voltage in some later stage of the group as the biasing supply for the
first stage. Figure 6.46 shows a circuit derived from Fig. 6.41 in Section
6.5.1; the 20.0 kQ and 45.5 k{2 biasing resistors are chosen to give 3.2 V at

+20V
11240
oV b—o
G2v (14.4V)
—
200k0 .
@O0V 68V @6V) -»—_L(u.W)

114 2

5.8 kQ gj 8.6 kQ

Fig. 6.46 Long direct-coupled group with over-all feedback biasing. The quiescent
conditions for each transistor are

Iy = 1 mA, Ves =3V,

assuming Iy = 20tA. Nonpreferred resistor values are used to simplify the
arithmetic.

* Section 6.6 may be omitted on a first reading.
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the base of @), assuming the base currentis20 wA. Ifthe quiescent point of
@, shifts for any reason, the shift is transmitted through the amplifier, and
the voltage at the emitter of Q, (which is the biasing supply for @,) moves
in the direction to counteract the shift. Fundamentally, the biasing system
is a feedback loop. The stability is so much improved compared with
Fig. 6.41 that the nearest 107, preferred-value resistors could probably be
used, although some adjustment might be necessary to secure optimum
performance. It is esssential that these long groups be designed so that
the change in biasing supply voltage opposes the shift in the first stage
rather than aids it; that is, the feedback must be negative rather than
positive.

Other disadvantages of long direct-coupled groups discussed in Section
6.5.1 are the power wastage in the supply resistors, and the high quiescent
voltage to ground at the emitting electrodes of some devices. Figure
6.47 shows a transistor circuit that eliminates both disadvantages; the
vacuum-tube counterpart exists also. Voltage dividers are used as
coupling circuits between stages, so the emitter of each stage except the
last can be grounded. The emitter of the last stage is near ground poten-
tial, and biasing feedback is taken from this point to the base of the first
stage. One minor drawback is that the coupling dividers attenuate the
signals and reduce the over-all gain. However, the attenuation is less
than 2:1 with realistic values for — Vgp, and this is not too serious a loss.
The capacitors in the upper arms of the dividers compensate for the input

+10V
600 6.0k 6.0 kD 7040
333k
GOV 30v) (30v) o
Gov
@ ]2 @ JE @ Jg Q
e g 5 *L L
N 02\ N ©2V\_N 02V
20k 68k 68 2 68 kQ2 ©0V)
10k

~10¥

Fig. 6.47 Long dircct-coupled group with interstage voltage dividers. The quiescent
conditions for cach transistor are

IE=lmA, VCE=3V,

assuming fy = 20uA. Nonpreferred resistor values are used to simplify the
arithmetic.
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capacitance of the following transistor, so that the attenuation ratio is
constant for all signal frequencies.

6.6.2 Constant-Voltage Devices

A number of circuit tricks make use of the relatively constant voltage
drop across a glow discharge tube or Zener diode, or even across a forward-
biased silicon diode. Readily available glow discharge tubes operate
with currents from 100 uA up to 50 mA, at drops between 50 and 150 V.
Small Zener diodes operate over the same current range, at drops between
3 Vand 20 V. Larger drops can be obtained by connecting devices in
series. Manufacturers’ data sheets give the slope resistance as a function
of operating current ; the minimum resistance (which occurs at an optimum
current) may be as small as a few ohms. The temperature coeflicient, and
long- and short-term stability of the operating voltage are specified also.

The use of constant-voltage devices to derive auxiliary low-impedance
dc voltage supplies from the main supply rails is obvious, and will not be
discussed here. Less obvious is the direct application of these devices to
biasing circuits. Perhaps the most useful arrangement is the transistor
circuit shown in Fig. 6.48, or its vacuum-tube counterpart. This circuit
is nothing more than a collector-feedback circuit (Fig. 6.30) rearranged so
that only one supply voltage is required; Table 6.3 lists the relations

|
+
8<

|

—_,)

Ry

=
N

b — -

S QRN Y S

Fig. 6.48 Modified collector-feedback biasing circuit that operates from a single
supply.
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Table 6.3 Relations between Figs. 6.30 and 6.48

Parameter in Fig. 6.30 Parameter in Fig. 6.48
Vee + Vas Vee
VBB VZenor

between Figs. 6.30 and 6.48. Resistor R; (shown broken in Fig. 6.48)
may be required to increase the current through the Zener diode to a
point at which its slope resistance can be neglected. Capacitor C; may be
required to suppress the noise of the Zener diode.

Another use for constant-voltage devices is as coupling elements in long
groups of direct-coupled stages. Figure 6.49 shows a transistor circuit;
the vacuum-tube counterpart exists. One of the most convenient constant-
voltage devices for the vacuum-tube circuit is a neon pilot lamp. These
operate satisfactorily at currents as low as 100 pA, and the drop across
them is about 60 V. Compared with the resistive dividers in Fig. 6.47,
the constant-voltage divider has the advantage of no signal attenuation.
Capacitors are usually connected across Zener diodes to suppress their
noise, but should not be connected directly across any form of glow dis-
charge tube as relaxation oscillation may occur; Fig. 6.50 shows a suitable
arrangement of damping resistors.

+10V
33KkQ 33k0 3.3k 5.0k
333%0 g (50V) (50V) (5.0V)
(<) t" @ e’ @ c., Q  Jsow
o “ 48V "‘ 48Y "‘ a8y "‘

‘ Zener ©2V) ‘ Zener ©02v) “ Zener ©2% ‘

20.0 k2 204 k02 20.4 k2 1 204 kQ (0.0V)

- ' ' al

10k

02v)

-10V
Fig. 6.49 Long direct-coupled group with constant-voltage coupling devices. The
quiescent conditions for each transistor are

[5-_—ImA, VCE=SV,

assuming fp = 20 pA. The additional bleed current through the Zener diodes is
500 wA. Nonpreferred resistor values are used to simplify the arithmetic.
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Fig. 6.50 Damping resistors necessary when a glow discharge tube is used as a
coupling element.

+ + Vi
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b + | , —  capacitor
Surge suppressing
Zener diode §R,\v
- Vix

Fig. 6.51 Example of surge suppression with a Zener diode.
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Zener diodes are useful for suppressing voltage surges. When an item
of electronic equipment is first turned on, abnormally high voltages occur
at some points until all capacitors attain their equilibrium charge, or
until all vacuum-tube cathodes attain their operating temperature. Ab-
normal voltages can also occur when an amplifier is grossly overloaded by
applying a very large input signal to it. The components most susceptible
to damage by these voltage surges are the high-capacitance low-working-
voltage bypass capacitors in the cathode and emitter circuits. These
capacitors are usually polarized electrolytics, which are destroyed by small
overvoltages or any reverse voltage. Figure 6.51 illustrates how a Zener
diode can protect the bypass capacitor in a cathode-feedback biasing
system. The diode is chosen to have a Zener breakdown voltage about
50%, greater than the nominal quiescent voltage at the cathode. Under
normal circumstances, therefore, the diode does not conduct. However,
in the event of a positive-going surge the diode breaks down and limits the
forward voltage across the capacitor. Before the cathode reaches its operat-
ing temperature, or in the event of a negative-goingsurge, the diode conducts
in its forward direction, and protects the capacitor from a reverse voltage.

6.6.3 n-p-n and p-n-p Transistors in Combination

An advantage of transistors over tubes is that devices of both polarities
exist, that is, both n-p-n and p-n-p transistors. The alternation of the

& 1

o— @ t+——o

Ry Re,

-V,

Fig. 6.52 n-p-n and p-n-p transistors in combination: a particularly useful two-stage
group.
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+9V

29k

Fig. 6.53 n-p-n and p-n-p transistors in combination: a long direct-coupled group.
The quiescent conditions for each transistor are

Ig=lmA, VCE=3V,

assuming Js = 20pA. Nonpreferred resistor values are used to simplify the
arithmetic.

two types in direct-coupled groups of stages prevents the dc voltage drops
from accumulating and, thereby, reduces power wastage in supply resistors.
Combinations of n#-p-n and p-n-p transistors can be used with advantage
in all the two-stage circuits of Section 6.5.2 and in the long groups of
Section 6.6.1. Figure 6.52 shows a two-stage group that is particularly
useful in feedback amplifiers, and Fig. 6.53 shows a group of four stages.

6.6.4 RG(nax for Vacuum Tubes

One of the ratings for a vacuum tube is the maximum permissible supply
resistor R; between the grid and its bias source. This rating is not an
absolute rating, and although not stated by many manufacturers the
maximum permissible value of R; depends on the type of biasing system.

As shown in Section 3.1.1.4, all vacuum tubes have a finite grid current.
Usually the grid is biased more negative than the free-grid potential; as a
result, the grid current is predominantly the positive ion component.
This component increases with increasing tube temperature. The grid
current flowing in R tends to make the grid less negative with respect to the
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cathode and, therefore, tends 1o increase the cathode current and anode
power dissipation. The larger the resistor, the greater is the change in
grid vollage for a given change in grid current, and the greater is the
increase in power dissipation. If R is large enough, the increase in power
dissipation and tube temperature for a given increase in grid current can
more than maintain the initial increase, and a regenerative condition is
set up. One of the following two ends can result:

(i) In extreme cases, the power dissipation rises so far that the tube is
destroyed.

(i1) The negative grid-to-cathode voltage falls to the point at which the
grid attracts electrons from the cathode and the direction of the grid
current reverses. The input admittance of the tube rises and loads
the preceding stage, causing gross distortion of the signal.

The maximum allowed value of R; is one for which the regenerative
increase in dissipation is guaranteed not to occur.

Tube manufacturers normally specify the value of Rgimax, that applies
for a tube operating at full rated dissipation in a self biasing circuit.
This value can be exceeded, provided either:

(i) the tube is operating below maximum dissipation
(i) the biasing system is more stable than the simple self biasing
circuit.

A safe rule is that Rgmax, €an be increased in inverse proportion to the
total power dissipation (including the cathode heating power), and in
direct proportion to the stability of the biasing system. The relative
stability of two biasing systems is the inverse ratio of the changes in qui-
escent current resulting from the same change in device characteristics.
For cathode-feedback and self biasing circuits, the relative stability is
approximately the ratio of the voltage drops across Ry.

6.6.4.1 Grid-Leak Biasing

In a class of circuit known as grid-leak biasing Rgmax, has no signifi-
cance. The grid is returned to the cathode through a resistor of the order
of 10 MQ, with no source of negative grid-to-cathode voltage. However,
the grid takes up a voltage somewhat less negative than the free-grid
potential, at which the current is due mainly to electrons striking the grid.

Grid-leak biasing is of very limited application. First, because it de-
pends on the existence of a negative grid current (rather than a positive ion
current), the temperature of the tube must be so low that no significant
gas ion current is developed. Grid-leak biasing is therefore restricted to
low-power applications. Secondly, grid-leak biasing is so imprecise that



Miscellaneous Topics 289

it cannot be used except in the most noncritical applications. Grid-leak
biasing is normally restricted to low-level audio-amplifier stages employing
resistance-capacitance coupled triodes, because their gain is relatively
independent of quiescent point and the power dissipation cannot rise to a
destructive value.

6.6.5 Biasing Circuits for F.e.t.s

With two minor exceptions, biasing circuits for vacuum triodes and field-
effect transistors follow the same principles. First, the sudden onset of
input (grid) current for a tube occurs when the grid is slightly negative
with respect to the cathode. In contrast, the onset of input (gate) current
for an n-channel junction f.e.t. occurs when the gate is slightly positive
with respect to the source, while there is no sudden onset of current in an
insulated-gate f.e.t. Indeed, enhancement-mode i.g.f.e.t.s operate only
when the gate is positive. More latitude is therefore available in f.e.t.
circuits. Secondly, both n-channel and p-channel f.e.t.s exist, so there is a
whole family of circuits corresponding to the n-p-n and p-n-p transistor
combinations of Section 6.6.3.

6.6.6 Biasing Methods for Integrated Circuits

Biasing methods for integrated circuits tend to be dominated by the fact
that large capacitances are difficult to integrate. Emitter-feedback biasing
systems, which require large emitter bypass capacitors, are therefore un-
satisfactory. Collector-feedback biasing, however, is extensively used.

A novel biasing method for integrated circuits is based on the voltage-
feed fixed biasing circuit of Section 6.1.1.2, with a second transistor used
as the temperature-dependent element (Fig. 6.54). The circuit depends
for its operation on the fact that when two transistors are fabricated
together in the same chip of silicon, their parameter values tend to be
nearly equal and to track with variations in temperature. Moreover, the
two transistors are thermally bonded together so that their temperatures
are nearly equal. Thus the parameter values remain equal despite varia-
tions in ambient temperature and inequalities in power dissipation.

In Fig. 6.54 the bases of @, and @, are fed through equal resistors Rp,
and R, from the same point, the collector of @,. Therefore the collector
currents I, and /., are approximately equal. But /., is defined by the
passive circuit elements as
VCC

Iy & 255
c1 ~ ]
RCl
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ng

Q. %Rm Rpy o

o} Q,

Fig. 6.54 Voltage-feed fixed biasing circuit suitable for integrated amplifiers.

0, operates self biased and nearly (but not quite) bottomed. Therefore,
if the transistors are identical, /., must be close to V.c/R.,, independent
of ambient temperature. However, if the transistors have different
emitter-junction areas, there is a predictable ratio between the emitter

currents.



Chapter 7

Simple Practical Amplifiers I:

Small-Signal Dynamic Response

Chapter 5 discusses the elementary circuit theory of amplifiers. Two
simplifying assumptions are that

(1) the signal levels are small, so that the incremental elements in the
equivalent circuits of the devices can be assumed constant;

(i1) the signal frequencies are in the mid-band range for which reactive
elements in the equivalent circuit have no effect on the operation.

The purpose of this and the two succeeding chapters is to extend the
elementary theory to the point at which it provides a basis for designing
practical amplifiers. The major extension in this chapter is the considera-
tion of the small-signal dynamic response when the signals have time rates
of change for which reactive elements are important. In addition, there
are brief discussions of the rather intangible approximation problem, and
of the types of source and load that are commonly encountered.

7.1 THE APPROXIMATION PROBLEM

The primary aim of an amplifier is to increase the level of a signal without
appreciable loss of signal information. Ideally, an amplifier should pre-
serve a specified functional relation between the input and output signals.
Often it is desired that the output should be a perfect replica of the input
at a higher power level; in more specialized cases the output is required to
differ from the input in some precisely defined way. The approximation
problem results from the fact that no amplifier is perfect so that the ideal

291
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response can never be achieved. Any practical amplifier corrupts the
signal to some extent. The approximation problem is to decide what
physically realizable transfer function is satisfactory for a given application.

The two main types of imperfection in an amplifier are introduced in
Section 1.2. The first is the deformation of all time waveforms, that is,
the limitation of restricted dynamic response, which is discussed in this
chapter. The second is the appearance of signal components at the output
that are not present in the input, that is, noise and distortion, which are
discussed in Chapters 8 and 9. It is possible to reduce the degree of
imperfection in an amplifier at the expense of increased complexity and
cost. The problem facing the design engineer is to weigh the cost of
improving an amplifier against the resultant improvement to the over-all
system. In making a decision, it is necessary to know exactly what is
expected of the complete system of which the amplifier 1s a part, and
what the amplifier is expected to do in the system. In electronics as else-
where no chain is stronger than its weakest link. There is therefore no
advantage in designing an amplifier that is very much better than the rest of
the system, but there is the disadvantage of the increased cost. Sometimes
the amplifier itself is the weakest link; in such cases the problem is to
decide what level of performance is tolerable and how much additional
cost is worthwhile in order to achieve or better this minimum acceptable
level. Experience, subjective tests, standards or specifications, measure-
ments, and information theory may all influence the final decision.

As an illustration of the approximation problem, Table 7.1 lists the
acceptable performance for various systems and the probable cause of the
limitation in each case. Thus, in an excellent audio system there is no
sense in extending the range of the amplifier beyond about 10 Hz to 40 kHz.
Its response would be within a few percent at the over-all pass-band limits
(20 Hz to 20 kHz), which is quite an insignificant variation compared
with the imperfections in the microphone, tape, loudspeakers, and the room
acoustics. The engineer who designs an amplifier with the object of
extending the high-frequency response to 1 MHz is misguided in the ex-
treme, and the engineer who proposes to build even a 50 kHz amplifier
for use with a low-quality pickup and loudspeaker would be well advised
to reconstder the distribution of his spending. This it not to imply that
it is unwise to design an amplifier whose performance exceeds the system
requirements; rather it is unwise to spend money with the sole purpose of
exceeding requirements. Often a performance that is beyond require-
ments in one respect (say, frequency response) accrues as a by-product
of some other aspect of the requirements (say, distortion).

Table 7.1 is not intended to be a complete specification for the various
familiar systems. Although it is necessary for the systems to satisfy the
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Table 7.1 Approximate Specifications for Familiar Systems

Frequency Range Distortion Minimum Ratio
System for Sinusoidal Signals on Signal Pcaks Peak Signal to Noise
Telephone 250 Hz-3 kHz 20%, 40 dB
(microphone, carpiece,  (microphone, (noise pick-up in
filters) earpiece) plant)
Good AM radio 150 Hz-5 kHz 10%, 45 dB
receiver (loudspeaker principally; (loudspeaker, (static, mains-
also the limited circuit) frequency hum)
receiver pass-band) d
Good phonograph 70 Hz-10 kHz 5%, 55 dB
(pick-up, loudspeaker) (disk manufacture, {disk manufacture,
pick-up, surface noise, hum
loudspeaker) and noisc in
amplifier)
Professional 30 Hz-20 kHz 3%, 65 dB
record/playback (loudspecaker, room (tape nonlincarity, (tape noise)
AF tape system acoustics) loudspeaker)
Picture channe!, 20 Hz-3 MHz 10%, 30 dB
average (limited receiver (video output stage) (noise in first stage)
domestic TV pass-band)
receiver
Picture channel, dc-5 MHz 5%, 35 dB
excellent (channel width, (picture tube y) (noise in first stage)
domestic TV C.C.1.R. standard)
receiver
Professional dc-8 MHz 5%, 40 dB
closed-circuit (camera and picture (camera and (noise in firs\ stage
TV tube resolution) picture tube y) of camera amplifier)

requirements listed, these requirements by themselves are not sufficient to
ensure satisfactory performance. In video systems, for example, it is
necessary to specify limits to the overshoot produced on transient input
signals.

The most important single property of many amplifiers is their operating
frequency range, and it is quite common to classify amplifiers according
to the range of signal frequencies for which they are useful. Subaudio-
frequency signals are encountered principally in control or servo systems.
The component frequencies may extend as low as zero (i.e., dc), and as
high as a few hundreds or thousands of hertz. Audio-frequency signals
occur in sound systems and in many other applications such as certain
measuring instruments and low-carrier-frequency communications circuits.
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The frequency range extends from a few hertz to several tens of kilo-
hertz; sometimes the low-frequency limit is dc. As the upper frequency
limit is raised audio signals merge into wide-band or video signals. There
is no accepted line of demarcation, but it would be unusual to describe a
signal whose highest component frequency is less than 100 kHz as *“wide
band,” or to describe as “audio’ a signal with more than 1 MHz band-
width. The upper frequency limit for wide-band signals extends almost
without limit—certainly to 100 MHz. Wide-band amplifiers are used in
most measuring instruments such as oscilloscopes and electronic volt-
meters, in television (hence the term video), radar, and many nucleonic
instruments. The lower frequency limit ranges from dc or a few hertz in
measuring instruments and television, to | or more MHz in certain
nucleonic applications.

7.2 SOURCES AND LOADS

Low-pass amplifiers are used in a multitude of applications, and a great
diversity of sources and loads is encountered. Sources and loads can be
classified first as single-ended or balanced and second according to their
impedance and the relative driving-point impedance of the amplifier to
which they should be connected. The following sections discuss a number
of practical aspects of sources and loads. Satisfactory justifications are
not given for some of the statements made; the reader may rectify these
intentional omissions.

7.2.1 Single-Ended and Balanced Terminal Arrangements

Most sources, amplifiers, and loads have single-ended (or unbalanced)
terminals. Each terminal pair consists of a common terminal (also known
as ground or *““cold”) that is at the universally accepted zero of potential,
ground voltage, and a signal terminal (also known as active or ‘““hot”)
that is at the signal voltage relative to ground. The common terminal is
usually connected to the frame or chassis. Items of equipment with
single-ended terminals may be interconnected with separate signal and
common wires or with a twin-wire pair. Alternatively, they may be
interconnected with some form of concentric cable for which the inner
conductor is the signal lead and the outer shield or covering is the common.

Some sources, amplifiers, and loads have balanced terminal arrangements.
Each terminal group consists of two active terminals with the option of a
third ground terminal. The signal is the difference between the voltages
of the two active terminals which, ideally, are at equal but opposite signal
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voltages relative to ground. A differential amplifier is insensitive to any
inphase or common-mode signal that is present simultaneously on both
active terminals, and responds only to the difference or differential-mode
signal between them. The advantage of a balanced transmission path is
that it is less susceptible to interference than a single-ended transmission
path. Ideally, any stray electric or magnetic field induces the same emf
in both signal wires and these interfering signals cancel. Perfect cancella-
tion requires equal pickup in the two wires so that balance of the physical
layout is important. Twin-leads are more satisfactory than separate
wires, and a twin-lead with a grounded shielding cover is better still.
Balanced systems are more expensive than single-ended systems as they
involve a second active wire and often require a more complicated amplifier.
They are therefore reserved for applications where a low susceptibility to
interference is important; microphone cables carrying low-level signals are
a common example.

7.2.2 Thevenin and Norton Representations

According to Thevenin’s and Norton’s theorems, any source can be
regarded either as a voltage generator with a series impedance or as a current
generator with a shunt impedance. The two representations are equiva-
lent as long as the values of all the elements are known. In most trans-
ducers, however, the generator in one form is more closely allied to the
transducer physics and is therefore more reproducible. For example, the
equivalent voltage generator for an electromagnetic transducer is directly
related to the time rate of change of flux; the equivalent current generator
involves the transducer impedance as well as the flux change and is there-
fore less reproducible. An amplifier should be designed to make use of the
more reproducible equivalent generator within a source.

Loads make direct use of the voltage applied to them or of the current
forced through them. For example, electrostatic transducers make use of
the voltage, whereas electromagnetic transducers make use of the current.
(Loudspeakers are an exception to the latter statement.) The amplifier
for use with a particular load should be designed to supply the preferred
type of signal.

Inside a multistage amplifier the output of one stage is the source for
the following stage. The design should be such that each stage makes use
of the more reproducible output signal type from the preceding stage.

These conclusions can be summarized thus:

1. A source whose internal voltage is the signal to be amplified should
work into an amplifier whose input impedance is much greater than the
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internal impedance of the source, and which has a stable voltage-input
transfer function (namely, G; or A, decpending on the output circuit).
Becausc the input resistance is large, the output voltage from the source is
very nearly equal to the internal voltage generator, and the amplifier
makes use of this known voltage.

2. Similarly, a source whose internal current is the signal to be amplified
should work into an amplifier whose input impedance is much less than the
internal impedance of the source, and which has a stable current-input
transfer function (namely, A4; or Ry).

3. A load that makes usc of the applied voltage should be fed from an
amplifier whose output impedance is much less than the load impedance,
and which has a stable voltage-output transfer function (namely, 4, or R;
depending on the input circuit). Because the output resistance is small,
the voltage output from the amplifier is very nearly equal to the internal
voltage generator, and the load makes use of this known voltage.

4. Similarly, a load that makes use of the applied current should be fed
from an amplificr whose output impedance is much higher than the load
impedance, and which has a stable current-output transfer function
(namely, G; or A4)).

Transducers of the types listed above are collectively described as mis-
maiched, because there should be a gross impedance mismatch between
them and the amplifier. Matched sources and loads are encountered in
some rather specialized applications, and these (as their name implies)
should be matched by the amplifier driving-point impedances. Common
examples are open-wirc transmission lines, strip lines, coaxial cables, and
various communications nctworks such as attenuators and filters. With
few cxceptions, matched sources and loads are not transducers so neither
the Thevenin nor the Norton represcntation has any more justifiable
physical basis. In addition, the characteristic impedance is purely resis-
tive and the question of conjugate matching does not arise. The accuracy
required of the matching depends on the application; often the nearest 107,
preferred-value resistor is adequate, but it may be necessary to match
precisc attenuators and filters to 1%, or better.

There are two common impedance ranges for matched laboratory
equipment—3500 to 600 € for open-wire lines and associated networks, and
50 to 100 € for coaxial cables and associated networks—although other
values may be encountered in different applications. Matched subaudio-
and audio-frequency equipment is often designed for 600 Q impedance and
is usually balanced. However, provision is made for grounding one side
of most 600-L2 amplifiers, filters, and attenuators, so that they can be used
in a single-ended fashion if desired. Matched wide-band circuits are
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Fig. 7.1 Terminals and coaxial cable connectors: (a) G.R. terminals; (b) U.H.F.
coaxial; (¢) B.N.C. coaxial; (d) Type-N coaxial; (¢) G.R. coaxial.

usually interconnected with coaxial cables; 50 €2, 75 €2, and 91 £ are com-
mon impedance values. A vast number of plug and socket types are in
common use and some are illustrated in Fig. 7.1.

7.2.2.1 Examples of Source and Load Transducers

There are a number of source transducers that have a low but imprecisely
defined internal impedance, and for which the open-circuit output voltage
is the signal to be amplified. Most transducers for servo systems, micro-
phones, and phonograph pickups are of this class. These sources should
work into an amplifier whose input impedance is very much higher than
the internal impedance of the source, and whose stable and predictable
transfer function is defined in terms of an input voltage. Practically any
type of plug or terminal can be used with these approximate voltage
sources at audio and subaudio frequencics. Coaxial plugs and sockets
(without any terminating resistance) arc often used at video frequencies.

For cxample, there are two common forms of phonograph pickup, the
magnetic and the piezoelectric. Ideally, the open-circuit output voltage
of either is directly related to the recorded signal; both have reactive output
impedances. A magnetic pickup consists of a coil of finite winding re-
sistance and self inductance; this coil moves in a magnetic field and the
induced emf is proportional to the stylus velocity. Figure 7.2a shows the
equivalent circuit. A piezoelectric pickup has a capacitive output im-
pedance and an open-circuit voltage proportional to stylus displacement;
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Fig. 7.2 Equivalent circuits for phonograph pickups: (@) magnetic; (b) piczoelectric.

the equivalent circuit is shown in Fig. 7.2b. If either pickup is loaded
by a resistance that is high compared with the internal impedance over the
audio-frequency range, the output voltage is independent of the recorded
frequency and depends only on the appropriate velocity or displacement.
However, if the load resistance is comparable to or less than the internal
impedance, the output voltage is a function of frequency because of the
reactive nature of the output impedance. Typical values for the winding
resistance and self inductance of a magnetic pickup are 1000 Q and 0.2 H;
the load impedance should therefore be 25 k{2 or more if the output voltage
is to be independent of frequency up to 20 kHz. The output capacitance
of a crystal pickup is about 2 nF; the load resistance should therefore be
1.6 M£2 or more to maintain the output voltage down to 50 Hz.
Measuring instruments such as oscilloscopes and electronic voltmeters
are usually designed to have a very high input impedance, so that they do
not significantly load down the circuit under test. The input impedance
of the instrument should be so high that, in comparison, the circuit under
test behaves as a voltage source. Most test instruments have an input
resistance of at least | MQ and values as high as 10 M are not uncommon.
The shunt input capacitance ranges from about 100 to 10 pF or even less.
Instruments for special purposes may have input impedances differing by
orders of magnitude from these figures. Even at moderate frequencies
the capacitive susceptance dominates the input admittance, and it follows
that a test instrument disturbs the circuit more at high frequencies than at
low frequencies. Audio-frequency instruments are usually fitted with
G.R. terminals; video-frequency instruments or instruments that can be
fitted with high-impedance probes usually have coaxial sockets. In either
case the terminating resistor is omitted so that the input impedance is as
high as possible. Occasionally a switch is provided so that the termination
can be included if the instrument is to be connected to a matched source.
Some matched sources are occasionally treated as voltage sources and
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are loaded with an impedance that is high compared with their character-
istic impedance. Matched oscillators may be used this way, and their
output voltage rises by a factor of two. Cables and transmission lines
may be loaded by a high impedance only if there is a matching termination
at the sending end and if the substantial wave reflected from the receiving
end can be tolerated. It is never permissible to mismatch the output of a
calibrated attenuator or filter as the performance will be radically changed
and the calibration rendered meaningless.

Other sources have a high but imprecisely defined internal impedance,
and their short-circuit current is the signal to be amplified. Such sources
should work into an amplifier whose input impedance is much lower than
the internal impedance of the source and which has a stable transfer
function defined in terms of a current input. Sources of this type are
usually associated with optical or particle transducers; examples are
photoelectric cells, television cameras, and junction detectors and
photomultipliers in nucleonic applications. The vidicon camera tube is
one such source; it has an output resistance of several megohms in
parallel with a few picofarads stray capacitance, and its short-circuit
output current is directly related to the incident light intensity. Figure 7.3
shows the equivalent circuit. When a vidicon is connected to an amplifier
whose input impedance is other than zero, the signal current into the
amplifier falls at high frequencies. Typically, the output impedance of a
vidicon is 10 MQ shunted by 20 pF; if the input resistance of the amplifier
is 10 k{, the input current to the amplifier is down 3 dB at 0.8 MHz.
In addition it is shown in Section 8.5.3.2 that the load capacitance for
these approximate current sources should be kept as small as possible in
the interests of signal-to-noise ratio. Therefore, the input stage of the
amplifier is often mounted as close to the source as possible in order to
reduce the stray wiring capacitance. The output lead from the source is
often soldered directly into the amplifier circuit to eliminate the capacitance
of a plug and socket.

Many load transducers should be fed from an approximation to a voltage
source, that is, an amplifier whose output impedance is much less than the

< *
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Fig. 7.3 Equivalent circuit for vidicon television camera tube.



300 Small-Signal Dynamic Response

load impedance and whose stable transfer function is defined in terms of an
output voltage. Common examples are moving-coil loudspeakers, the
intensity grid of a television picture tube, cathode-ray-tube deflection plates,
piezoelectric transducers, and most nuclear countingcircuits. A widerange
of load impedances is encountered. Loudspeakers have an impedance
of a few ohms; the deflecting plates in a cathode-ray tube or the grid of a
television picture tube have an input capacitance of a few picofarads with
almost infinite shunting resistance; piezoelectric transducers have a
capacitive input impedance roughly of the order of 5 nF. A great variety
of plugs and terminals is used for connecting such loads to an amplifier.

Some matched loads may be fed from voltage sources. Voltage feed
is satisfactory for transmission lines and coaxial cables provided that they
are matched at their receiving end and that reflections from the sending
end can be tolerated. Attenuators retain their calibration when fed from
a voltage source provided their load impedance is correct, but filter
networks should not in general be fed from voltage sources.

Loads that should be fed from approximate current sources occur less
frequently. Magnetic and electrochemical transducers are common ex-
amples. Amplifiers for use with such loads should have an output im-
pedance that is high compared with the load resistance, and should have a
stable transfer function defined in terms of an output current. Trans-
mission lines and cables may be fed from current sources provided that
they are matched at their receiving end and that single-ended termination
is satisfactory. Attenuators, but not filters, may be fed from current
sources.

Motors in servo systems may be fed from either current or voltage
sources depending on the characteristics required. Field windings may
be fed from either without change to the steady-state response, but current
feed gives slightly faster transient response. Armatures fed from a voltage
source have a constant velocity characteristic, whereas current feed gives
constant acceleration.

7.2.3 Realization of Transfer Functions and Driving-Point Impedances

There are two fundamentally different approaches to designing an
amplifier for use between a specified source and load. The direct approach
illustrated in Fig. 7.4 is to design the amplifier so that its stable transfer
function and driving-point impedances are as required. This is the more
satisfactory approach for most applications. Its only fundamental dis-
advantage is that the driving-point impedances are not accurately defined;
this applies particularly to transistor circuits, where the impedances are
likely to differ by as much as a factor of two from the expected value
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Fig. 7.4 Treatment of mismatched sources and loads—direct approach:

(a) Source voltage to be amplified.
1f Ry « R|, then ™ X Us.
(b) Source current to be amplified.
If Rs>» R, then i = is.
(¢) Voltage applied to load.
If R, « R, then v, X v,.

(d) Current applied to load.
IfR,>» R;, then i, ~ i,

because of the large tolerance on 8. This approach is therefore unsuitable
for matched sources and loads, but is excellent for the more frequent case
of mismatched sources and loads. For example, the voltage that a low-
impedance source delivers into a high-input-impedance amplifier is almost
independent of both impedances provided their ratio is large, and is almost
equal to the open-circuit source voltage. Further, the feedback techniques
described in Chapter 10 for raising the input impedance of an amplifier
tend to stabilize the voltage-input transfer functions (namely, G; or 4,)
and make use of the known input voltage. Similar comments apply to
the current that a high-impedance source delivers to a low-input-impedance
amplifier, and to the various combinations of amplifier output impedance
and load impedance.

The indirect approach illustrated in Fig. 7.5 is to design the amplifier
so that its stable transfer function and driving-point impedances are
opposite to those required, and then add passive elements at the input and



302 Small-Signal Dynamic Response

5

—_—
A
! T
s Rl' or o l:, R, R Vo R 1
Ry A
(a) {c)
io
A
|l A v A v Rn R
Rg vi R | R Gor Ic;r v R,
d T T
is
()] (d)

Fig. 7.5 Treatment of mismatched sources and loads-- indirect approach:

(a) Source voltage to be amplified.
If R>» (Rs + R), then i = vs/R.

{b) Source current to be amplified.
If R«< (Rs|R), then v, = isR.

(c¢) Voltage applied to load.
If R« (R, || R), then v, ~ i.R.

(d) Current applied to load.
IfR>» (R, + R.), then i, ~ v)/R.

output to give the required functions. For example, if a high-input-
resistance amplifier with stable voltage-input transfer function is required,
a current-input amplifier with low input resistance is designed and a large
resistance is connected in series with the input. This resistor converts
the output voltage of the source into a current drive for the amplifier, and
the total input resistance is the sum of the series resistor and the input
resistance of the amplifier. Similarly, if a voltage-output amplifier with
low output resistance is required, a current-output amplifier with high
output resistance is designed and a small resistor is connected in shunt
with its output terminals. The advantage of this approach is that it
defines the driving-point impedances accurately, particularly if the ratio of
the driving-point impedance of the amplifier proper to the desired value
is very great. The relatively unknown impedance of the amplifier makes
a small contribution to the total impedance compared with the accurately
known contribution of the passive elements. Matched amplifiers are often
designed in this way because cables, attenuators, and filters require an
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accurate termination. The approach has quite serious disadvantages,
however, and is not recommended for most applications. At the input
the impedance-changing resistor dissipates some of the signal power
available from the source and, therefore, reduces the ratio of the signal to
the noise generated within the amplifier (see Section 8.5.2.1). An impe-
dance-changing resistor at the output absorbs some of the output power,
so that a larger and more expensive amplifier is required to give the same
signal power in the load.

Although the above discussion is in terms of an amplifier and its external
source and load, it applies also to the coupling networks between the
stages in an amplifier. Any stage in an amplifier may be regarded as the
source for the following stage and the load for the preceding stage.

No method is given in Chapter 5 for designing an amplifier that has a
stable current-input transfer function. Rather, it is pointed out that A,
and R; are almost meaningless concepts for a vacuum tube because the
input current approaches zero, and that these transfer functions are un-
predictable for a transistor amplifier because of their dependence on 8.
Later chapters discuss feedback methods by which stable amplification of
an input current can be achieved. However, it is possible to produce an
amplifier with stable 4, or Ry by the method illustrated in Fig. 7.56. If
the shunt resistor R is much smaller than the uncertain input resistance
of the amplifier, the total input resistance is known and is approximately
equal to R. An input current from the source develops a known input
voltage across the known total input resistance and, because the voltage-
input transfer function G or 4, is known, the output is known also. This
method for producing a stable current-input transfer function is essentially
the method used in Section 5.5.1 for stabilizing the gain of a transistor
amplifier.

Transformers are often used in audio-frequency amplifiers for changing
the effective source and load impedances, and the advantages discussed in
Sections 8.5.2 and 16.2 accrue. A suitable input transformer can change
the source impedance to the value that maximizes the signal-to-noise ratio.
An output transformer can change the load impedance to the value for
which the maximum output power is available from given vacuum tubes
or transistors. Finally, a transformer can be used for converting a
balanced circuit into a single-ended circuit, and vice versa.

7.3 FREQUENCY AND TIME RESPONSE

In general, the transfer function of any amplificr is different in magnitude
and phase for sinusoidal signals of different frequencies. The output,
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however, is a sinusoid of the same frequency as the input provided there
is no noise or distortion in the amplifier, that is, provided the amplifier is
linear. Any specification of the variation of the transfer function with
frequency gives some mcasure of the frequency response. Also, no linear
amplifier passes nonsinusoidal or transient signals without some de-
formation. A specification of the deformation suffered by a nonsinu-
soidal signal gives some measure of the time or transient response of the
amplifier.

Both the frequency response and time response of any network are
completely and uniquely determined by the positions of its poles and
zeros in the complex frequency plane. Time and frequency response are
thereforc interdependent and any complete specification of one determines
the other. At a common-sense level the two are related through Fourier
analysis; the deformation of a nonsinusoidal waveform can be calculated
from the different amplification of its various sinusoidal Fourier compo-
nents. [t is necessary to develop a flexibility of outlook, so that the
performance of a circuit can be investigated in terms of either time or
frequency response. The more pertinent approach depends on the prob-
lem; time response is generally more useful for signal applications, but
frequency response permits a more direct approach to noise calculations.

7.3.1 Mid-Band Frequency Range

The transfer function of an amplifier is given as a function of complex
frequency by the ratio of two polynomials in s. These polynomials can
be factorized (complex factors are allowed), and the factors grouped such
that

TF(s) = m{ H [«ak(sn} — TF, ¥(s). 1)

TF, is a constant multiplier called the mid-band transfer function and y(s)
is the normalized frequency (or time) response; y(s) gives the poles and
zeros of the transfer function. Each of the ,(s) factors is a complex,
frequency-dependent term that is associated with one or more reactive
elements in the equivalent circuit of the amplifier.

It is most important to realize that the poles and zeros throughout an
amplifier are commutative. That is, the response of an amplifier is the
same as long as the total singularity pattern is the same, quite independent
of the distribution of the poles and zeros among the individual stages.
This degree of freedom in designing for a specified response can be
exploited to achieve a convenient practical realization of the amplifier.
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The detailed forms of the y,(s) associated with particular reactive
elements are discussed in Sections 7.4 and 7.5; there are two broad types:

LOW-FREQUENCY FACTORS

bfs)—1 as s—o0, (7.20)
HIGH-FREQUENCY FACTORS

Pu(s)—>1 as s5s—0. (7.2b)

The variation of the transfer function at low frequencies occurs when the
product of the low-frequency factors departs appreciably from unity;
similarly, the variation at high frequencies occurs when the product of the
high-frequency factors departs from unity. In between is a mid-band
range of frequencies for which |¢(s)| = 1, and all reactive elements can be
neglected. Evidently, TF,, is one of the real quantities G;, Ay, 4,, or Ry
given by the equations of Chapter 5; TF(s) is the corresponding complex
quantity Y, Ay, A, or Z;.

Some amplifiers are not intended to have a transfer function that is
independent of frequency over the operating frequency range. Examples
are the equalizing stage in a phonograph (which compensates for the
recording characteristic) and operational amplifiers (integrators and differ-
entiators). Almost any desired response can be produced by a suitable
array of poles and zeros, that is, a suitable quotient of polynomials in s.
The idea of a mid-band range can be extended to accommodate these
special cases by treating the ideal quotient of polynomials as the mid-band
transfer function; the ¢ function is what remains in the transfer function of
a practical amplifier. This ¢ function contains undesired singularities
that cause departures from the ideal response at low and high frequencies.
As before, the mid-band frequency range is the range over which the
function is approximately unity. The singularities found in following
sections may be considered as belonging to TF, or ¥(s) as appropriate.

7.3.2 Bandwidth, Rise Time, and Tilt

The time response and frequency response of an amplifier can be cal-
culated from its singularity pattern by exact analytical means or approxi-
mate graphical means; both methods are treated in specialized books.
With experience, it is possible to approximate the response by inspection.
Often this is easy, because the response of most amplifiers is dominated by a
relatively few singularities. The complete singularity pattern contains
much insignificant, or even useless and possibly confusing, information.
One of two simple alternative specifications of the response is adequate for
most purposes.
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The first alternative specification of the response of an amplifier is its
bandwidth, the frequency range over which the gain is approximately con-
stant for sinusoidal signals. Usually the bandwidth is taken as the
frequency range over which the power gain differs by less than a factor of
two from its mid-band value, and the upper and lower frequency limits are
called the upper and lower half-power points or 3-dB points. Because power
is proportional to the square of voltage or current, it follows that the

voltage gain or current gain is constant to within a factor V2 over the
3-dB bandwidth. The adoption of half-power bandwidth as standard is
convenient for analysis and realistic in practice. Analytically, the 3-dB
point occurs at the frequency w where

[$(jw)|? = 4, 7.3

and in a single-pole system the 3-dB point is at the pole frequency. In
practice, an amplifier is satisfactory for all but the most stringent require-
ments if its 3-dB bandwidth encloses the signal frequency range; the maxi-
mum change in gain over the passband is about 30%,.

The second specification of the response of an amplifier is in terms of its
deformation of a square wave of given frequency. A square wave is
built up from a series of steps in opposite directions; because the step
function is one of the basic signals in transform algebra, specification of
the square-wave response allows ready determination of the response to
most other simple waveforms. The two most significant parameters in
the square-wave response of an amplifier are its rise time and percentage
tilt.  Unless the contrary is specified, the rise time is the time taken for
the output to change from 10 to 90%, of its final value when a square
wave or step of very fast rise time is applied to the input. Associated
with the rise time is the percentage overshoot and ringing; rise time, over-
shoot, and ringing are illustrated in Fig. 7.6.* The percentage tilt on the
top of a square wave is a measure of the flatness of its top; this is illustrated
in Fig. 7.7. The rise time of any network is related to its high-frequency
response (though not uniquely), since the “edge” of a square wave is
determined by the higher-frequency components in its Fourier series.
Similarly, the tilt on a square wave of given frequency is related to the low-
frequency response, since the “body” of a square wave is determined by
its lower-frequency Fourier components.

The 3-dB bandwidth of an amplifier does not define its frequency
response completely; there can be variations in phase or flatness of the

* The risc time, overshoot, and ringing on a square wave are often referred to as the
leading-edge response.  Sometimes, the tilt on a square wave is referred to as the
trailing-cdge responsc. The authors prefer 1ilr or top response and reserve rrailing-
edge for the downstroke of a square wave or pulse.
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Fig. 7.6 Leading-edge response of an amplifier, that is, the response to a step-func-
tion input: (a) 10 to 907, rise time; (b) percentage overshoot; (c) percentage ring.

response inside the passband, and variations in the rate of attenuation
outside the passband. The only complete specification is the singularity
pattern. Similarly, the rise time and tilt do not define the square-wave
response completely; there can be variations of the output waveform
between the prescribed limits. Unfortunately, the realizable singularity
patterns that give the flattest frequency response with specified 3-dB
bandwidth do not give the best time response; there are considerable over-
shoot and tilt. 1t can be shown that the gain of an amplifier with optimum
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Fig. 7.7 Top response of an amplifier, that is, the response to a square-wave input:
(@) simple tilt; (6) “bowed™ tilt.
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square-wave response is less than the gain of an amplifier with flat frequency
response at high frequencies, but greater at low frequencies. There is,
therefore, no one optimum design for an amplifier with specified band-
width; the optimum singularity pattern depends on the waveform most
commonly encountered. This is one example of the approximation
problem. As a guiding rule, amplifiers for use in audio systems or with
meters should have a flat frequency response, because the waveforms
encountered are principally sinusoidal. Amplifiers for use in pulse or
visual systems (television or oscilloscopes) should have optimum square-
wave response.

7.3.3 Conventions

In general, the singularity pattern of an amplifier stage depends on
which of the four transfer functions Y, 4y, 4,, and Z; is being considered.
As shown in Section 5.5.1, the stages within a multistage amplifier can be
regarded as having voltage gain, current gain, and alternate transfer
admittance and impedance. Although the individual singularity patterns
depend on the breakup into stages, the total pattern for the stages inside an
amplifier must always remain the same. However, the input and output
circuit singularity patterns depend on the source and load impedance, and
on the transfer function being considered. Given the singularity pattern
for one combination of source impedance, load impedance, and transfer
function, it requires only simple algebra to find the singularity pattern for
any other combination. In the following sections the singularity pattern
of a stage is derived in terms of the voltage applied to its input electrode.
Voltage-input transfer functions are chosen for three reasons:

(1) the input voltage to a charge-controlled device gives the most direct
control over the mobile charge;
(ii) the concepts of input current and current gain are almost meaning-
less for the vacuum-tube circuits thus far considered in this book;
(iii) the predictable transfer functions of simple transistor stages are
those involving input voltage.

Other transfer functions are more suitable for some of the feedback
amplifier configurations developed in later chapters of this book.

7.4 LOW-FREQUENCY RESPONSE OF RC-COUPLED
AMPLIFIER STAGES

There are three general causes for the variation in gain of a resistance-
capacitance-coupled (RC-coupled) amplifier stage at low frequencies.
These are the interstage coupling capacitor, the bypass capacitors in the
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biasing system, and the decoupling capacitor. Each of these capacitors
contributes one pole and one zero to the amplifier’s singularity pattern.
Both singularities lie on the ncgative real axis in the complex frequency
plane and are relatively close to the origin.

Coupling, bypass, and decoupling capacitors are introduced in Section
6.4. Coupling capacitors are used to transfer the signal voltages and
currents to and from the input and output electrodes of the amplifying
devices without affecting the quiescent dc conditions at these electrodes.
Bypass capacitors hold the nonsignal electrodes such as the cathode,
emitter, and screen at zero signal voltage when their quiescent voltages are
obtained through biasing supply resistors. Decoupling capacitors are
used to reduce unwanted ac signals on the dc supply rails.

It is possible to write down the network equations for the most general
topology expected in an amplifier stage, and solve them to find the posi-
tions of all the low-frequency singularities. Simpler stages can be re-
garded as special cases of the general stage by letting certain component
values become zero or infinite. While such an approach allows easy
analysis of any multistage amplifier, it does little to facilitate amplifier
design. It gives little insight into how each capacitor contributes to the
over-all low-frequency response and, therefore, it does not suggest sound

Vsupply

Fig. 7.8 Illustrative RC-coupled amplifier.
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practical design procedures. In order to give some feeling for the opera-
tion of a circuit, the low-frequency behavior of the simple transistor
amplifier shown in Fig. 7.8 is considered initially at a purely descriptive
level. With this common-sense basis on which to build, the argument
can proceed to an analytical approach from which the locations of the
singularities can be found.

There are two coupling capacitors in Fig. 7.8, one at the input and one
at the output. Only one of these need be considered as belonging to the
stage; the other belongs to an adjacent stage. In accordance with the
arbitrary standard proposed in Section 7.3.3, it is convenient to associate
the output coupling capacitor with the stage. Suppose, therefore, that in
Fig. 7.8 there is a signal voltage at the base of the transistor, whose
frequency can be varied at will but whose amplitude is constant.

At frequencies that are not too low, the reactance of the emitter bypass
capacitor Cy is so small that it constitutes a virtual short circuit to ground.
The transfer admittance Y of the stage is given by Gr in the mid-band
equations of Chapter 5, and is independent of frequency. At lower fre-
quencies, the reactance of the emitter bypass capacitor rises and the signal
current in the emitter develops a voltage across the finite impedance in the
emitter circuit. This voltage subtracts from the input and reduces the
voltage applied between base and emitter (Fig. 7.9). It follows that ¥,
falls as the reactance of C; increases with decreasing frequency. It also
follows that the output impedance of the transistor rises, but this is not

ve falls as Cg
becomes significant Uo and vy, separate as
Cc becomes significant

ve rises as Cp
becomes significant

Voltage

vg rises from zero as
Cx becomes significant

Frequency -

Fig. 7.9 Signal voltages versus frequency in the illustrative RC-coupled amplifier
(Fig. 7.8).
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apparent in Fig. 7.9. At very low frequencies the reactance of Cg is much
greater than Rj; the impedance in the emitter circuit becomes constant
and Y7 is again independent of frequency.

The voltage gain of the stage defined as v/v, is determined by Yr and
the load in the collector circuit. At low frequencies, the reactance of C,
is very large and therefore the load is equal to R (neglecting R, and Cp
for the moment). The reactance of C. falls at higher frequencies and
therefore the load falls to R; and R,,, in parallel. The voltage gain vfy,
falls to the mid-band gain calculated in Chapter 5, and v; and v, are equal.
However, at the lower frequencies for which the reactance of C. is appre-
ciable, C. forms a voltage divider with R,,, and v, is less than v;. At very
low frequencies v remains finite, whereas v, falls away toward zero.

Finally, there is the effect of the decoupling components R, and C,.
At very low frequencies, the reactance of Cp increases and the load rises
from R; to (Rc + Rp). The voltage gain vc/v, rises and there is a
corresponding increase in v,/v,.

In a vacuum-tube circuit, the cathode bypass, coupling, and decoupling
capacitors correspond to the emitter bypass, coupling, and decoupling
capacitors. For a pentode, the screen bypass capacitor is similar in its
final effect to the cathode bypass capacitor. With biasing circuits other
than the emitting-electrode-feedback type, the effect of the various bypass
capacitors is qualitatively similar to the emitter bypass considered in Fig. 7.8.

In general the various capacitors of a practical circuit do not influence
the response over separate frequency ranges as is shown in Fig. 7.9 for
simplicity. All the break or corner frequencies (the frequencies at which
the gain begins to change) can lie quite close to each other. To an
approximation, each capacitor in the circuit contributes an independent
term to Eq. 7.1 of the form

$—2 S+wy s+ 1,
$uls) = S—p s+a s+, (7.4
where p and z = negative real numbers, and are the positions of the
pole and zero on the negative real axis of the complex
frequency plane,
w, and w; = the corner frequencies associated with the pole and
zero, respectively,
7, and 7, = the time constants associated with the pole and zero,
respectively.

The corner frequencies are generally used in expressions for the frequency
response, whereas the time constants are used in expressions for the
transient response.
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To assume that the various ¢,(s) terms in Eq. 7.1 are completely in-
dependent is an approximation, because the position of the pole associated
with one capacitor very slightly influences the positions of the poles
associated with the other capacitors. However, the pole positions also
depend on the active device parameters such as g,, and 8,, and these have
appreciable tolerances. Except for the case noted in Section 7.4.2.2,
errors in pole positions that arise from neglecting cross-coupling are in-
significant compared with the variations due to active device tolerances.
It is therefore a sound engineering approximation (and extremely useful
too) to neglect cross-coupling. In the following sections each of the
possible ¢ (s) is evaluated on the assumption that there is no cross-coupling,
although the direction in which a pole might shift is indicated. Additional
approximate expressions are deduced which are useful for design purposes;
these approximations are pessimistic in that the poles actually lie closer to
the origin than the approximation suggests. Good practice is to over-
design rather than underdesign, so that small errors in the pole positions
have little effect inside the passband.

7.4.1 Bypass Capacitors in the Biasing System

A multitude of biasing circuits is described in Chapter 6.  Only the most
common of these, the emitting-electrode-feedback circuit of. Section 6.1,
is discussed in this chapter because the general form of its results is typical
of all biasing systems. The detailed analysis of other biasing circuits
follows most easily from the feedback theory of Chapter 10; for the most
part this is left as an exercise for the reader, but some further discussion
is given in Chapter 12. Specifically, the cathode- and emitter-feedback
biasing circuits are considered here, together with the effect of the screen
bypass capacitor of a pentode. Vacuum-tube and transistor circuits are
considered separately, as their analyses differ significantly.

Figure 7.10 shows the singularity pattern associated with any bypass

s Plane hjoo

Fig. 7.10 Singularity pattern for ¢..(s) associated with a single bypass capacitor.
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Fig. 7.11 Frequency response of y.(s) associated with a single bypass capacitor.
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Fig. 7.12 Step response of y,(s) associated with a single bypass capacitor.

capacitor; |z| is always less than |p|. Figure 7.11 shows the frequency
response of the term y,(s), which may be considered as the normalized
response of an amplifier whose only source of low-frequency variation is a
single bypass capacitor. Figure 7.11a shows the gain versus frequency on
logarithmic scales for which the asymptotes are apparent, whereas Fig.
7.115 is on linear scales to show the behavior at zero frequency. Finally,
Fig. 7.11¢ shows the variation of phase with frequency. Similarly, ¢,(s)
can be considered as the normalized transient response of an amplifier
stage and Fig. 7.12 shows the response to a unit step function.

7.4.1.1 Cathode Bypass Capacitor

Figure 7.13a shows the circuit diagram for the general cathode-feedback
biasing system. Although a triode is shown, the tube may equally well be
a pentode. Figure 7.13b shows the elemental circuit used in calculating
the effect of the cathode bypass capacitor; the components in the anode
circuit are grouped as Z;, and the cathode biasing network is grouped as
Z,, where
Ry

Ze = Ty sR.Cy (7.3)

Solution of the network equations gives the transfer admittance as

Q = Emla ,
ve rat+Zp+ (p+ 1)Z (7.6)

and the voltage gain is found by multiplying by Z:
U_A — gmrAZL (7.7)

ve  Fat+ Zp+ (e + DZg
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Ry

Fig. 7.13 Vacuum tube with cathode-feedback biasing: (a) complete circuit:
(b) elemental circuit.

By comparison with Eq. 5.46 the inclusion of Z, reduces the gain and
increases the output impedance. Equation 7.6 can be manipulated into

UG 'A + Z 5 p

or, in terms of the mid-band transfer conductance G, given by Eq. 5.45,
’.A _ s =2

= = GT(S — p) (7.8)
so that the frequency-dependent factor i,(s) is explicit. The values of p
and z are

] | ry + R
—m = =, =R A 2 ] 7.
P w & KCK["A + Ry + (1 + DRy (7:9)
and
L Y Yol (7.10)

- wWo

where, for simplicity, it is assumed that Z; is resistive and equal to R;.
In the general case p and z can be evaluated. The zero is accurately

defined by passive elements but, as it lies closer to the origin than the pole,

the zero has less effect in the passband; for many practical purposes the
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zero can be assumed to lie at the origin. The pole controls the essential
features of the dynamic response, but as p depends on both  and r, the
pole position is inaccurately defined. A pessimistic approximation is to
assume that

>z,
and
u + 1 =~ m > E’
so that
p~ -5 (7.11)
X

This approximation is usually good for a pentode, but may be poor for a
low-pu triode.

It is worth emphasizing that an amplifier which is to have a lower half-
power frequency w, due to its cathode bypass capacitor does not have this
capacitor chosen approximately such that it breaks with Ry at w,; that is,

1
C. ¥ —-
w, Cp % R,
Rather, the approximate value is

w,Cx X gn. (7.12)

The value of C, for specified w, is determined almost entirely by the tube
type and not by the detail of the biasing circuit.

Very slight cross-coupling occurs between the poles due to the cathode
bypass and coupling capacitors, because Z; appears in Eq. 7.6 and there-
after, and Z, involves the coupling capacitor in the anode circuit. How-
ever, Z, is neglected in Eq. 7.11, and the design approximation for the
cathode-bypass-capacitor pole does not involve the output coupling
capacitor.

7.4.1.2 Screen Bypass Capacitor

In an amplifier stage using a pentode, the screen is usually biased at its
desired quiescent voltage with an RC network of the form shown in Fig.
7.14a. The effect of the screen bypass capacitor Cs on the low-frequency
response of the amplifier can be calculated from an elemental circuit such as
7.14b; all reactive elements except C; are ignored and the components in the
load and screen networks are grouped together as Z, and Zg, respectively:

Rs

ZS = ng' (7.13)
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—
Pl

Fig. 7.14 Pentode with screen biasing network: (@) complete circuit; () elemental
circuit.

Like all biasing networks, the screen RC supply network is essentially a
feedback system which reduces the gain at low frequencies when the
reactance of Cs becomes appreciable. Suppose that the grid voltage of a
pentode is changing in the positive direction, so that the anode and screen
currents increase. Due to the presence of Zg, the screen voltage falls.
This partially counteracts the rising grid voltage and reduces the amount
by which the various currents increase; the effective transfer admittance
and voltage gain are reduced. At moderately high frequencies where the
reactance of Cs is small, Z is negligible and the mid-band equations of
Chapter 5 apply. The gain falls with decreasing frequency as the re-
actance of Cj rises, but levels off again at very low frequencies when Z;
approaches Rs and becomes constant.

The transfer admittance of the stage is approximately

iy 1 )
= =g l—F——F" 7.14
Vg & (1 + kgnZsfus (7.14)

where k& is the ratio of screen to anode current and pg is the screen ampli-
fication factor. (The approximation assumes that r, is large compared
with Z,, a valid assumption for any normal pentode.) Substitution from

Eq. 7.13 gives
ha_ g (522,
2 gm(s - P)




318 Small-Signal Dynamic Response

Since the mid-band transfer conductance of a pentode is g,,,

ﬁ - s—z

2 GT(S = p) (7.15)
and the frequency-dependent term ¢,(s) is explicit. The values of p and
z are

o1 RCs
P T TF kgaRles (7.16)
and
I N S ol (7.17)
z w, 2 Sy .

As with the cathode biasing network, the pole is more significant than the
zero, even though the position of the pole is poorly defined because it
depends on the tube parameters k, g, and us. A pessimistic approxima-
tion for p is

~ _ Kenm
P iCe (7.18)
The screen-circuit time constants react on both the RC coupling net-
work and the cathode biasing network, and move their poles slightly
toward the origin. The exact effect depends on whether the screen bypass
capacitor is returned directly to the cathode or to ground; in either case
the effect is quite small.

7.4.1.3 Emitter Bypass Capacitor

Qualitatively, the effect of the emitter bypass capacitor is the same as a
cathode bypass capacitor. Quantitatively, the effect of the emitter bypass
capacitor on the singularity pattern of a transistor amplifier is more
complicated. The reactance of the capacitor affects the input impedance
of the transistor, and plays an important part in determining the position
of the pole due to the input coupling capacitor.

Figure 7.15 shows the elemental circuit design for a transistor amplifier
stage that has an impedance Z; in the emitter circuit. If the load impe-
dance is not too large, the transfer admittance is

ic N
le _ . 7.19
vp  refBn +re+ 2Zg (7.19)

If Z; is the emitter biasing network such that

R
T 1 + SR:Cy

1% - (rs/B: T rs) (z = ;)

Zy (7.20)

then
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Rp
Ry I Cy
(a) (b)

Fig. 7.15 Transistor with emitter-feedback biasing: (@) complete circuit; (b)
clemental circuit.

or, in terms of the mid-band transfer conductance given by Eq. 5.76

s

E _ s~ 2z ,
g GT(s = p) (1.21)
where
L r/By + re )

p === RColpti e (7.22)

and
o C R (7.23)
4 Wy

If the amplifier stage has been designed for reasonable biasing stability
such that its gain is predictable despite the production tolerance on B,
then

R > r;
and, as discussed in Section 5.3.1,

Iy

Bx

The expression for p simplifies to

« rg.

~_l __qls'
P~ =rc. T TEIC,

(7.24)
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The position of the pole is therefore almost independent of the detail of the
biasing system and the transistor type, but is critically dependent on the
quiescent dc emitter current /. On the other hand, if rz/By is not negli-
gible in comparison with r., the pole moves closer to the origin and the
low-frequency performance is improved. Against this, both the pole
position and the mid-band gain are unpredictable for they depend on 8.

[t is instructive to compare Eq. 7.24 with Eq. 7.11 of the vacuum-tube
analysis. The mutual conductance of a transistor is

P Y
En = re " rz
Substitution into Eq. 7.24 gives
PR =5

which is identical in form with Eq. 7.11.
The input impedance of a transistor is

Z( = rB + BN’E + ﬁ.\vzs, (7.25)

provided the load impedance is not too large. If Z; is an emitter biasing
network Rz and Cg, then Z, has one pole and one zero at low frequencies.
This gives rise to gross cross-coupling between the emitter bypass capacitor
and the coupling capacitor preceding a stage. Further discussion appears
in Section 7.4.2.2.

7.4.2 Coupling Capacitors

Any RC coupling network can be reduced to the form shown in Fig.
7.16. In the case of an amplifier stage that is coupled to a source:

ii» and v,, represent the source current or voltage, as appropriate;
R, represents the source resistance and its termination (if any);
R, represents the parallel combination of the input resistance of
the device and its control-electrode supply resistor.

In the case of an interstage coupling network:

i, represents the g, generator of the first device;

R, represents the parallel combination of the output resistance of the
first device and its collecting-electrode supply resistor;

R, represents the parallel combination of the input resistance of the
second device and its control-electrode supply resistor.
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CC R 1 CC
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1l A T

<+> tin Ry R» Yout Y R Vout

(a) (b)

Fig. 7.16 RC coupling nctwork in outline: (@) current-source representation;
(b) voltage-source representation, v, = inR;.

Finally, in the case of a device that is coupled to an external load:

i\, represents the g, generator of the device;

R, represents the parallel combination of the output resistance of the
device and its collecting-electrode supply resistor;

R, represents the external load.

The coupling capacitor C forms a voltage divider with R,, and the output
voltage falls from the mid-band value calculated in Chapter 5 to zero at
very low frequencies.

The network equations give

) —i( R,R, ) s(R; + R)Cc ]
out — fin R1 + R2 1 + S(R1 + RQ)CC

it follows that the frequency-dependent term ,(s) in Eq. 7.1 due to a
coupling capacitor is

(7.26)

s s s
¥uls) = s—p S+ew S+l (7.27)
where
1 1
" = @ =7 = (R, + R)Ce. (7.28)
Jw
s Plane
% - >
P

Fig. 7.17 Singularity pattern for J.(s) associated with an RC coupling network.
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Figure 7.17 shows the singularity pattern for a coupling network; there isa
zero at the origin and a pole whose position is determined by the circuit
parameters. Figures 7.18 and 7.19 show the frequency response and
time response. It is interesting to note that, when an RC coupling net-
work with lower cutoff frequency f passes a square wave of repetition fre-

|Wa(w)|
(log scale)

—

w (lo;’scale)
(a)
[¥xiw)] A
(linear scale)
YNZ | e
|
{
|
|
|
0 |
w w (linear scale)
) (b)
[Yrliw) 4
Lead
90.

45

w (log scale)

(c)

Fig. 7.18 Frequency response of .(s) associated with an RC coupling network.
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Fig. 7.19 Step response of ¢.(s) associated with an RC coupling network.

quency f, the output waveform is grossly deformed as shown in Fig. 7.20a.
This gross deformation occurs despite the fact that the greatest change in
amplitude of any Fourier component is only —30%, (—3 dB), because of
the phase shift in all the low-frequency components; the phase of the low-
frequency components is advanced, and the “ body™ of the square wave is
moved ahead in time. The lower cutoff frequency of the amplifier must

N

an

=3

~ D [
EmP T

feo =110 = f/30

Fig. 7.20 Deformation of a square wave, frequency f, by RC coupling network,
cutoff frequency fe,.
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be less than the square-wave frequency by a factor 30 before the tilt is
reduced to 5%,.

7.4.2.1 Vacuoum Tube

In the interstage coupling network between two vacuum tubes shown in
Fig. 7.21, the output resistance of the first tube is

R, = r, (7.29)
and the input resistance of the second tube is infinite. Therefore,
_ raR,
R, = 7+ R, (7.30)
and
R, = R,. (7.31)
Therefore the pole is
o, (LR
R (r‘ e+ RG)CC. (7.32)

In almost all circuits, R is at least twice as large as R,, and even larger
ratios are often encountered. Therefore, a design approximation is

l

This approximation is unlikely to be in error by more than 30%, and is
often much better. Further, it is a pessimistic approximation. The
interpretation of Eq. 7.33 is that the gain falls below the frequency at
which R; breaks with C,, that is, the frequency at which the voltage
dividing action of C. with R; becomes appreciable.

There is a small error in Eq. 7.29. The output impedance of a vacuum
tube is r, only if the cathode (and screen also if the tube is a pentode) is at

Fig. 7.21 RC coupling network between vacuum tubes.
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zero signal voltage, that is, if these electrodes are perfectly bypassed to
ground. Bypassing is not perfect at low frequencies and, therefore, the
output impedance is greater than r,. It follows that the coupling circuit
pole is closer to the origin than the position given by Eq. 7.32; the error
is small and is not taken into account in Eq. 7.33.

Expressions for the pole positions when a vacuum tube is capacitor
coupled to an external source or load follow from trivial extensions of the
above development.

7.4.2.2 Transistor

Figure 7.22 shows the interstage coupling network between two tran-
sistors. The output resistance of the first transistor is very large, and the
input impedance of the second is Z, given by Eq. 7.25. The values of R,
and R, that must be substituted into Eq. 7.26 to find ¢,(s) are therefore

Rl = RC! (734)
R, ~2Z, = Rf’_’f 'Z( (7.35)

Notice that R; is not simply a resistance, because Z; involves the impedance
of R; and Cg in the emitter circuit. It follows that y,(s) for the coupling
capacitor has two poles and two zeros, not one of each as for vacuum
tubes. Invariably, however, one of the zeros cancels the pole due to
the emitter bypass capacitor (Eq. 7.22), so the complete system has a two-
pole, two-zero transfer function.

The system zeros can be found easily. One is the emitter-bypass zero
(Eq. 7.23); the other is due to the coupling capacitor and lies at the origin.
General expressions for the coupling capacitor poles can be written down;
however, the pole positions depend on both C¢ and Cy (i.e., cross-coupling
occurs), and the general expressions are so complicated that it is difficult

Ry
ﬁN. Tg, Ty

Fig. 7.22 RC coupling network between transistors.
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to deduce anything useful from them. Three special cases account for
the useful possibilities; Problem 12.5 contains further information.

CASEl. If Rp « (rg + Byry), then Z, = Rgand cross-coupling between
C. and C is eliminated. The coupling capacitor contributes a zero at
the origin, and a pole

- }) = (Re + Rp)Ce. (7.36)
The emitter bypass capacitor contributes the pole and the zero is given in
Section 7.4.1.3.

CASE 2. If Cy is very large so that |Zg| is small over the entire useful
frequency range of the amplifier, Eq. 7.25 becomes
Z( xR rp + BN’E'
The coupling capacitor contributes a dominant pole
1 [ Ry(rs + Bure)
—==|Rc +
P €7 Ry + (rs + Bure)

and a second pole that lies much closer to the origin and close to the emitter-
bypass zero. Overall, the system reduces approximately to the dominant
pole plus a zero at the origin.

]cc, (7.37)

CcaSE 3. If Ry >» (ry + Byre) so that Z, > Z,, the coupling capacitor
contributes a dominant pole

1 C.C
T S (__CE ) 7.38
P ( c r'p ﬁ.\rE) BNCC + CE ( )
and a second pole that lies much closer to the origin and close to the emitter-
bypass zero. Again, the system reduces approximately to the single
dominant pole plus a zero at the origin. A useful practical simplification
results from choosing

B.’VCC > CH~
when Eq. 7.38 becomes
1 (RC + rp )
—= = + rg|Cy. 7.39
p By A (7-39)

This last case is the most generally useful.

Expressions for the pole positions when a transistor is capacitor coupled
to an external source or load follow from trivial extensions of the above
development.

7.4.3 Decoupling Networks

Decoupling networks contribute one real-axis pole and one real-axis
zero to the singularity pattern of an RC-coupled amplifier stage. Like
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the bypass capacitors, neither singularity is at the origin; in contrast to
the bypass capacitors, the pole is closer to the origin than the zero. The
form of the frequency-dependent term ¢.(s) in Eq. 7.1 due to a decoupling
network is

Z_S+w2_s+1/‘l’2
p S+w s+ 17

Us) = 2= (7.40)
where |z| is greater than |p|. Figure 7.23 shows thesingularity pattern, and
Figs. 7.24 and 7.25 show the frequency and time response. Qualitatively,
the operation of the circuit is as discussed in connection with Fig. 7.8.

The zero is more significant than the pole because it lies further from the
origin, but often the circuit values in audio and subaudio amplifiers are
such that both can be neglected. First, the pole and the zero lie so close
to each other that, to an excellent approximation, they cancel. Second,
both singularities are so close to the origin that they have negligible effect
on the passband even if they do not cancel. However, a number of
inequalities hold between the various resistances in the load network of a
certain class of wide-band amplifier, and the decoupling network singu-
larities move out from the origin; these amplifiers are discussed in Section
13.3. Because the positions of the decoupling network singularities are
of interest only in this special case, these inequalities are assumed to be
satisfied in the following analyses. Even if the inequalities are not satis-
fied, the position of the zero is still given exactly but the pole appears to
lie closer to the origin than is actually the case. This error is insignificant
becausc the pole has less effect on the passband than the zero. Decoupling
networks have no effect on the singularity pattern of the bypass and coup-
ling capacitors if the inequalities are satisfied, or if their own singularities
lie well outside the passband.

71,72 .
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Fig. 7.28 Step response of .(s) associated with a decoupling network.
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7.4.3.1 Vacuum Tube

The following inequalities hold between the resistances in Fig. 7.26a if
the amplifier is of the wide-band type discussed in Section 13.3.1.

R+ Rp«ry, (7.41)
R, + Rp € Rg. (7.42)
The pole and the zero from the decoupling network are then

1

p= “R.C. (7.43)
and

_ _Ri+ Ry

= R.R.C, (7.44)

The pole and the zero lie very close together and cancel to a first approxi-
mation unless a further inequality is satisfied:

R, « R, (7.45)

The interpretation of Eq. 7.44 is that the gain increases below the frequency
at which C,, breaks with (R, || Rp), that is, the frequency at which the load
impedance begins to increase. The gain levels off again at very low
frequencies when the reactance of C, becomes large compared with R,
(Eq. 7.43).

Ry

(a) b

Fig. 7.26 Decoupling circuit for a vacuum tube: (a) complete circuit; () elemental
circuit.
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Rh
J_ AMMN—0 V-
Cn
1
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R” CI)I RI)
(a) (b)

Fig. 7.27 Decoupling circuit for a transistor: (@) complete circuit; (b) elemental
circuit.

7.4.3.2 Transistor

The inequality that must be satisfied in Fig. 7.27a before the decoupling
components have a pronounced effect on the low-frequency response is

R R

R. + R, « m (746)
The pole and the zero are then
|
p= - R.C, (7.47)
and
Rc: + R,
2= —=—C 1 P 7.48
RRCo (749

The pole and the zero lie very close to each other and cancel to a first
approximation unless a further inequality is satisfied:

Rc « Ry, (7.49)

These results have the same interpretation as for the vacuum-tube case.

7.5 HIGH-FREQUENCY RESPONSE OF
RESISTANCE-COUPLED AMPLIFIER STAGES

The gain of an amplifier stage varies in both magnitude and phase for
sinusoidal signals whose frequency lies above the mid-band range. In
terms of an equivalent circuit, this variation is due to the capacitance that
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exists from all points in the signal path to ground. There are three
components of capacitance at any point:

(i) the capacitance of the device (or source) that precedes the point in
question;
(ii) the stray capacitance of the interstage wiring and coupling com-
ponents to ground;
(iii) the capacitance of the device (or load) that follows the point in
question.

The device capacitances, (i) and (iii), can be further subdivided:

(a) the intrinsic capacitance associated with the mobile charge in the
charge-control model;

(b) the extrinsic capacitances such as transition capacitances or direct
capacitances between electrodes, lead wires, etc.

The discussion in this section is concerned only with the high-frequency
response of resistance-coupled amplifier stages, that is, amplifier stages
in which resistors are the only passive elements deliberately connected in
shunt with the signal path. The RC-coupled amplifiers discussed in
Section 7.4 are the most common examples; the direct-coupled amplifiers
of Chapter 15 are another possibility. The shunting resistors in these
amplifiers are the various supply resistors associated with the biasing
networks. Coupling capacitors (which are in series with the signal path,
rather than in shunt) can be neglected because the reactance of a coupling
capacitor is negligible except at low frequencies. However, the stray
capacitance to ground of a bulky coupling capacitor may well be the largest
single component of stray capacitance associated with the interstage wiring.
Further, all bypass capacitors can be neglected because their reactance is
very small; the effective transfer admittance of any device is its mid-band
transfer conductance Gy derived in Chapter 5.

7.5.1 General Theory

Any resistance-coupling network can be reduced to the form shown in
Fig. 7.28a at high frequencies. In this diagram

8m R,, and C, represent the mutual conductance generator, output
resistance, and output capacitance of the device preceding
the coupling network, or the corresponding parameters
of an external source;
Ry represents the parallel combination of all biasing re-
sistors and is the same R, as in the mid-band analysis
of Chapter 5;
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Fig. 7.28 High-frequency equivalent circuit for a resistance-coupled interstage
network : (a@) complete; (b) elements combined.

Cs is the stray wiring capacitance;
R, and C, represent the input resistance and input capacitance of
the device following the coupling network, or the
corresponding parameters of an external load.

The various elements can be combined to give the simple equivalent
circuit of Fig. 7.286. The output voltage is constant at medium frequen-
cies for which the reactance of C is large, but falls away to zero at high
frequencies as the modulus of the total load falls. The network equations
give
. 1

Pout = llnR[‘lm]' (750)
It follows that the frequency-dependent term in Eq. 7.2 due to the stray
capacitance that shunts a resistance-coupling network is

1 1 I
() = 7= sip - 1 + sjwr 1 + 57y

(7.51)

where
| |

I) = ——wl = —1._1 = _R" (7.52)

s Plane A jw

X

Fig. 7.29 Singularity pattern for ¥.(s) associated with a resistance-coupling network.
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Figure 7.29 shows the high-frequency singularity pattern of a resistance-
coupled amplifier stage; there is a single pole on the negative real axis.
Figures 7.30 and 7.31 show the normalized frequency and time response
¥i(s), and the relations between the pole position, 3-dB cutoff frequency.
and time constant.
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Fig. .30 Frequency response of ¢,(s) associated with a resistance-coupling network.
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Fig. 7.31 Step response of $.(s) associated with a resistance-coupling network.

7.5.1.1 Vacuum Tube

The equivalent circuit for a vacuum-tube interstage network is shown in
Fig. 7.32. The values of Rand Cin Fig. 7.28 are:

R = (parallel combination of r,, R,, and Rg), (7.53)
C = (parallel combination of C,, Cs, and C)), (7.54)

and the voltage gain from the grid of the first tube to the grid of the
second is
Yoz _ _g R(_L_). (7.55)
V1 "\l + sRC ’
A source of complication is in the values of C, and C;; these are not simply
the anode-to-cathode and grid-to-cathode capacitances, respectively.
Discussion of this follows in Section 7.5.2.

&m 7y . Co
% RA% cj'

=~ 4+ =+

I
WWA
»

g

Fig. 7.32 Elemental circuit for a vacuum-tube interstage coupling network at high
frequencies.
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A figure of merit for an amplifier at high frequencies is the product
of its mid-band gain and its 3-dB bandwidth, that is, its gain-bandwidth
product:

GB = |Aym|l X W (7.56)

where the cutoff frequency w,, is the pole frequency. If a multistage
amplifier consists of a number of identical stages, so that g, R, and C
are the same for each, the gain-bandwidth product per stage is

1
G2 = (gnB) x (R_C)’
that is,

_&nm

B = ol (7.57)
Thus, the gain-bandwidth product of a given tube at constant quiescent
conditions (i.e., constant g, and r,) and with constant stray wiring capaci-
tance is a constant. The gain can be changed by varying R, and/or Rg
so as to vary R, but ¥4 remains constant. The realizable 442 of an
amplifier stage can be increased somewhat by careful construction and
wiring that reduce the stray capacitance. Realizable ¥# can also be
increased by increasing the quiescent cathode current and hence g,, but
there remains a definite upper limit to 44 that can be realized from a
given tube:

7 —_ gm(mu)

B max = C+C (7.58)
where gnmax, 1 the maximum g, attainable without exceeding the tube’s
ratings. There is, therefore, an upper limit to the usefulness of a given
vacuum-tube type as an amplifier of wide-band signals. The concept of a
limiting value for ¥4 is introduced in Section 2.5.1; further discussion of
its significance in multistage amplifiers appears in Section 13.6.

7.5.1.2 Transistor

The exact analysis of a junction transistor interstage network at high
frequencies is relatively complicated. As shown in Fig. 7.33a, rj splits
the shunting resistors and capacitors into two groups. Exact analysis
shows that the voltage gain from the internal base of one transistor to the
internal base of the next transistor has two poles, both of which lie on the
negative real axis in the complex frequency plane. However, with any
normal transistor and physical layout of the wiring, both the output
capacitance C, and the stray capacitance Cs are much smaller than the
internal input capacitance cc. (cc and the characteristic frequency wc are
defined in Section 4.7.2.1.) The two poles are therefore very far apart,
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Fig. 7.33 Equivalent circuit for a transistor interstage coupling network at high
frequencies: (a) complete: (») simplified approximation.

and the high-frequency response inside the passband and for a long way
outside is dominated by the innermost pole. Mathematically, it is a very
good approximation to neglect C, and C; entirely, so as to reduce the
network to the single-pole type shown in Fig. 7.3356. The voltage gain
between the internal bases is

gz _ _ ReByrs ){ (Rp + ra)Burs ] }-l_
- gm(Rr + ra + Bure '+ (R + rg) + Bure ce

it follows that

bgg _ ayRp (Rp + rp)Burs —1.
vey [(RP + ra)/By + rg]{] +s (Rp + rp) + ﬁNrSICC} (7.59)

The effective values of R and C in Fig. 7.28 are

R = (Rp + rg)Burs i
(Re + rg) + Bure

C = c. (7.61)

(7.60)
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If a multistage transistor amplifier consists of a number of identical
stages, the ¥ per stage is
gg = |AVM| x W,

N [(RP + ::;Z;N +r s] ((I;;P-:r: :)gv’i:’:g];

that is,

_ aNRP .
98 = (Rp + ra)rsec (7.62

But ¢, is related to the characteristic frequency w, of a transistor by

= o,
wWe rECC (7.63)
Ihus.
P RP .
jg = wc(_—RP rB) (7.64)

The realizable ¥# of a transistor is less than w; by an amount that
depends on the ratio of R, to rz. Section 13.3.2 discusses the consequences
in wide-band amplifiers, and derives an optimum emitter current at
which 94 is maximized.

7.5.2 Input and Output Capacitances: Miller Effect

The input capacitance to a device when it is used in an amplifier stage
is not simply the sum of the capacitances from the input (control) electrode
to all other electrodes. Similarly, the contribution of an active device
to its own load capacitance is not simply the sum of capacitances from
the output (collecting) electrode to all other electrodes. In both cases
the capacitance is larger by an amount that depends on the voltage gain.
This increase in capacitance is called the Miller effect* after its discoverer
and the excess capacitance is called the Miller capacitance.

Consider the charge-control model shown in Fig. 7.34. Three com-
ponents of charge must be supplied to the control electrode in order to
change the output current:

AQ, is the excess mobile charge required in the control region; this is
represented by ¢;;

AQ,. is the extrinsic charge associated with changing the control-elec-
trode voltage relative to the emitting electrode; this is represented
by c¢;., which may be an electrostatic capacitance, a depletion
layer (transition) capacitance, or a combination of the two;

* J. M. MILLER, " Dependence of the input impedance of a three-electrode vacuum
tube upon the load in the plate circuit,” Nar. Bur. Stand. Sci. Papers, 15, No. 351,
367, 1919-1920.
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Fig. 7.34 Components of charge associated with a charge-controlled device which
has voltage gain.

AQ, is the charge associated with the change in voltage between the
control and collecting electrodes; this is represented by ¢,, which
may be an electrostatic or transition capacitance, or a combination
of the two.

Similarly, three components of charge must be stored in the device if the
voltage of the collecting electrode is to change:

AQ, is the change in mobile charge in the conducting channel, repre-
sented by ¢y;

AQ,. is the charge associated with the stray capacitance ¢,, between the
collecting and emitting electrodes:

AQ; has been considered above.

Note that the charge stored in the stray capacitance external to the device
is not considered in this discussion.
The apparent input capacitance of the device is

AQ
C = INZ (7.65)
_AQ, + 40, + AQ,
AV,
_ AV + o AV + c(AV, — AV)),
= INZ ’
that is,
C,' = + €. + Cl(] - Av), (7.66)
where A, is the voltage gain:
AV,
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Note that A, is negative (180° phase shift) for simple amplifiers, so that
(I — A4y) is positive and greater than unity. By a similar argument, the
contribution to the effective load capacitance is

C, = ¢+ Con + (-,(1 - Al) (1.67)

14

7.5.2.1 General Miller Effect

Equations 7.66 and 7.67 are special cases of a general effect. In
general, a bridging impedance Z, connected between the input and
output of an amplifier is equivalent to the shunt impedances shown in
Fig. 7.35:

Zn =750 (7.68)

Z,

Zow = T= 14,

(7.69)
Notice that Z,,, is not the contribution of Z, to the output impedance
(the impedance looking back into the amplifier from the load). Rather,
Z... is the contribution to the load seen by the amplifier; the total effective
load is the parallel combination of Z,, and any other load. Because
|Ay] is often much greater than unity, the term 1/A4, in Eq. 7.69 can usually
be neglected and Z,,,, is approximately equal to Z,. In contrast, Z,, may
be very different from Z,. Depending on the nature of Z, and the magpni-
tude and phase of 4,, Z,, can take on all possible impedance types—
positive and negative resistance and positive and negative reactance.
Two cases are of particular interest. [n both, the amplifier is a single
stage and Z; is a capacitor C;.

Fig. 7.35 Generalized Miller effect. The bridging impedance Z, may be replaced
by the shunt impedances at the input and output.
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CASE |. The gain increases with increasing frequency. This could be
obtained by using a load impedance that increases with increasing fre-
quency; an example is a load comprising inductance in series with resist-
ance. Suppose the gain of the stage is of the form

AV = _IAyml(l + ST). (7.70)
The Miller input admittance follows from Eq. 7.68 as
Ym(jw) = —'wZCFTIAle +_]pr(| + IAVMI)’ (7.7])

where Cp is the total feedback capacitance. This admittance is the
parallel combination of capacitance and frequency-dependent negative
resistance plotted in Fig. 7.36.

The interpretation of a negative input resistance is that the input ter-
minal of the amplifier is the source of energy. An LC tuned circuit is
connccted to the input terminal of the amplifying device in a band-pass
tuned amplifier stage and, in combination with the negative input resist-
ance, this tuned circuit may break into nondecaying oscillation. Histori-
cally, the tetrode and pentode were developed to have an anode-to-grid

-k,

Input resistance or
input capacitance

Cin

Cr (14| Avy|)

1 2 3
Normalized frequency wr

Fig. 7.36 Miller input admittance of an amplifier with rising high-frequency

responsc:
Av = Avall + s7),

Z; = outpul-to-input capacitance Cy.
Drawn for Aym = —9.
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Fig. 7.37 Miller input admittance of an amplifier with falling high-frequency

response:
|
Av = Av"(l + sr)
Z, = oulput-to-input capacitance C;.
Drawn for Aym = —9.

capacitance less than that of a triode, to reduce the tendency of tuned
amplifiers to oscillate. Negative input resistance is unlikely to cause
oscillation in a low-pass amplifier because the positive biasing resistance
R: is in shunt.

CaSE 2. The voltage gain falls at high frequencies due, perhaps, to a
capacitive load. Suppose that the voltage gain of the stage is of the
form

1
Ay = —|Aval T+ (7.72)

as in the case of a resistance-coupled amplifier. The Miller input ad-
mittance follows as

Yule) = (008l + juc, [t el £ 2] (.75

| + w22 l + w?r?

This admittance is the parallel combination of positive, frequency-
dependent resistance and capacitance plotted in Fig. 7.37.
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7.5.2.2 Practical Approximations

Figure 7.37 shows that the Miller input impedance of a resistance-
coupled amplifier at high frequencies is a complicated function. It is
perhaps worth pointing out that a vacuum tube, like a transistor, has a
finite input resistance. The complete analysis of a multistage amplifier in
which the input impedance of one device forms part of the load for the
preceding device is a formidable undertaking. However, Fig. 7.37 shows
that the Miller component of input capacitance is approximately constant
at Cu(1 + |Ayn]) up to the cutoff frequency of the stage. Further, unless
the component values are unusual in the extreme, the input resistance is
very large indeed until well beyond the cutoff frequency. Therefore, it is
a very good approximation to assume that the Miller input impedance is a
constant capacitance over the passband. It is also a pessimistic approxi-
mation; the cutoff frequency of the preceding stage calculated using this
simplified Miller impedance lies below the true value.

Vacuum-tube manufacturers do not quote separate values for ¢, and
¢1e- Rather, these capacitances are lumped together as a so-called
“input capacitance ™ ¢;,, which is the sum of the capacitances from the
grid to all other clectrodes except the anode. This is no disadvantage;
as discussed in Section 3.4.2, both components are constant and independ-
ent of the quiescent operating conditions. For a triode, this “input”
capacitance is the grid-to-cathode capacitance. The true input capacitance
is

Ci = e + Cacll + |Avm]). (7.74)

Similarly, manufacturers quote an *‘output capacitance™ ¢,y, rather than
separate values for ¢, and c¢,.. This “output’ capacitance is the sum
of the capacitances from the anode to all other electrodes except the grid,
and for a triode c¢,,, is the anode-to-cathode capacitance. The true
contribution to the load capacitance is

C, = ¢ + (‘AG(I + ﬁ) (1.75)
Usually, the term 1/|4y,| in Eq. 7.75 is negligible. Further, ¢ ¢ is so
small in most pentodes that Miller effect can be neglected entirely.

The three components of input capacitance of a transistor should be
considered separately. They have different laws of variation with
quiescent point and, depending on circuit details, any one of them can
dominate. The input capacitance follows from Eq. 7.66 as ¢, first
defined in Section 4.7.2.1:

Ci=cc=cp+ cp + ol + [Ava]) (7.76)
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The components of apparent load capacitance corresponding to ¢, and
¢s. in Eq. 7.67 are zero, so that

C, = c,c(l + ﬁ) (7.77)

As in the case of a vacuum tube, the term 1/|4y,| is often negligible.

7.6 COUPLING TRANSFORMERS

A transformer consists of two magnetically coupled coils of wire.
Each coil has a finite winding resistance which is a sink for power, and the
magnetic circuit is lossy also. Further, there is distributed capacitance
between the turns of each coil and between the two coils. In the simplest
case, the complete equivalent circuit for a transformer is as in Fig. 7.38a.
The principal inaccuracies in Fig. 7.38a are

(i) representation of the distributed capacitance in each winding by a
single capacitance C, or C, across its terminals,
(ii) representation of the interwinding capacitance by the single
element C,,
(1) representation of the magnetic losses by a single resistor R,.

The equivalent circuit is rather inconvenient in its present form, and a
number of manipulations can be performed to give a more tractable
representation:

. The magnetically coupled coils are replaced by a 7 of inductances
and an ideal transformer as shown in Fig. 7.385:

N? = ’Li: (7.78)
2
k2 = L—":"—Lz- (7.79)

The coefficient of coupling & is very close to unity for iron-cored trans-
formers of the type considered in this chapter.

2. The secondary winding resistance and distributed capacitance are
moved to the primary side of the ideal transformer (Fig. 7.38¢).

3. The interwinding capacitance is replaced by a Il of capacitances
(Fig. 7.384).

Even this simplest equivalent circuit is so complex that a complete
analysis is a formidable undertaking. The engineering problem with a
coupling transformer is to establish the factors that determine its mid-band
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Fig. 7.38 Equivalent circuit of a coupling transformer:

L, and L, are primary and secondary inductances; M is mutual inductance;
R, and R. are primary and sccondary resistances; R, represents magnetic losses;
C, and C, arc primary and sccondary capacitances; Csis interwinding capacitance;
L2 = M? . 2 52
LILQ, Ll
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frequency range. The quantitative behavior outside this range is not of
much importance, although a qualitative understanding is an aid to
intelligent use of a transformer. Further simplifying approximations are
therefore justifiable:

1. The mid-band range of a transformer lies between the resonant
peaks due to the inductors and capacitors in the equivalent circuit.
These resonances must be heavily damped if there is to be an appreciable
mid-band range. The damping provided by R,, R,, and R, is quite
small, so it follows that the damping provided by the external source
and load resistances must be quite large. Therefore, Ry, R,, and R, may
be omitted in comparison.

2. Theinterwinding capacitance is usually much less than the distributed
capacitance within the primary and secondary windings. The components
of C, across the input and output terminals are thercfore insignificant;
the bridging component determines the response at the very highest
frequencies, well beyond the mid-band range. All components represent-
ing C; are omitted from the final engineering equivalent circuit shown in
Fig. 7.38e.

In any reasonable practical transformer the coefficient of coupling & is
very close to unity. Therefore

ki, ~ L, (7.80)
and
kL, >» (1 — k)L,. (7.81)

Although it is strictly incorrect, it is common usage to call kL, the primary
inductance ; the true primary inductance is L,. In accordance with com-
mon usage, no distinction will be made between &L, and L, in this book,
and both will be called the primary inductance. The primary inductance
is the inductance measured between the primary terminals when the
secondary is open-circuited. It is necessary to use a low-frequency signal
to make this or any other measurement of inductance, because the
capacitances may introduce an appreciable error even at moderate
frequencies; the apparent inductance looking into the primary terminals
increases with increasing frequency until the resonant frequency is reached.
The secondary inductance is the inductance looking into the secondary
terminals with the primary open-circuited. Again, it is customary not to
distinguish between L,, N2L, and kN2L,. The primary leakage inductance
L;, is the low-frequency inductance measured between the primary
terminals when the secondary is short-circuited. Since & is close to unity,

Ly~ 2 - k)L, (7.82)
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Fig. 7.39 Impedance ratio of a practical transformer.

The secondary leakage inductance L, is the inductance looking into the
secondary with the primary short-circuited ; by inspection,

L, = N2L,, ~ 2N*(1 — k)L,. (7.83)

Notice that the impedance ratio of a transformer is not given exactly
by the square of the turns ratio. The resistance looking into the primary
terminals of the transformer shown in Fig. 7.39 is not R, /N2, but

(7.84)

R= &+ (bR

N2

This correction is appreciable with almost all transformers. The true
effective turns ratio is the square root of the secondary to primary in-
ductance ratio (Eq. 7.78).

7.6.1 Frequency Response

Anticipating the result, a coupling transformer is unsatisfactory unless
at least one out of the primary and secondary is loaded by a (relatively)
small resistance. Under these circumstances, the lower 3-dB point can
be found exactly and the high-frequency response can be evaluated semi-
quantitatively. Sections 7.6.1.1 to 7.6.1.3 consider the response in the
cases of either one or both windings being heavily loaded, and Section
7.6.1.4 indicates the behavior as both loading resistors become large.

7.6.1.1 Primary Loaded: Secondary Unloaded

Consider a transformer which is fed from a low-resistance source, and
whose secondary load resistance is very high (Fig. 7.40a). At low
frequencies the leakage inductance may be neglected because it is in
serics with the signal path and its reactance is small. Similarly, the
stray capacitances can be neglected, because they are in shunt with the
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Fig. 7.40 Equivalent circuit for a transformer fed from a low-resistance source and
with the secondary open-circuited: (a) circuit diagram; () low-frequency equivalent
circuit; {¢) high-frequency equivalent circuit; (4) mid-band equivalent circuit.

signal path and their reactances are large. The equivalent circuit reduces
to Fig. 7.406 and the output voltage is given by

v, s
- NRS(S—+ RS/LI)' (7.85)
This is identical in form with the response of an RC coupling network.
At high frequencies, the primary inductance may be neglected because it is
in shunt with the signal path and its reactance is large. The primary
capacitance is neglected also, because it is shunted by the small source
resistance; however, C, does affect the response at very high frequencies



348 Small-Signal Dynamic Response

Un/‘s
(log scale)
Secondary I
resonant i
peak Y |
NR L . /
| !
| ] Behavior
! } unpredictable
6 d8/octave7 : 12 dB/octave /
i |
1 T 1 l% -
ﬁ — ] Mow (|0g scale)
/ T N V21 =B LG, N

Fig. 7.41 Frequency response of a transformer fed from a low-resistance source and
with the secondary open-circuited.

where its reactance becomes comparable with Rs. The equivalent circuit
reduces to Fig. 7.40¢, and the secondary resonant peak is at
1
w = —_—— .
NV2(1 = k)L,C,
At mid-band frequencies, all series reactances are small and all shunt

reactances are large. The equivalent circuit reduces to Fig. 7.40d, and
the output voltage is

(7.86)

% = NR,. (7.87)

Figure 7.41 shows the complete asymptotic frequency response and its
smoothed shape. The height of the secondary resonant peak depends on
Rs and the transformer losses. The behavior well beyond this peak
depends on C, and possibly the interwinding capacitance.

7.6.1.2 Primary Unloaded: Secondary Loaded

Figure 7.42a shows a transformer which is fed from a high-impedance
source, and which has a (relatively) small load resistor R; connected
across its secondary terminals. As in Section 7.6.1.1, the leakage in-
ductance and winding capacitances may be neglected at low frequencies
and the equivalent circuit reduces to Fig. 7.42b. The output voltage is

given by
v, R, K

=¥ v =) (789
and, as above, this is identical in form with the response of an RC coupling
network. At high frequencies, the primary inductance may be neglected,
and the secondary capacitance is neglected also because it is shunted by
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Fig. 7.42 Equivalent circuit for a transformer fed from a current source and with a
low-resistance load: (a) circuit diagram; (b) low-frequency equivalent circuit;
(¢) high-frequency equivalent circuit; (4) mid-band equivalent circuit.

the small R,. The equivalent circuit reduces to Fig. 7.42c, and the
primary resonant peak is at
1
w = P —————
v2(I - k)L,C,
At mid-band frequencies all reactances may be neglected; the equivalent
circuit reduces to Fig. 7.42d, and the output voltage is

(7.89)

vo_RL

=N (7.90)
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Fig. 7.43 Frequency response of a transformer fed from a current source and with
a low-resistance load.

Figure 7.43 shows the complete asymptotic frequency response and its
smoothed shape. In contrast to Section 7.6.1.1, the high-frequency
response is dominated by the primary resonant peak; the height of this
peak depends on R, and the transformer losses. Well beyond this peak
the behavior depends on C; and possibly the interwinding capacitance.

The winding of a transformer which has the more turns almost always
has the lower resonant frequency. For example, consider a step-up
transformer, that is, N is greater than unity. Comparison of Eqgs. 7.86
and 7.89 shows that the secondary resonant frequency is lower than the
primary resonant frequency by a factor ¥ if the winding capacitances C,
and C; areequal. However, the capacitance in a winding is approximately
proporticnal to its number of turns, so that

C,z%’-

It follows that the primary and secondary resonant frequencies are
approximately in the ratio 1: N ~%.

7.6.1.3 Both Primary and Secondary Loaded

Figure 7.44a shows a transformer which is fed from a low-resistance
source and which has a small load resistor connected across its secondary
terminals. Again, the leakage inductance and winding capacitances can
be neglected at low frequencies, and the equivalent circuit reduces to
Fig. 7.44b. The output voltage is

vy 5 ,
L NR(S—_'_ 3 /Ll) (791)

s
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where

_ _R{RJINY
R= W (1.92)

At high frequencies, the primary inductance may be neglected, and both
winding capacitances are neglected also because they are shunted by the
small source and load resistances. The equivalent circuit reduces to
Fig. 7.44¢ and the output voltage is

Vo _ l
2 - NR( — "). (1.93)
where
21— KL,
T= Rs + RJN? (7.94)

There is no resonant peak ; rather, the high-frequency response is a single-
pole function of the same form as the response of a resistance-coupled
stage. At very high frequencies C,, C,, and the interwinding capacitance
become significant, and the response departs from the 6 dB/octave slope.
At mid-band frequencies all reactances may be neglected; the equivalent
circuit reduces to Fig. 7.444, and the output voltage is

U, Rs(RJN?)
2= NR=N|—"F%I|" 7.95
is Rs + (R/N? (7.95)
Figure 7.45 shows the complete frequency response.
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:: 6 dBloctave ! Behavior
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| \
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Fig. 745 Frequency response of a transformer fed from a low-resistance source and
with a low-resistance load.
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7.6.1.4 Neither Primary nor Secondary Loaded

As the source and load resistances for a transformer are increased, the
mid-band frequency range shrinks and finally disappears. The limiting
case in which both resistances become infinite corresponds to a trans-
former that is fed from a current source and whose secondary winding is
open-circuited as in Fig. 7.46a. At low and medium frequencies the
leakage inductance can be neglected in comparison with the primary
inductance. The winding capacitances have no effect at low frequencies,
but at medium frequencies, which would normally lie in the mid-band
range, their ve