PAPER5

CORRE5PONDENCE

VOLUME 46, NUMBER 6

June, 1958
published monthly by The Institute of Radio Engineers, Inc.

Proceedings of the IRE’

contenls

Poles and Zeros . ... ... ... ittt i it e i ittt s
William H. Doherty, Director, 1958-1960 .. ... ... ... ... . .ttt eernsrrosnoanrraonseccacns
5canning the Transistor Issue, 5tephen J. Angello . ... ... ... ... .. i il

Comments on Implications of Transistor Research, John Bardeen ............cccoonvinin ot
Essay on the Tenth Anniversary of the Transistor, Walter H. Brattain ......................
An Invited Essay on Transistor Business, William Shockley ..............c..coviiiiiiiines
The Technological Impact of Transistors, J. A. Morton and W. J. Pietenpol .. ..............
The Status of Transistor Research in Compound Semiconductors, Dietrich A. Jenny .........
Review of Other Semiconductor Devices, Stephen J. Angello ....................c.oiiin
Electrons, Holes, and Traps, William Shockley ....... ...t iiienns
Recombination in Semiconductors, G. Bemiski ... .o et i i e
Noise in Semiconductors and Photoconductors, K. M. wan I'liet ... . ... ... .
Noise in Junction Transistors, A. van der Ziel ......... ... iiieiiiiiiiien i iiienieoens
The Effects of Neutron Irradiation on Germanium and Silicon, G. C. Messenger and J. P. Spratt
Irradiation of P-N Junctions with Gamma Rays: A Method for Measuring Diffusion Lengths,

R. Gremmelmaier .. ... ... . e et i i a e
Formation of Junction Structures by Solid-State Diffusion, I©. Af. Smuits ..............coens
The Preparation of Semiconductor Devices by Lapping and Diffusion Techniques, /1. Nelson ..
Outdiffusion as a Technique for the Production of Diodes and Transistors,

J. Halpern and R. H. Rediker ........ ... it ni e ieens
The Evolution of the Theory for the Voltage-Current Characteristic of P-N Junctions,

R SO £ |
Analog Solution of Space-Charge Regions in Semiconductors, L. J. Giacoletto ..............
Correction to “The Use of Radio Stars to Study Irregular Refraction of Radio Waves in the

Tonosphere,” Henry G. Booker ... ... oo ittt ettt
Germanium and Silicon Rectifiers, H. W. Henkels .. ... it
The Potential of Semiconductor Diodes in High-Frequency Communications, 4. Uhlir, Jr. ...
New Concepts in Microwave Mixer Diodes, G. C. Messenger .........cooveiiiiiieienienen.
Narrow Base Germanium Photodiodes, D. E. Sawyer and R. H. Rediker ...................
Advances in the Understanding of the P-N Junction Triode, R. L. Pritchard ................
Lumped Models of Transistors and Diodes, John G. Linvill ............c. it
Two-Dimensional Current Flow in Junction Transistors at High Frequencies, R. L. Pritchard
Construction and Electrical Properties of a Germanium Alloy-Diffused Transistor,

P.J. W. Jochems, O. W. Memelink, and L. J. Tummers ............ooivieeiieian...
Technology of Micro-Alloy Diffused Transistors, C. G. Thornton and J. B. Angell .........
Junction Transistor Short Circuit Current Gain and Phase Determination,

D. E. Thomas and J. L. Moll .. ... ... . o it iiiiiiaans
Correction to “Exact Ladder Network Design Using Low-Q Coils,” Louis Weinberg ........
Power Transistors, M. A. Clark .. ... ue et e et ettt eee s
Measurement of Transistor Thermal Resistance, Bernard Reich .............. ... ooioun.
Measurement of Internal Temperature Rise of Transistors, J. T. Nelson and J. E. Twersen ..
A Five-Watt Ten-Megacycle Transistor, J. T. Nelson, J. E. Iwersen, and F. Keywell ........
The Blocking Capability of Alloyed Silicon Power Transistors, R. Emeis and A. Herlet . ....
The Effective Emitter Area of Power Transistors, R. Emeis, A. Herlet, and E. Spenke .....
The Electrical Characteristics of Silicon P-N-P-N Triodes, I. M. Mackintosh ..............
Multiterminal P-N-P-N Switches, R. W. Aldrich and N. Holonyak ........................
The Application of Transistors to Computers, R. A. Henle and J. L. Walsh ..................
Application of Transistors in Communications Equipment, David D. Holmes ................
Transistor Monostable Multivibrators for Pulse Generation, J. J. Suran ....................
A Design Basis for Junction Transistor Oscillator Circuits, D. F. Page ......................
Properties of Silicon and Germanium: II, E. M. Conwell ............... ... il

Parametric Amplification of the Fast Electron Wave, Robert Adler ........................
Experimental Characteristics of a Microwave Parametric Amplifier Using a Semiconductor
Diode, H. Heffner and K. Kotgebue ......... ...ttt iiiiiiiiiiineinnnnn
Noise Figure Measurements on Two Types of Variable Reactance Amplifiers Using Semicon-
ductor Diodes, G. F. Herrmann, M. Uenohara, and A. Uhlir, Jr. .......................

947
948
949

952
953
954
955
959
968
973
990
1004
1019
1038

1045
1049
1062

1068

1076
1083

1085
1086
1099
1116
1122
1130
14
1152

1161
1166

177
1184
1185
1204
1207
1209
1216
1220
1229
1236
1240
1255
1260
1271
1281

1300

1301

1301



published monthly by The Institute of Radio Engineers, Inc.

Proceedings of the IRE®

continued
A Low-Noise Wide-Band Reactance Amplifier, B. Salzberg and E. W. Sard .. .............. 1303
Measurement of the Correlation Between Flicker Noise Sources in Transistors,
Eugene R. Chenetle ......... ... .. e e e 1304
On the Effect of Base Resistance and Collector-to-Base Overlap on the Saturation Voltages
of Power Transistors, H. Gunther Rudenberg ...............cc.cuuiiieueeiineineinne.. 1304
Voltage Feedback and Thermal Resistance in Junction Transistors, J. J. Sparkes ............ 1305
Microwave Transients from Avalanching Silicon Diodes,
J. L. Moll, A. Uhlir, Jr., and B. Senitzky ... ... ..oooo o i, 1306
A Harmonic Generator by Use of the Nonlinear Capacitance of Germanium Diode,
Shoichi Kita ... oo e e 1307
On Junctions Between Semiconductors Having Different Energy Gaps, H. L. Armstrong . ... .. 1307
Arc Prevention Using P-N Junction Reverse Transient, Berthold Zarwyn .................. 1308
Improved Keep-Alive Design for TR Tubes, D. Walsh ............ ... i, 1309
WWYV Standard Frequency Transmissions, W. D. George .. .............ccooueuieiieai. .. 1309
REVIEWS AND REPORTS  Scanning the TRANSACTIONS . ........c.ouunonr e e e e i 1317
Report of the Secretary—1057 ... .. oottt 1318
Books:
“Engineering College Research Review—1957,” ed. by Renato Contini,
Reviewed by H. H. Goode ........co.o i i e 1322

“Transistor Electronics,” by David DeWitt and A. L. Rossoff, Reviewed by A. P. Stern 1322
“Radio Aids to Air Navigation,” by J. H. H. Grover, Reviewed by Henri Busignies ...... 1323
“Elements of Magnetic Tape Recording,” by N. M. Haynes, Reviewed by I. A. Comerci 1323
“Logical Design of Digital Computers,” by Montgomery Phister, Jr.,

Reviewed by R. A. Tracy .....oooo it e e 1323
“L’Automatique des Informations,” by F. H. Raymond, Revicwed by J. P. Jeanneney . ... 1324
“The Management Approach to Electronic Digital Computers,” by J. S. Smith and “Auto-

mation and Management,” by J. R. Bright, Reviewed by J. J. Lamb ................ 1324

“The Measurement of Colour,” by W. D. \Vright, Revicwed by W. T. Wintringham . .. ... 1325

ABSTRACTS  Abstracts of IRE TRANSACTIONS ... ....vuutint et ottt et e e e 1325
Abstracts and References .. .........oo.iiuiiit o e e 1332

IRE NEWS AND NOTES Calendar of Coming Events and Authors’ Deadlines ....... ... oo, 14A
Professional Group News .. ......oouiinnii e e 18A

IRE Committees and Representatives—1958 .. .. ... ... .. .. .ot 18A

DEPARTMENTS  ContribUutors ...........o .ot i e et e e e e 1310
IRE News and Radio Notes .. ...t i e 14A

IRE People ..ot 44A

Industrial Engineering Notes ..........ooovi i i 76A

Meetings with Exhibits . ... ... 8A

Membership .o e 114A

News-New Products ........ oo e e 38A

Positions Open ... ... e 136A

Positions Wanted by Armed Forces Veterans ........ ... ... ... ... ... i i, 132A

Professional Group Meetings ... ... veunniori e e e 84A

Section Meetings ... ..vtun i e 100A

COVER A junction transistor, flanked by its graphical symbol and basic operational cquations, signify the
special nature of this issue, published on the tenth anniversary of the transistor,

BOARD OF DIRECTORS, 1958 F. A Polkinghorn (R2) EXECUTIVE SECRETARY EDITORIAL DEPARTMENT
*D. G. Fink, President D. B. Sinclair George \W. Bailey Alfred N. Goldsmith, Editor Emeritus
C. E, Granqvist, Vice-President *Ernst Weber ]J. D. Ryder, Editor
SV R. G. Bﬂke} Treasurer J. R. Whinnery Evelyn Benson, Assistant to the E K Gannétt Managing Editor
*Haraden Pratt, '5_'ecr¢lary 1958-1959 Execulive Secretary Helene Frischaver, Associate liditor
2.‘\173.'1}}%2;:1‘;}5‘1”0' R, I. Cole (R3) John B. Buckley, Chief Accountant
Senior Past-President G. A. Fowler (R7) Laurence G. Cumming, Technical
*]. T. Henderson, *R. L. McFarlan (R1) Secretary EDITORIAL BOARD
Junior Past President D. E. Noble - - S
E. H. Schulz (RS) Emily Sirjane, Office Manager 1. D. Ryder, Chairman
1958 Samuel Seely II:; Ear(n\burger. Ir.. Vice-Chairman
. K. Gannett
A. N. Goldsmith 1958-1960 ADVERTISING DEPARTMENT Keith Henney
g\% llfliggladr (R4) \GV- ﬁi BSZ,‘}V,Z,W William C. Copp. Advertising Manager !; )\‘"}Iﬁﬁfi’é‘,’
K. V. Newton (R6) T Lillian Petranek, Assistant Advertising G. K. Teal
A. B. Oxley (R8) *Members of Executive Commiltee Manager W. N. Tuttle

PROCEEDINGS OF THE IRE, published monthly by The Institute of Radio Engineers, Inc., at 1 East 79 Street, New York 2t, N. V. Nanuscripts should he submitted
in triplicate to the Editorial Department. Responsibility for contents of papers published rests upon the authors, and not the IRE or its members. All republica-
tion rights, including translations, are reserved by the IRE and granted only on request. Abstracting is permitted with mention of source.

Fifteen days advance notice is required for change of address. Price per copy: members of the Institute of Radio Ingineers, one additional copy $1.25: non-members
$3.00. Yearly subscription price: to members $9.00, one additional subscription $13.50: to non-members in United States, Canada, and U. S. Possessions $18.00; to
non-members in foreign countries $19.00. Entered as second class matter, October 26, 1927, at the post office at Menasha, \Wisconsin, under the act of March 3. 1879.
Acceptance for mailing at a special rate of postage is provided for in the act of February 28, 1925, embodied in Paragraph 4. Section 412, P. L. and R.. authorized
October 26, 1927. Copyright © 1958 by The Institute of Radio Engineers, Inc.



047

June, 1958

Vol. 45 No. 6

Proceedings of the IRE

Poles and Zeros

We Do It Again. This page
is the introduction to another
IRE PROCEEDINGS Special Is-
sue. These tomes have now, we
hope, achieved such a reputation that were the covers not al-
ready a healthy IRE blue, we would be justified in binding
them in a truly royal purple to signify the special contents.
While continuing to pat ourselves on the back, may we also
point out to all bill-paying members that the January Special
Issue on Radio Astronomy contained 402 editorial pages, and
here is another of equivalent size and import in the same year,
yet.

The subject selected for this issue—Transistors—made
choice of the date of issue automatic. June, 1958 marks the
tenth anniversary of the first announcement of the invention
of the transistor by the Bell Telephone Laboratories. Produc-
tion of these devices will this year exceed 45 million in the
United States; in 1916, ten years after the invention of the
vacuum triode, the tube was still far from any form of quanti-
ty production. The transistor cannot take credit for the ra-
pidity of its own development; it arrived in an era already
catalyzed by prior vacuum tube art. It still speaks well for the
breadth of scientific training of the electronic engineer that,
rather than being put out of business by the transistor, he has
taken it in stride, learned to think of energy levels and holes
and active circuits, and has made the transistor the basis for
a whole new era in electronics.

Many of our members may not be aware of the steps under-
taken in the conception, gestation, and birth of a Special Is-
sue. Certainly these brain children do not just arrive by stork
nor do they burgeon as a result of fortuitous circumstances.
They are actually the result of a great amount of work by a
great many people, and the occasion of the birth of this latest
Brobdingnagian infant seems propitious to review the pro-
cedure and give a nod of thanks to various hard working peo-
ple along the way.

Conception of thisissue occurred during an early 1957 meet-
ing of the IRE Editorial Board, where it was agreed that prog-
ress since the November, 1952 issuance of Special Issue Tran-
sistor I amply warranted another compendium of scientific
and engineering thought on the subject. Experience has shown
that the very necessary first step in the process of gestation is
to identify a sponsoring group and more particularly, an or-
ganizer of the issue or an issue editor. In the case of this num-
ber the joint IRE-AIEE Committee on Semiconductor De-
vices undertook the sponsorship, and its chairman, Stephen J.
Angello, of the Westinghouse Research Laboratories, became
the issuie editor. He and his committee, which operates within
the IRE as a subcommittee of the IRE Committee on Solid-

A®

( )]

State Devices, planned the contents of the issue to provide ap-
propriate coverage of the field, and to insure that the issue
would conform to requirements as a classic reference in the
field, as had Transistor I.

Now it is a well recorded fact in the publishing field that all
authors will submit their papers on time, and there are only
infrequent delays due to typing difficulties or the mails which
delay the arrival of papers beyond the promised dates, or even
beyond the editor’s true expectations. In such few isolated
cases editors have been known to write letters of considerable
solicitude fearing for the author's future state of health and
general fitness, always couched in language which remains
polite, or at least mailable. Finally, somehow, the desired pa-
pers are in hand and the presses roll, bringing us to the glori-
ous natal day of another Special Issue—Transistor II.

Such an issue could not properly be introduced without a
few words from the transistor’s co-inventors and Nobel Prize
winners, Shockley, Bardeen, and Brattain, and so the lead
articles go to them. There follow 37 additional papers cover-
ing the field as of today.

To Steve Angello, James Early, and the others who con-
tributed, many thanks for'a fine job. To those who wrote, and
wrote, and did meet the deadlines, no matter how many times
removed—more commendations. In the winnowing process 20
other papers fell by the wayside, but these authors also con-
tributed because they made the first team work the harder,
and their time will come. Rejection of 20 papers from a field of
57 submitted is a good score these days. Would that some
other journals could also make that claim.

Engineering Surplus? Since 1951 our eyes and ears have re-
acted to the ceaseless repetitions of the engineering shortage.
In publicizing the situation the ivory hunters have all too
often used a shot gun rather than a rifle, and have attracted
to the engineering colleges a considerable percentage of ill-
prepared and non-adapted students, rather than the selec-
tively chosen students of high intellect who will contribute to
the advancement of our scientific world.

We are now seeing the other team prowling the jungle—
those using similar publicity devices and statistics to prove
there is now a surplus of engineers, and we are going to see the
results of their work in the next several vears' input to our en-
gineering schools.

The subject of guidance of qualified students into engineer-
ing careers is a psychological and public relations matter, and
we feel it has been handled without sufficient recourse to ex-
perts in those fields. We hope that we have not thereby cre-
ated a system whose damping constant is less than unity.

—J.D.R.
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William H. Dokerty

Director, 1958-1960

William H. Doherty was born on August 21, 1907 at Cam-
bridge, Mass. A student at Harvard University, he received
its B.S. degree in electric communication engineering in 1927,
and the M.S. degree in engineering the following year.

His early work at Bell Laboratories began in 1929 and was
in high-power transmitter development for transoceanic tele-
phone service and broadcasting. This work led to the inven-
tion of a high-efficiency power amplifier now extensively used
in broadcasting, for which the IRE awarded him the Morris
Liebmann Memorial Prize in 1937.

Later he participated in pioneering work in the fire-control
radar field, and throughout World War II supervised a de-
velopment group which was responsible for the design of a
number of radars used on naval surface ships and submarines
for gunfire and torpedo control.

Mr. Doherty continued in military electronics work until
1949, when he became Director of Electronic and Television
Research. He was appointed Director of Research in Electrical
Communications in 1951 and continued in that post until he

went to the American Telephone and Telegraph Company
in 1955 as an Assistant Vice-President. Last year he returned
to Bell Telephone Laboratories as Assistant to the President.

On June 1, 1958, Mr. Doherty assumed the post of Manager
of Government Sales with the Radio Division of Western
Electric Co., Inc.

He is a member of Tau Beta Pi and Sigma Xi, and he holds
an honorary Doctor of Science degree from the Catholic Uni-
versity of America. He also is President of the Harvard Engi-
neering Society.

Mr. Doherty joined the IRE as an Associate member in
1929. He became a Member in 1936, a Senior Member in 1943,
and Fellow in 1944. He served on the following IRE Commit-
tees: Editorial Review, during 1954-55; Membership, from
1943 to 1946; Nominations, during 1952-53; Policy Develop-
ment, in 1951; Policy Advisory, during 1952-53; and Profes-
sional Groups, from 1948 to 1951. He was chairman of the
Nominations Committee in 1953, and an IRE Director from
1951 to 1953.
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Scanning the T'ransistor Issue®
STEPHEN J. ANGELLOT, SENIOR MEMBER, IRE

HIS special issue of PROCEEDINGS commemorates

the tenth anniversary of the announcement of the

invention of the transistor by the Bell Telephone
Laboratories. Since the publication of the first technical
news of this invention,! the field has expanded truly
high and wide. Diffused base transistors made at Bell
Laboratories are oribiting around the earth in the Ex-
plorer and Vanguard satellites, and there is scarcely a
country in the world not making some kind of effort on
transistor and semiconductor device development.

The most exciting thing about the invention is that
the operation of the transistor depends upon a new
concept in the physics of the solid state. It was known
for many years before the transistor that solids can be
found which conduct electricity by positive electronic
charge carriers as well as by negative electrons. There
is some interesting historical reading in the development
of the concept. Experimenters who normally were very
careful made mistakes in determining the sign of the
Hall effect, because it was hard to believe that an elec-
tron could have a positive charge. About 1939, W.
Schottky in Germany gave a complete theoretical dis-
cussion of the equilibrium of electrons and holes in
semiconductors, particularly in the region of a semi-
conductor adjacent to a large area metal contact.

W. H. Brattain and J. Bardeeen discovered that a
metal point upon a germanium crystal when carrying
forward current could influence the reverse current in a
similar point contact nearby. This was interpreted as
injection of minority current carriers from the metal into
the germanium. These injected charge carriers were
collected by the other probe, hence the names “emitter”
and “collector” which are still in general use. Since the
collector had to be close to the emitter, it was evident
that the emitter influence region was small. These
phenomena were interpreted correctly by W. Shockley
who proceeded to develop a new theory of conduction
in semiconductors of the germanium (valence crystal)
type, introducing the concept of finite minority carrier
density above the equilibrium density and the associ-
ated lifetime. Furthermore, he postulated a p-» junction
rectifier and a type of transistor which was two p-n
junctions separated by a narrow base region. This was
a radical departure from the original point-contact
device, and many months passed before the theory was
checked by experimental devices.

The Solid-State Devices Committee of the IRE and
AIEE which organized this issue felt it proper to honor

* Original manuscript received by the IRE, April 29, 1958.

t Westinghouse Research Labs., Pittsburgh 35, Pa.

1 J. Bardeen and W. H. Brattain, “The transistor, a semiconduc-
tor triode,” Phys. Rev., vol. 74, pp. 230-231; July 15, 1948.

the co-inventors of the transistor. To this end we have
asked each gentleman to write a short essay, and these
are given first place in the body of this issue. We delight
in paying tribute to the superb experimental technique
of Dr. Brattain, the deep theoretical understanding of
Dr. Bardeen, and the creative genius of Dr. Shockley.

Our appreciation of this discovery will be enhanced
if we imagine for the moment that the lifetime of an
excess of minority charge carrier density is essentially
zero. We would be restricted then to the phenomenon
of a charge carrier density depletion layer in the bound-
ary region adjacent to a metal or semiconductor con-
tact. We dare not presume to name all possible devices
which can be created with the space-charge depletion
layer as a basis, but we can enumerate devices known at
this time. This list may be compared with the existing
devices based upon minority carrier injection with
useful lifetime. The size and importance of the latter
list makes the point of this discussion, namely, that
the discovery of the transistor introduced a fertile con-
cept into solid-state device development. Not only is
the left-hand list longer, but also the commercial mar-
ket for devices in this list eclipses the right-hand list.
Only metal-semiconductor rectifying cells have been
important in the depletion layer type devices, and this
market is being decimated by p-z junction rectifying
cells.

TABLE I

CoMPARISON OF DEVICES DEPENDING UpPON SPACE-CHARGE
DEPLETION LAYER AND MiNorITY CARRIER INJECTION

Minority Carrier Injection Space-Charge Depletion Layer

Metal-semiconductor rectifying

p-n junction diodes
cells

p-n-p and n-p-n junction tran-

sistors

Junction tetrode transistor

p-n-i-p and drift types

Double base diodes

p-n-p-n diode .

p-n-p-n triode

Stepping transistor

Field effect transistor
Field effect resistor
Variable capacitance diode
Voltage regulator diode

Requests have come to us from a number of people
prominent in semiconductor research and development
to take this opportunity to reaffirm a basic truth. This
is that all device development is dependent upon the
properties of the starting materials which are available.
Therefore, device development ought to be coupled
with a vigorous research and development program
upon basic materials. Consider again that the transistor
depends upon the minority current carrier lifetime.
The discovery of the transistor was made only when
the careful metallurgical work of W. G. Pfann had re-
sulted in germanium of sufficient quality to show the
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necessary conduction effects. Diffusion, alloying, etching,
magic surface coatings, point contact forming, or any
other device fabrication technique is of no avail to pro-
duce a transistor if the basic material is not of sufficient
quality. Perhaps other exciting basic discoveries await
careful research upon new semiconducting materials.
Along this line, we believe that the field would benefit
if someone who was closely associated with the Bell
Laboratories’ transistor discovery and development
would describe the historical events in detail. We al-
ready know from Dr. Bown's preface to Dr. Shockley’s
classic text that there was a vigorous program under-
way with the broad aim of developing a solid-state
amplifier. We suspect that their success was related to
the close relation between basic materials research and
device development. The results of device development
can feed back valuable information to materials re-
search to give them a raison d'étre and to guide them
into fruitful channels of thought and experiment.

Before scanning the papers of the issue in detail, it is
fitting to explain that there are sixteen invited papers.
The honor to the authors of these papers is enhanced by
the method by which they were chosen. A letter survey
was conducted asking nationally prominent men in the
field to suggest authors for topics we considered de-
sirable to cover in this issue. In most cases the authors
were selected by popular vote in this survey. Our list
of topics also was enhanced by the same survey. Many
thousands of man hours have gone into the preparation
of this issue and we hope it will serve the field for many
years to come as an important reference work.

The first invited paper following the essays of Brat-
tain, Bardeen, and Shockley is by J. A. Morton and
W. J. Pietenpol. They have surveyed the technological
impact of the transistor during the past decade. In an
interesting narrative they trace the development of
transistor types and applications. This article is re-
quired reading for the executive responsible for the
guidance of solid-state development in his organization.

Although the commercial exploitation of the tran-
sistor has been mainly with germanium and silicon, we
have asked Dietrich Jenny to survey the interesting
results which have been obtained in the I1I-V com-
pounds and other compound semiconductors. These new
materials already have resulted in a new device feature
—the wide-band gap emitter. This summary will serve
to orient anyone interested in the future possibilities
of this field.

There are other semiconductor devices in addition to
transistors and diodes, and S. J. Angello has surveyed
these with the idea of organizing the large number
known by certain logical .classifications. Criteria for
“important” devices are attempted and descriptions
and references are given for some devices which we pre-
dict will become important.

Dr. Shockley was invited to contribute an original
paper, and appropriately he chose to push back further
the frontier of knowledge of “Electrons, Holes, and
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Traps.” This knowledge will be useful because certain
devices such as the four-layer diode require trap level
control in fabrication.

Because of the importance of recombination in device
technology, we asked G. Bemski to prepare a tutorial
article on this subject. The paper covers theory, basic
experimental methods, and discussion of results.

Two experts were asked to survey the difficult field
of electrical noise. K. M. van Vliet and A. van der
Ziel divided the field between them into bulk semi-
conductors and junctions, respectively. It is our belief
that these papers will serve as the textbook on electrical
noise in semiconductors for a long time in the future.

An important source of recombination centers is the
dislocations in crystals caused by neutron irradiation.
G. C. Messenger and J. P. Spratt have contributed a
paper which gives a theoretical discussion of the effect
of neutrons upon the grounded emitter current gain of a
transistor. Observed changes in transistor parameters
are explained and some basic quantities of the recom-
bination theory for germanium are given.

Another variation of the general theme of recombi-
nation is provided by a paper contributed by R.
Gremmelmaier on irradiation of a p-n junction by vy
rays. The diffusion length of minority carriers can be
estimated by the effects of irradiation and results are
given for Si, GaAs, and InP.

As Morton and Pietenpol state, the development of
diffusion techniques in silicon and germanium was an
important breakthrough in the technique of semicon-
ductor device fabrication. F. M. Smits, who has con-
tributed much to the development of this subject, was
asked to summarize the state of the art. He has favored
us with a very complete and valuable paper.

Major techniques such as diffusion are always fruit-
ful sources for valuable modifications. Herbert Nelson
has contributed one such modification in a paper on
preparation of semiconductor devices by lapping and
diffusion techniques.

Another important variation of the original diffusion
technique is “outdiffusion.” J. Halpern and R. H.
Rediker describe this technique for the fabrication of
narrow base germanium computer diodes. Feasibility
of the process has also been shown for #-p-n graded-base
transistors.

We proceed to the very important topic of the single
p-n junction. John Moll has responded to our invitation
and provided us with an historical survey of the theory
of the p-n junction. This will be a reference paper for
students entering the field.

Some extensions of the theory involve complicated
depletion layer configurations. L. J. Giacoletto has
contributed an analog model solution to such problems
which is an aid to visualization.

Only a few years passed from the theoretical descrip-
tion of p-z junctions to commercial application of silicon
and germanium rectifying cells. H. Henkels was asked
to summarize the state of the art with respect to these
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devices. The result is a rich mine of device development
information, part of which was generated by Dr.
Henkels’ original work.

At the low-power end of the scale -z junction devices
often are referred to as “diodes.” Recently, some very
interesting developments have been carried out upon
diodes in microwave systems. Of special interest is the
feasibility of obtaining power gain. We asked A. Uhlir,
Jr., who has contributed much original work to this sub-
ject, to prepare a status report. The number of applica-
tions possible for the new p-n junction diode which are
found in this paper will surprise those who have not had
occasion to follow developments in this field.

A contribution by G. C. Messenger rounds out the
discussion of diodes by describing new approaches to
extend the frequency capability of radar crystal mixers
and to improve sensitivity.

A special use of diodes is in detection of light. D. E.
Sawyer and R. H. Rediker have made noteworthy
contributions with respect to speed of response of such
diodes. Their paper describes the operation of 75-musec
germanium diodes.

The natural extension from single p-n junctions is
the configuration of two p-z junctions separated by a
narrow base region. R. L. Pritchard has been invited to
survey the progress of p-z junction triode theory to
which he has contributed much. This paper is one reason
why we feel that this transistor issue will be a reference
work of some importance.

Electrical engineers often feel that they have a better
understanding of a theoretical model if they can form
equivalent circuits which approximate the theory. J. G.
Linvill has made a contribution to this topic which may
appeal to many device engineers.

One of R. L. Pritchard’s original contributions to
transistor theory is presented in his paper on current
flow in junction transistors at high frequencies. He
extends the theory to a two-dimensional model.

Having covered the theory of p-n junction triodes,
we move on to the technology for providing real repre-
sentations of theoretical models. An alloy-diffusion
method for high-frequency germanium transistors is
described by P. J. W. Jochems, et al. C. C. Thornton
and J. B. Angell contribute to the technology of micro-
alloy diffused transistors. D. E. Thomas and J. L. Moll
have contributed a very interesting paper concerned
with measurement of transistor characteristics. They
prove that a junction transistor fits a certain general
network theorem given by Bode. This enables compli-
cated frequency characteristics to be determined by rel-
atively simple measurements.

A special class of transistors which is enjoying in-
creasing application in industry is the group capable of
controlling power. We have asked M. A. Clark to sur-
vey this field. Workers interested in design theory and
practice in the areas of high current densities and high
voltage will find much valuable information here.
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Two contributed papers concerned with thermal re-
sistance measurements upon transistors are pertinent
to power transistors and the general problem of rating
transistors. These are by B. Reich, and J. T. Nelson
and J. E. Iwersen. :

Extension of power transistors to high frequency is
highly desirable. J. T. Nelson et al. describe a 5-watt
10-megacycle transistor which is fabricated in silicon
by the diffusion technique.

Emeis and Herlet have checked parts of the theory
of power transistors by fabricating an extensive series
of alloy transistors with a wide range of basic material
parameters. Measurements upon these transistors are
compared with theory. Emeis, Herlet, and Spenke
describe an alloyed power transistor of cylindrical geom-
etry which provides an emitter and base with very long
perimeter. This perimeter can be varied in length, and
further checks of power transistor theory are obtained.

The papers now progress into more complicated
transistor structures with a paper contributed by 1. M.
Mackintosh on p-n-p-n triodes. These devices are
rapidly becoming important in switch-type application.
A complementary paper on this same subject is con-
tributed by R. W. Aldrich and N. Holonyak, Jr.

Computers represent a very important use of tran-
sistors which will become more important as time pro-
gresses. R. A. Henle and J. L. Walsh were asked to
survey the kinds of application of transistors in com-
puters. Their review will be found very educational by
those who wish to be brought up to date in this field.

It is probably fair to say that there is not a facet of
electronics circuits which has not been affected by
transistors. In an invited survey, D. D. Holmes de-
scribes one of these facets: the field of commercial com-
munication equipment.

Two papers were contributed which are strictly cir-
cuits design papers. These are by J. J. Suran on the anal-
ysis and design of transformerless pulse generators, and
by D. F. Page, who discusses oscillator circuit design
and a unified approach to the design of instability.

Finally, a popular demand prompted us to ask Esther
Conwell to bring her 1952 Transistor Issue paper up to
date to provide the field with an accurate compendium
of silicon and germanium properties. In addition to tab-
ular data, she has supplied a lucid explanation of the
concepts applicable to this field.

I wish to take this opportunity to thank certain
persons who contributed much to the preparation of this
issue. It was a pleasure to work with E. K. Gannett, the
Managing Editor, and we acknowledge his cordial coop-
eration. James E. Early acted as co-organizer and con-
tributed many valuable ideas to the planning of the issue.

The members of the IRE-AIEE Solid-State Devices
Committee provided an able team of reviewers to sup-
plement the normal IRE Review Board. Credit for any
success which this issue might achieve belongs directly
with the authors whose papers are recorded herein.
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Comments on Implications of Transistor Research*

JOHN BARDEENY

search associated with transistor development, I am

most impressed by the tremendous strides made in
our understanding of the effects of minute physical im-
perfections on the physical properties of solids. In large
part, this is an unanticipated by-product, made pos-
sible by the production and control of nearly perfect
single crystals of germanium, silicon, and related ma-
terials.

This control has not only made it possible to de-
sign and fabricate devices with remarkable properties
but has greatly aided the scientific study of crystal
imperfections.

Ten years ago we felt that prospects for commercial
development of transistors were excellent, even though
great problems had to be overcome. However, both the
large scale of the effort required to achieve this and
the great degree of success which has been obtained in
overcoming frequency, power, and other limitations
were not foreseen, at least by me. The junction tran-
sistor has of course played a key role in these develop-
ments.

Many properties of solids of scientific and techno-

JIN looking back over the past ten years of re-

* Original manuscript received by the IRE, April 29, 1958.
t Dept. of Physics, University of Illinois, Urbana, IlI.

logical interest other than semiconductivity are depend-
ent on impurities or other imperfections present in
parts per billion or less. These include, for example,
photoconductivity, luminescence, and even plastic flow.
Controlled very perfect single crystals have provided,
in a sense, a laboratory for study of such processes.
Research on the physics of surfaces has also been stim-
ulated. Advances in theory have kept pace with experi-
ment so that in many cases a detailed quantitative un-
derstanding is possible. Thus research stimulated by
transistor applications is having an impact in many
other areas of science and technology.

The growth of solid-state physics, already well un-
derway when the transistor was discovered, has un-
doubtedly received a strong impetus. There has been
rapid expansion in both the numberof laboratories doing
research in this area and the number of scientific pub-
lications.

We were very lucky to be in on a major discovery of
the sort that cannet be predicted in advance. But it
is the cumulative advance in scientific understanding,
made by many people in many countries, which has
made it possible to realize the potentialities of semi-
conductor devices and to make striking progress in
many other areas dependent on crystal imperfections.

CTIE=T0
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Essay on the Tenth Anniversary of the Transistor”

WALTER H. BRATTAIN{}

tor is one of those developments that come along

when general background knowledge has de-
veloped to such a stage that human minds are prepared
to take a new step in the understanding of phenomena
that have been under observation for a long time. In
the case of a device with such important consequences
to technology it is notable that the break-through came
from work dedicated to the understanding of funda-
mental physical phenomena rather than from the em-
pirical cut and try efforts of producing a useful device.
This general understanding of the physics of solids,
semiconductors in particular, was dependent on the
development of quantum mechanics. To understand
how electrons and nuclei react together to form the
aggregates we call solid crystals we had to understand
first how they react individually to form atoms. The
type of solid binding most characteristic of the semi-
conducting crystals—the covalent bond—was just the

&S far as I am concerned the advent of the transis-

o Ori%inal manuscript received by the IRE, May 5, 1958.
1 Bell Telephone Labs., Murray Hill, N. J.

type that can only be understood from a quantum me-
chanical standpoint.

The picture of a semiconductor as a medium in which
electrons and holes, as dissociated covalent bonds, can
exist in thermodynamic equilibrium was the necessary
conceptual idea. It is closely analogous to the quantum
mechanical concept of electrons and positrons in
vacuum. Another close analogy is to the theory of dis-
sociation in electrolytes. On hindsight one wonders
why this essential concept was not grasped sooner. Why
did physicists and chemists have to wait until they
could understand “defect” as well as “excess” conduc-
tivity from first principles before seeing the light?

In conclusion, I would like to point out that while
a well thought out experiment may always give good
results, nevertheless the really important experiment is
the one that leads to new and unexpected results re-
gardless of the original reason or expectation that in-
spired it. While lightning only strikes occasionally one
should be cautious in discouraging the urge to do an
experiment no matter how hazy the reason or how sure
one is that the result may be trivial.

CTRINEETO
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An Invited Essay on Transistor Business®

WILLIAM SHOCKLEYY, FELLOW, IRE

N 1950, 1 finished writing a book! by placing at the
J:[ end of the last chapter a prediction about the future

of transistor electronics. In the interest of establish-
ing my position as a prophet of transistor business,
I shall quote this prediction:

“It may be appropriate to speculate at this point
about the future of transistor electronics. Those who
have worked intensively in the field share the author's
feeling of great optimism regarding the ultimate po-
tentialities. It appears to most of the workers that an
area has been opened up comparable to the entire
area of vacuum and gas-discharge electronics. Al-
ready several transistor structures have been devel-
oped and many others have been explored to the ex-
tent of demonstrating their ultimate practicaiity, and
still other ideas have been produced which have yet
to be subjected to adequate experimental tests. It
seems likely that many inventions unforeseen at
present will be made based on the principles of car-
rier injection, the field effect, the Suhl effect, and the
properties of rectifying junctions. It is quite probable
that other new physical principles will also be utilized
to practical ends as the art develops.”

* Original manuscript received by the IRE, April 28, 1958. This
research has been supported in its entirety by E. L. Shockley, who
has contributed major portions of one weekend towards its comple-
tion.

1 Shockley Semiconductor Lab., Beckman Instruments, Inc.,
Mountain View, Calif.

! W. Shockley, “Electrons and Holes in Semiconductors,” D. Van
Nostrand Co., Inc., New York, N. Y.; 1950.

Now for the future! In the course of carrying out the
research for this essay, I have discovered a new and sig-
nificant law of growth in the transistor field. This is the
Shockley frequency-production index. In effect, it is a
measure of the simplicity of the transistor, compared to
the man. Men produce transistors, and transistors in
their purest action (sinusoidal oscillation) produce
cycles. The ratio is the frequency-production index and
is defined by

faco/ Py = I, P (1)

where fa, is the alpha cutoff frequency of the highest
frequency transistor produced in a given year, and P,
is the volume of transistor production. The value of the
ratio, when expressed in units of years/sec, lies between
50 and 100 as may be seen from Table I.

TABLE 1

Saco Py P
Year sec™? year™! year/sec
1949 104
1950 7X108 108 70
1951 2X108
1952 5Xx107 4X%108 100
1953 6 X108
1954 1.2X108 1.3X108 90
1955 3.5%108
1956 8X108 1.3X107 62
1957 1.5X10° 2.9%x107 50
1958 5X10° 7X107 70
1959 10t 1.5X108 70
1960 1.7x10w 2.5%X108 70
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The frequency-production index can be expressed in
dimensionless form and is then the number of oscilla-
tions at the alpha cutoff frequency of the highest fre-
quency transistor during the average time required to
produce a transistor in the U.S.A. In dimensionless form
I,P is 2X 10" cycles per unit. This measures the sim-
plicity of the transistor compared to man.

Since transistor production depends on years and
men, I have used in Table I the well established ratio? of
70 between them in predicting frequency from volume
and frequency-production index. The production esti-
mates are based on conventional methods of estimating
growth.

* This number will be recognized as 3 (10) in the customary score
system.

Morton and Pietenpol: The Technological Impact of Transistors

955

No business essay is complete without a reference to
money. Assuming that the cost per unit varies as
P,3%, my estimate of average transistor prices for
1958, 1959, and 1960, is $1.80, $1.40, and $1.20. The
corresponding sales volumes are $125, $210, and $300
million.

In closing this essay, I should like to acknowledge the
assistance that has made it possible to carry out the ex-
tensive research involved. The significant data pub-
lished by the Electrical Industries Association?® has been
essential. Special thanks are due to the encouragement
and assistance of my friends at Bell Telephone Labo-
ratories; without it, the completion of the investigation
would have been difficult.

3 Wall St. J., p. 11; October 14, 1957.

The Technological Impact of Transistors”
J. A. MORTONY, rerrow, IR, AND W. J. PIETENPOL{, MEMBER, IRE

Summary—During the past ten years the transistor has invaded
every phase of the electronics industry. Its important features are
its high efficiency at low power levels, its reliability, and its potential
low cost.

Presented here are the major milestones and problems which
were overcome and led to devices that cover a broad field of elec-
tronic technology, and to the growth of a new industry.

<} LECTRONICS is an increasingly important part
of modern technology. It merits this distinction
because it pervades our economy as water does a
sponge. Since electronics has to do with the high speed
transmission and processing of information, it becomes
a wonderful extension of man’s mind.

Electronics has the potential of affecting every aspect
of our modern industrial world through communication,
entertainment, transportation, power, manufacturing,
and business. If we can measure the transistor’s effect in
expanding the breadth and versatility of electronics, by
imaginative implication, we can define its impact on the
whole of modern technology.

The bulk of present day electronics has to do mostly
with the transmission of information. In some 45 years
it has grown from the original deForest vacuum triode
and modulation theory to the fifth largest American
industry comprised largely of consumer, military, and
industrial transmission functions.

* Original manuscript received by the IRE, March 5, 1958.
t Bell Telephone Labs., Inc., Murray Hill, N. J.

For some time now, through applications of informa-
tion and switching theory to functions such as pulse-
code modulation, memory, and logic, electronic man has
known how in principle to extend greatly his visual,
tactile, and mental abilities to the digital transmission
and processing of all kinds of information. However,
all these functions suffer from what has been called “the
tyranny of numbers.” Such systems, because of their
complex digital nature, require hundreds, thousands,
and sometimes tens of thousands of electron devices.
The large amount of power used inefficiently and the
high cost of reliability of the electron tube have pre-
vented these expansions of electronics in all but a few
cases where the high cost could be tolerated, even though
not desired.

This is where the transistor comes in. The really
important aspects of the transistor are its very high-
power efficiency at low-power levels and its potential
reliability. Because of its relatively simple mechanical
features, it is potentially low cost—another basic re-
quirement of “the tyranny of numbers.”

So the story of the transistor to date has really been
the struggle to realize these potentialities of high
performance with high reliability and low cost. Let us
take a quick look at the major milestones and problems
that have been passed leading to today’s transistor
technology.

To measure the present and future stature of tran-
sistor electronics, we will glance at a few of the many
system functions which transistors are now performing
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or are committed to do. These examples cannot be
inclusive—there are too many. Many of them will be
drawn from the Bell System since the facts are more
readily available to the authors. But some military,
consumer, and industrial applicatious must be men-
tioned.

HisTory

The era from the announcement of the invention of
the point-contact transistor in mid 1948 until mid 1951
can be likened to early childhood. In this era, key items
in advancing the device technology and research under-
standing came through the development of pulling
and zone-melting methods for growing single crystals
of germanium of unprecedented purity and uniformity.

Work by the inventors of the transistor and their
colleagues during this era, resulted in improved theoreti-
cal understanding and physical realization of the junc-
tion transistor with greatly improved performance.
Fabrication of junction diodes, triodes, and photo-
transistors was accomplished by both growing and
alloying techniques. The micropower, high gain, and
low noise predicted for such devices was proved.

From mid 1951 to mid 1952, a period reminiscent of
adolescence was experienced. Gains in performance en-
couraged further applications. However, as for an
adolescent youngster, so too for the transistor, from
day to day we were impressed with new performance
possibilities—yet, at the same time, new reliability dif-
ficulties were brought to light.

These reliability problems were shown to be surface
dependent, research and development programs on sur-
face physics and reliability were initiated throughout
the industry. This heralded the “young manhood”
period of 1952 to mid 1955.

During this period, larger responsibilities and defi-
nite commitments were undertaken. For example, point
transistors went to work in an operator tone-dialing
trial in October of 1952. The first over-the-counter sales
of alloy and grown-junction-transistor hearing aids took
place around the end of 1952. A few years later no manu-
facturer produced tube hearing aids.

In March, 1953, point-contact phototransistors and
transistors were employed in the card translator portion
of direct distance-dialing equipment. In a reliability
study over 100 million transistor hours of operation
were attained in this application with an indicated
failure rate of less than 0.04 per cent per 1000 hours.
TRADIC, the first transistorized military computer,
was demonstrated in January, 1954, and later in the
same year, the first all-transistor personal radio became
available in time for the Christmas market.

Other equipment developed during this era included
the first all-transistor industrial computer, and tran-
sistorized telephone sets for the hard of hearing and for
use in noisy locations. Transistorized rural carrier and
line concentrator tests were successfully undertaken.

On the military side, digital data transmission and
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processing systems, computers, and missile-control sys-
tems relied wholly or in part on transistors for their
successful development and trial.

This sudden expansion in applications called for a
wide variety of types of transistors. Techniques for
germanium were pushed to their limits. Germanium
crystals of almost perfect physical and chemical proper-
ties were developed to improve manufacturing yields.

Diodes, triodes, tetrodes, and power units of a wide
variety were developed and put into manufacture. Sili-
con entered the field as an alloy-junction diode of greatly
improved properties; silicon became an important bread
and butter business.

Gains in understanding of the surface effects in
reliability were put to work successfully in the form of
improved surface treatment and capsulation techniques.
Reliability surpassed that of all but the best telephone
tubes. In fact, one hearing aid transistor manufacturer
complained bitterly and frequently over the disap-
pearance of his replacement business.

Where then did transistor electronics stand near the
end of this era of early manhood?

The wide variety of applications called for a stagger-
ing range of characteristics. Point, grown, alloy, and
surface-barrier techniques on germanium and silicon
were close to their capability limits. Each structure and
technique had serious limitations. Transistor designers
and manufacturers were forced to develop a large num-
ber of compromise designs—about 200. The resulting
manufacturer’s nightmare inhibited large-scale eco-
nomical manufacturing of any one prototype. This was
reflected in still high costs, from $2.00 to $45.00 per
transistor.

Meantime, research people were busy pushing ahead
the frontiers of understanding of materials, structures,
and techniques. Toward the end of this era they made a
triple breakthrough of such magnitude that it started
a new era—the “Era of Maturity.” This work demon-
strated the possibility of removing most of the limita-
tions which forced design compromises to a multiplicity
of types.

By proving the feasibility of purifying silicon to
transistor requirements, by solving the problems of
solid-state diffusion as a technique, and by devising the
diffused-base structure, they demonstrated the possi-
bility of making diffused silicon transistors with cutoff
frequencies of 50-100 mc, 5 to 10 times faster than the
older germanium transistors while at the same time
retaining the silicon advantages of high power, tempera-
ture, and efficiency. Application of similar structures
and techniques to germanium pushed the frequency
frontier into the low-microwave region.

The magnitude of these research accomplishments
dictated a re-evaluation of most transistor develop-
ment-application programs starting in mid 1955. It was
realized that further refinements of growing, alloying,
and surface barrier techniques were possible but only at
large development and manufacturing costs. However,
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the dramatic demonstrations of potentiality of these
new diffusion techniques, based as they were on more
-omplete scientific understanding, clearly showed that
maximum effort should be devoted to their develop-
ment. The eventual economies of a single prototype
{iffusion technique and diffused structure, with heavy
smphasis on silicon, were the goals.

PRESENT STATUS

Where then has this diffusion breakthrough brought
us today? Either in, or just entering, production are
the following diffused devices:

1) Silicon-power rectifiers ranging from 0.5 ampere
up to 100 amperes which will handle reverse break-
down voltages up to several hundreds of volts.

2) Silicon-voltage limiters with closely controlled break-
down voltages ranging from 4.2 volts up to 200
volts.

3) Diffused-base silicon transistors with frequency
cutoffs in the 50-100-mc range. As switching tran-
sistors they will provide 10-mc switching rates
with attendant power dissipation up to one-quarter
watt.

4) Diffused-base germanium transistors with fre-
quency cutoffs as high as 1000 mc. One code of this
prototype designed as an oscillator has a minimum
rating of 50 mw output power at 250 mc. Other
codes designed for very high speed switching pro-
vide switching rates as high as 50-100 mc.

Today the circuit designer has at his command a
broad range of structures and characteristics. These
new devices in combination with improved versions of
the older structures greatly extend the range of per-
formance formerly possible. It is not possible here to
compare all of their electrical characteristics, but it is
helpful to show in Fig. 1 the frequency range as a func-
tion of power dissipation covered by presently available
types. The frequencies plotted are the grounded-base-
alpha cutoff frequencies for each prototype. For video
or broad-band amplifiers, the useable range would be
somewhat below the cutoff frequency depending upon
the mode of application. However, for oscillators, useful
power outputs can be achieved to well above the fre-
quency cutoff.

The availability of such complete performance range
from present semiconductor devices has profoundly
affected the kinds and numbers of system applica-
tions.

In transmission systems, pulse-code modulation car-
rier, personal radio paging, and VHF communications
are depending upon diffused germanium devices. Al-
though transistors have not yet found their way into
commercial television receivers, laboratory develop-
ments indicate this to be highly probable with attendant
savings in size, power, and maintenance costs.

In power systems, the new diffused silicon rectifiers,
voltage regulators, and lightning protectors are essential
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Fig. 1—The curves indicate the power-frequency spectrum
covered by various prototypes of transistor structures.

components for success. By applying diffusion to cheap
silicon, it has been possible to design a much smaller
and better telephone click reducer than the copper-
oxide unit now in use for many years but dependent
upon an uncertain supply of unique copper.

In electronic switching, computers, and digital data
processing, the new diffused diodes and triodes are
greatly extending the speeds and reliability while at
the same time greatly reducing the size and power
required for such large and complex machines.

In the military area too this new line of devices is
gaining acceptance in computers, missile systems, servo-
systems, fuses, radar, communications, and power sup-
plies. In fact, diffused germanium transistors are now
circling the earth in the EXPLORER and VANGUARD
satellites.

All in all today’s variety of old and new transistors
are finding their way into a staggering variety of tube
and nontube replacement equipment. To round out the
list with a few more, there should be mentioned bin-
aural hearing aids, portable radios, phonographs and
dictating machines, auto radios and fuel-injection sys-
tems, portable cameras, paging receivers and instru-
ments, machine-tool controls, clocks and watches, toys,
and even a guidance system for a chicken feeding cart.

As of this date, there are approximately seventy
domestic and foreign manufacturers of transistors and
related diodes. Production figures abroad are not avail-
able but it is known that essentially every major West-
ern nation, as well as Japan, is very active. It is believed,
however, that they are somewhat behind the United
States in application and production. We have no
authoritative technical information on Russia’s status
but Pravda assures us that Russia is well in the fore-
front—as usual?

NeEw DESIGNS

In the laboratory stage there are a number of new
designs which will extend the range of electrical per-
formance of the devices presently in manufacture. One,
which is now entering production, is the four-region
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p-n-p-n silicon switching diode. The electrical character-
istics of this device are similar to those of a cold-cathode
gas tube. However, the silicon device requires a great
deal less power and can operate at speeds one thousand
times faster than the gas tube. Thousands of these
diodes will be used in the switching network of all-elec-
tronic telephone systems. Other major applications
will doubtless be found in military and commercial
digital computers.

It is interesting to note that this small device requires
precise control of almost every bulk and surface proper-
ty known to semiconductors. It is necessary to control
accurately the density of impurities throughout the
bulk material, the width of the various layers, and the
density of the imperfections in the bulk material, which
in turn controls the lifetime of minority carriers. It is
necessary to control not only the density of these imper-
fections, but also the type of imperfections (the energy
level within the forbidden gap). On the surface one
must control and add impurities in such a manner that
the density and type of surface states are within reason-
ably narrow limits. The surface must be carefully
cleaned and oxidized so that the device will be electrical-
ly stable over long periods of time. In addition, the
atmosphere around the device must be controlled so
that there are no ions present to alter the electrical
properties of the diode. Recent technological develop-
ments have made possible such precise control of each
of these properties.

With the ever-advancing speeds of electronic com-
puters go requirements for faster and faster computing
diodes. By a controlled reduction of carrier lifetime,
minority carrier storage and recovery times have been
reduced to less than 2 musec. These designs, which are
ready for pilot manufacture, will extend the speed of
computer diodes by a factor of 10.

New diffused transistor structures are being made in
the laboratory by reducing the thickness of the base
layer and by reducing electrode spacing and cross-
sectional area. In this way the frequency range of
germanium and silicon transistors can be extended
another factor of 10 over that of present designs. It is
expected that diffused germanium transistors will soon
be made which will oscillate at frequencies as high as
10,000 mc per second.

For some time it has been known that a variable
reactance can serve as an amplifier, but it is only
recently that this principle has been put to practical
microwave use. The dependence of the capacitance of a
p-n junction upon the voltage across it makes possible
a rapidly variable capacitance, when an appropriate
high-frequency voltage drive is used. Furthermore,
theory predicts that this device should have extremely
low noise. In actuality, an amplifier of exploratory design
has a measured gain of 15 db at a frequency of approxi-
mately 6000 mc per second and a measured noise
figure of 4.5 db. In this case the driver was a 12-kmc
reflex klystron. It now seems possible that amplifiers can
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Fig. 2—The solid portions of the curves indicate the number of units
sold in the United States by the year. The dotted portions of the
curves represent estimates.

be designed for operation at frequencies as high as, or
possibly higher than, those possible with advanced de-
signed vacuum tube and traveling wave structures with
properties competitive in many ways.

GROWTH OF AN INDUSTRY

The growth of the transistor from its birth in 1948
to its present maturity has been rapid indeed. With the
critical need for electronic components in today’s world
and with the many advantages offered by transistors,
it is not surprising that such a revolution has occurred.
The management of nearly every major electronic
laboratory has directed teams of their most competent
research and development people toward the design of
these semiconductor devices.

Through the years, meetings and symposia have
been held for scientists to exchange information on the
most recent technology developments. By concerted
effort, many of the basic problems associated with
semiconductor devices have been solved; today, tran-
sistors are being used in many industrial and military
systems, particularly where low power, small size,
and high reliability pay off. In the United States the
sale of transistors alone has risen from a level of essen-
tially nothing in 1952 to 29 million units in 1957. Fore-
casters predict that these sales will g0 to over 250 million
units by 1965. If one adds to this the sale of semiconduc-
tor diodes, it is predicted that combined sales will reach
600 million by 1965. (See Fig. 2.) In 1957, the dollar
volume of transistors and semiconductor diode sales
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was 69 million dollars and 103 million dollars, respec-
tively. By 1965, it is expected that the dollar volume of
semiconductor sales will exceed that of the older electron
tube. A further indication of the growth can be seen by
the fact that the Joint Electron Tube Engineering Coun-
cil had issued 600 transistor and 1300 diode industry
codes by the end of 1957.

During its short ten years of life, the transistor,
through its inherent low-power requirements, small size,
and high reliability has permeated the entire electronics
industry. It has already captured large sections of the
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market. With materials, structures, and techniques
presently in the laboratory and currently in manu-
facture, the transistor will play an increasingly impor-
tant part in modern electronic technology.

By basic scientific contributions and imaginative in-
ventions, scientists and engineers have laid the founda-
tion on which is being built a truly great technological
industry. It may well be that the extension to man’s
mind, that transistor electronics makes possible, will
yet have a greater impact on society than the nuclear
extension of man’s muscle.

The Status of Transistor Research 1n
Compound Semiconductors”
DIETRICH A. JENNY{, MEMBER, IRE

Summary—New semiconductors capable of competing with ger-
manjum and silicon in transistor applications must be looked for
among the compound semiconductors, and more specifically among
the ITI-V and IV-IV compounds. Gallium arsenide and indium phos-
phide are the most promising all-round materials for high-frequency
as well as high-temperature performance. Indium antimonide and
indium arsenide may be of interest for extremely high-frequency
transistors operating at low temperatures The aluminum com-
pounds, gallium phosphide and silicon carbide, are potentially useful
for very high operating temperatures at the cost of high-frequency
performance. Some of the unusual properties of the compound semi-
conductors have led to novel methods of junction preparation and
new junction structures, such as the surface-diffusion and the wide-
gap junction. Bipolar and unipolar surface-diffusion transistors have
been demonstrated in indium phosphide, and the wide-gap emitter
principle for high injection efficiency has been experimentally verified
in gallium arsenide transistors. Electron lifetimes in these two com-
pound semiconductors are estimated from the transistor results.

INTRODUCTION

HE ADVENT of the germanium transistor in
T 1948, and the silicon transistor shortly thereafter,

raised the inevitable question whether there are
other semiconductors capable of exhibiting transistor
action. Research in this direction was primarily stimu-
lated by the hope of finding a semiconductor with su-
perior properties for transistor applications. A glance at
the periodic table and the electrical properties of the
elements shows immediately that such a material would
scarcely be found among the elemental semiconductors,
except possibly diamond which has some obvious dis-
advantages. Therefore, the search for a competitor to

* Original manuscript received by the IRE, April 10, 1958. The
work reported in this paper was supported in part by the U, S, Air
Force, Wright Air Dev. Center, Dayton. Ohio.

t RCA Labs., Princeton, N. J.

germanium and silicon in the transistor field was con-
centrated on the compound semiconductors.

Compound semicoaductors, in contrast to the elemen-
tal semiconductors, are true chemical compounds of two
or more elements with characteristic stoichiometric
compositions. Representatives of this vast class of semi-
conductors are found throughout the entire range of
chemical compounds from the simple binaries to the
most complex organic structures. The elemental semi-
conductors, such as o-tin, tellurium, selenium, ger-
manium, and silicon are, in effect, only special cases of
the compounds. Although by far the major systematic
research efforts, both theoretical and experimental,
have heretofore been concentrated on germanium and
silicon, the compounds have played an important role in
semiconductor research from the beginning. In fact,
the earliest evidence for a conduction mechanism differ-
ent from that in metals was Faraday’s observation of a
negative temperature coefficient of the resistivity in the
compound, silver sulfide, in 1833. Rectification at a con-
tact between dissimilar materials was discovered by
Braun with pyrites and galena, and almost simultane-
ously by Schuster with “tarnished” copper, or copper
oxide, in 1874. Silicon carbide and lead sulfide attained
some importance as detectors in the early radio days,
but they were soon displaced by the vacuum tube.
Copper oxide has been one of the most important solid
rectifier materials to this day, particularly in power ap-
plications. The practical importance of these compounds
stimulated some early fundamental research, but, due
to the lack of a satisfactory model of semiconduction,
little significant information was gained. In 1931, after
quantum mechanics had come into its own, Wilson laid
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down the groundwork for modern semiconductor theory
in the form of the energy band model.! Sporadic experi-
mental research was subsequently carried out with many
compound semiconductors in an effort to study them in
terms of the Wilson theory, but technological and repro-
ducibility problems precluded satisfactory conclusions.
The renewed interest in point contact diodes as radar
and general high-frequency detectors during World
War II marked the beginning of intensive theoretical
and experimental research on germanium and silicon.
Tremendous progress in the understanding and applica-
tion of semiconductors was made during this period as
evidenced by the discovery of the transistor by Bardeen
and Brattain in 1948% and the p-» junction transistor by
Shockley in 19493

Stimulated by these events, compound semiconductor
research received renewed attention which resulted in
the demonstration of a point contact transistor with lead
sulfide by Gebbie, Banbury, and Hogarth.* However, it
was Welker’s contribution in 1952, pointing out the
semiconducting properties of aluminum antimonide and
indium antimonide, that sparked extensive and syste-
matic research in the compound semiconductor field.s It
became clear that the study of compound semiconduct-
ors could contribute much to the fundamental under-
standing of semiconductors in general, and that new
applications as well as improvements of the devices al-
ready known would ultimately result. Systematic com-
pound semiconductor research is still in its infancy and
much remains to be done until the understanding of the
compounds has reached a stage comparable to that of
germanium and silicon. However, a host of fundamental
information is already available in certain compound
semiconductor classes, such as the I1I-V compounds, the
I1-VI compounds, and the only known IV-1V compound,
silicon carbide. Work is progressing rapidly towards the
realization of certain practical devices with some of
these new semiconductors. Galvanomagnetic devices of
indium antimonide and indium arsenide, utilizing the
Hall and magnetoresistance effect, have recently ap-
peared on the market. Diodes and rectifiers made from
gallium arsenide, indium phosphide, aluminum anti-
monide, gallium phosphide, and silicon carbide are un-
der development. Compound semiconductor transistors
are still in the research stage, but their feasibility has

1 A. H. Wilson, “The theory of electronic semiconductors,” Proc.
Roy. Soc., vol. 133, pp. 458-491; October, 1931.

2 J. Bardeen and W. H. Brattain, “The transistor, a semiconduc-
tor triode,” Phys. Rev., vol. 76, p. 459; July, 1958.

* W. Shockley, “The theory of p-n junctions in semiconductors
and the p-n junction transistor,” Bell Sys. Tech. J., vol. 28, pp. 435-
489; July, 1949,

¢ H. A. Gebbie, P. C. Banbury, and C. A. Hogarth, “Crystal
diode and triode action in lead sulphide,” Proc. Phys. Soc., vol. 63B,
p. 371; February, 1950.

P. C. Banbury and H. K. Henisch, “On the frequency response of
lead sulphide transistors,” Proc. Phys. Soc., vol. 63B, pp. 540-541;
April, 1950.

C. A. Hogarth, “Crystal diode and triode action in lead selenide,”
Proc. Phys. Soc., vol. 64B, pp. 822-823; June, 1951.

H. K. Henisch, “Transistor experiments on binary lead com-
pounds,” Phys. Rev., vol. 91, p. 213; July, 1953,

*H. Welker, “Ueber neue halbleitende

Verbindungen,”
Z. Naturf., vol. 7a, pp. 744-749; November, 1952,
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been experimentally established in indium phosphide
and gallium arsenide.

The following is a brief summary of the evaluation of
compound semiconductors for transistor applications
based on information from the literature and original
work by the author.

SEMICONDUCTOR PROPERTIES AND
TRANSISTOR PERFORMANCE

In the search for new transistor materials certain
fundamental semiconductor properties must be evalu-
ated in comparison with those of germanium and silicon.
The forbidden energy band gap (band gap), the im-
purity activation energies of donors and acceptors, the
charge carrier mobilities of electrons and holes, and the
dielectric constant are of primary importance. Other
physical and chemical properties have to be taken into
account due to their effect on the material and device
technology, and device stability. The following shall be
restricted to the discussion of the electronic properties
directly affecting the performance of transistors, where-
as other physical and chemical properties of secondary
importance will be largely neglected.

The first-order relations between transistor perform-
ance and the important semiconductor properties are
summarized in Table I, where the unipolar as well as the
bipolar transistor types are considered. The unipolar
relations are equally applicable to high-frequency diodes
and general rectifiers with minor modifications.$ The
upper frequency limit of unipolar transistors is deter-
mined by the RC time constant of the junction capaci-
tance and the series resistance, as shown by Dacey and
Ross.” The upper frequency limit relation for bipolar
transistors is that derived by Giacoletto.?

A high band gap is conducive to high-temperature
operation, whereas low impurity activation energies are
of importance for low-temperature operation. High
mobilities and a low dielectric constant are desirable for
high-frequency performance. However, it must be borne
in mind that these properties are to some extent inter-
related, so that certain compromises are unavoidable.
For instance, the dielectric constant affects not only the
high-frequency performance through its effect on device
capacitances, but enters also into the impurity activa-
tion energy (hydrogenic model)® and the impurity scat-
tering mobility (Conwell-Weisskopf and Brooks-Herring
relations).!® Without going further into these details, it

*D. A. Jenny, “A gallium arsenide microwave diode,” Proc.
IRE, vol. 46, pp. 717-722; April, 1958,

7G. C. Dacey and 1. M. Ross, “Unipolar field-effect transistor,”
Proc. IRE, vol. 41,‘Pp. 970-979; August, 1953.

, and » “The field-effect transistor,” Bell Sys. Tech. 7J.,

vol. 34, pp. 1149-1189; November, 1955.

8L. J. Giacoletto, “Comparative high-frequency operation of
junction transistors made ofp different semiconductor materials,”
RCA Rev., vol. 16, pp. 34—42; March, 1955.

°* H. A. Bethe, “Theory of the Boundary Layer of Crystal Recti-
fiers,” M.I.T. Rad. Lab., Cambridge, Mass., Rep. No. 43-12; No-
vember, 1942,

10 E. Conwelland V. F. Weisskopf, “Theory of impurity scattering
in semiconductors,” Phys. Rev., vol. 77, pp. 388-390; February, 1950,

H. Brooks, “Scattering by ionized impurities in semiconductors”
(abstract), Phys. Rev., vol. 83, p. 879; August, 1951,
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TABLE I
SEMICONDUCTOR PROPERTIES AND TRANSISTOR PERFORMANCE
Transistor Performance Pertinent Semiconductor Properties First-Order Relation
Upper temperature limit T Band gap E; T.,x E, -
Operating
temperature
range
Lower temperature limit T} Impurity activation energy E; Tyx E;
q 5 5 — q . Hhigh
Unipolar transistors The higher of the two mobilities unign; dielectric constant x Fex
V2
Upper
frequency R
limit F . pn X tp
Bipolar transistors Electron and hole mobility, us and us; dielectric constant « Fx
x\/2
TABLE II TABLE III
ExXAMPLES OF COMPOUND SEMICONDUCTORS PeRrIopIC TABLE OF THE ELEMENTS
Electron Mo- s W8 ¥ i P H BWA HA YA VA W o
Cor&pound Compound Band Gap (ev) | bility (cm?/volt oA A LR A A A \A A wn
ass per second) onoa I Eon A T
e —— B g% TR IRV ARY/ Y
— e | LN TR
Elementa e 7 FRgufs / Vol ‘
¢ (diamond) 6.7 1800 TRV AN L REAL 18- f-,LN—"l
AR ENADHAR
InSb o.és 65'808 . ¥y J_-.-g_ﬂ_[_ A Lol +_+ (MA]
Bi GaA: 1.35 > 500! 0 2| 23| 26|25 | 26 2728, 29|30 31 32 3334|3536
wary | G 28 S (B Y & Wi Po| o, € 2 G Ge s o br Kr
37 28| 29 | 40 | 41 | 42| 43 | aa | a5 |46 | 47 |48 | 49 | 50| 51|52 | 53 | 54
AgTiTe; 0.1 — \Rb Sr| Y |Zr Nb|Mo Te Ru&i\ll’d Ag/Cd|in SnﬁLSt!"LTe‘ ] {Xel
Ternary* CnlnSe: 0.9 ~1000 55 | uLsr 72 73| 78 75| 76|77 | 78|79 | 80 | 81| 82| 83| 8a | 85| 86 |
CnAlS; 2.5 = & 8 C it Fa W/ ke &5/ Ir | Pt|Au|Hg| Tl Pb| Bi |Po_ At|Rn|
L—._;“.T*n[- Bl Mol bt B Bk  Infbul s A A [hadd Bk |
Cynanthron 0.2 10-8 | Fr 'Ral‘Ac (58|59 60| 6162 63 o5 |06 67| 68|69 |70 7|
Organic* Ir?ldanthracene 0.66 1012 . 4?‘,’,_,',,";,'“ ‘.Ge i Pr_]_Ndll:nLS_m Eu Tb DYlHO E’ITNJ]EJ |-U_‘,
Anthracene 1.64 10— )

* U. Winkler, “Die elektrischen Eigenschaften der intermetal-
lischen Verbindungen MgsSi, Mg:Ge, Mg:Sn and Mg:Pb,” Helv.
Phys. Acta, vol. 28, pp. 633-666; December, 1955.

is now possible to evaluate new semiconductors in com-
parison with germanium and silicon on the basis of the
first-order relations between transistor performance and
semiconductor properties of Table I.

Tue NEw COMPOUND SEMICONDUCTORS

Semiconductors are not confined to the elements, but
a vast number of representatives are found among the
chemical compounds. A few representative examples of
compound semiconductors with increasing chemical
complexity and some of their properties are listed in
Table II.

Each class of compounds contains a large number of
semiconductors with band-gap values from a small frac-
tion of an electron volt to several electron volts. On the
other hand, the mobilities seem to fall within character-
istic ranges for each compound class, whereby the
binary compounds exhibit the highest absolute mobility
values as well as the highest mobilities for a given band
gap. The favorable band-gap and mobility combinations
together with the relatively simple chemistry of the
binary compounds have led to concentration of the re-
search effort on this compound class.

The evaluation of binary compound semiconductors

90| 91| 92| 93 o5 | l
'“".l'l 1S {»ThJ.Pg !_U ‘I-N;[@c’; ;7k E;']

for transistors and related applications has indicated
that most of the numerous binary compound groups
must be ruled out for various reasons. Table IV shows
the results of this evaluation which was compiled from
the literature and from an experimental investigation of
over 200 different compounds carried out at RCA Labo-
ratories. This table is arranged according to the col-
umns of the periodic table of the elements of Table I11.
The reasons for discarding most of the binary com-
pound groups are indicated in the respective boxes of
Table IV, where the symbols and abbreviations are: low
melting point (low MP); low band gap (low E;); low
mobilities (low ), chemical, thermal, or mechanical in-
stability (unstable); and technological difficulties in
preparation, purification, and crystal growth (tech-
nology).

The compound groups in the two boxes framed with
heavy lines contain at present the most promising repre-
sentatives, and are the well known column IV elemental
semiconductors including germanium, silicon and the
compound silicon carbide, and the III-V compound
semiconductors. The boxes framed in heavy dashed lines
contain compound groups which could not be investi-
gated satisfactorily because of technological difficulties
in preparing materials suitable for measurements. The
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TABLE 1V
Binary Compounp SEmicoNpUCTOR EvALuaTION
IIA IVA VA VIA VIIA
SOLUNSOFTHE | nhtoe | coice | nome | ok | T
) In Tl Sa Pb Sb Bt Te Po 1(Ae)
low MP
1A Li NaK unstable low MIP l°"£:’ low “'bhldp low p
Rb Cs Fr meeallic unstable unstable unseable
1A Be Mg Ca low E technology | technology low 4 low
Sc Ba Ra metallic low y, Eg low , Fg
S¢c YLa low E
hno! hnol 1 1
1B RARE EARTHS mecallée technology | technology ! ow y ow p
] technology | technology
TRANS. ELEMENTS | low E low E low £ low low
ACTINIUM SERIES metallic |y mcﬁlﬁc metallic
low £ low E 1 1 E 15
18 CuAg Au metallic metallic I3 =0 £ a
1IB Zn Cd H LosgE ne low » low yu, E low g
4 metallic compounds 8
B Al Ga low E technology HI-v low iz E lowp
A mecall | meallic  [compounps| % # P
//
C Si Ge CSiGe technology
VA 50 Pb / aSa8iC | unstable | lo¥w Ep | lowMp
VA 'sbl;lAs low MP/f low If Eg low MP
via 0 8Se 7 7 A lowp E low MP
Te Po // ]
. Z Z > ==
viia ¥ A Br // / / low MP
I (A0 / / /
e Y/ LN A =

pertinent properties of the members of the two interest-
ing compound groups are shown in Table V opposite, as
far as they are known at present.

This table contains measured values of the various
properties with indications for the future trends ex-
pected from theory, and experience with germanium and
silicon. The mobility values for the compounds in Table
V are Hall mobilities, whereas the mobilities for ger-
manium and silicon are the drift mobilities.

Gallium arsenide and indium phosphide clearly stand
out as the most promising representatives in terms of
the first-order relations between transistor performance
and semiconductor properties of Table I. For very high-
temperature devices the aluminum compounds, gallium
phosphide and silicon carbide, are of interest due to
their high band gaps, if a sacrifice in high-frequency per-
formance from low mobilities can be tolerated. Very
high frequencies should be attainable with indium
arsenide and indium antimonide because of their high
electron mobilities, but the low band gaps require opera-
tion below room temperature.

Besides the interesting electronic properties of some
of these single compounds, it is well worth mentioning
that many representatives form solid solutions through-
out the entire mixture range with a monotonic band gap
transition between the two band gaps of the com-
ponents. Table VI shows three examples of such mix-
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tures with their band gap coverage which extends from
0.33 ev to 2.25 ev without interruption.

The mixture of gallium arsenide and gallium phos-
phide shown in Fig. 1 is of particular interest and will be
discussed later.!t

The 1I11-V compounds crystallize in the zincblende
structure which is geometrically identical to the dia-
mond lattice of germanium and silicon. The atoms of
each component element are contained in their own
face-centered cubic sublattices. This similarity between
the diamond and the zincblende structure is of signifi-
cance in comparing the properties of the III-V com-
pounds with elements of column IV (germanium, sili-
con, diamond) as Herman has indicated 12

THEORETICAL TRANSISTOR PERFORMANCE
IN COMPOUND SEMICONDUCTORS

Experience with germanium and silicon has shown
that single crystal material with extremely high purity
and crystal perfection is imperative for successful tran-
sistor experiments. Therefore, the evaluation of a new
semiconductor for transistor applications must be made
at an early stage of material research, to avoid an un-
necessary waste of effort on the technology of purifica-
tion and crystal growth with possibly unsuitable ma-
terials. Transistor research has, fortunately, progressed
to the point where such an evaluation can be made on
the basis of the few fundamental properties pointed out
earlier. The results of an evaluation of several promising
compound semiconductors in comparison with ger-
manium and silicon is briefly discussed below for the
unipolar and the bipolar transistor types. The two de-
vice properties of major interest are high-frequency per-
formance and operating temperature range with par-
ticular emphasis on the upper operating temperature
limit.

The temperature limitations of the various semicon-
ductors is best represented in comparison with ger-
manium. Assuming that devices made from germanium
are operable up to a temperature of 100°C, as estab-
lished by practical experience, the upper operating tem-
perature limit, T, of devices made from other semicon-
ductors can be estimated from the expression for the
intrinsic carrier concentration. Here the actual concen-
tration is set equal to that of germanium at 100°C:

E,
= ————- = 533E, — 273: (°C 1
= iog (Ve )= 213;(°0) (1)
where E, is the band gap of the new semiconductor, £ is
the Boltzmann constant, N is the averaged density of
states in the conduction and valence bands, and #,C¢ is
the intrinsic hole and electron density of germanium at

1 0. G. Folberth, “Mischkristallbildung bei A™BY-Verbindun-
gen,” Z. Naturf., vol. 102, pp. 502-503; June, 1955.

2 F. Herman, “Speculations on the energy band structure of zinc-
blende-type crystals,” J. Electronics, vol. 1, pp. 103~1 14; September,
1955.
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TABLE V
II11-V CompoUND AND COLUMN [V SEMICONDUCTOR PROPERTIES*
. Electron Mobility Hole Mobility Dielectric Melting Point
Semiconductor Band Gap (ev) (cm2/volt sec) (cm?/volt sec) Constant Q)
«-Sn 0.08 ~ 3000 — - 18 (transition)
Ge 0.7 3900 1900 16 958
Si 1.1 1500 500 11.8 1414
SiC 2.8 >100 >20 7 2700
C (diamond) 6-7 1800 1200 5.7 > 3500
InSb 0.18 65,000 ~1000 15.9 523
InAs 0.33 20,000 ~200 11.7 936
GaSb 0.68 ~4000 ~700 14 702
InP 1.25 >4000 >100 10.8 1060
GaAs 1.35 >5000 >400 11.1 1280
AlSb 1.52 >400 >400 10.1 1080
GaP 2.25 >100 >20 8.4 >1300
AlAs ~2.2 — —_ — >1600
AlP ~2.5 —_ — == —

* This table is compiled from a large number of literature references, and results obtained at RCA Laboratories. Reference is made to a few
summary papers which contain comprehensive data and bibliographies in the field of I11-V compound semiconductors.
H. Welker and H. Weiss, “Group [II—group V compounds,” in “Solid State Physics,” F. Seitz and D. Turnbull, ed., Academic Press,

Inc., New York, N. Y., vol. 3, pp. 1-78; 1956.

L. Pincherle and J. M. Radcliffe, “Semiconducting intermetallic compounds,” in “Advances in Physics” (suppl. 5 to Phil. Mag.), vol. 5,

pp. 271-322; July, 1956.

F. A. Cunnel and E. W. Saker, “Properties of [11-V compound semiconductors,” in “Progress in Solids,” A. F. Gibson, ed., John Wiley

and Sons, Inc., New York, N. Y., vol. 2, pp. 37-65; 1957.

E. Burstein and P. H. Egli, “The physics of semiconductor materials,” in “Advances n Electronics and Electron Physics,” L. Marton, ed.,

Academic Press, Inc., New York, N. Y., vol. 7, pp. 1--84; 1955.

TABLE VI
Banp GAp CovERAGE oF I11-V ComMpPoUuND MIXTURES
Mixture Band Gap Coverage (ev)
InAs-InP!! 0.33-1.25
GaAs-Ge* 1.25-1.35
GaAs-GaP!! 1.35-2.25

* D. A. Jenny and R. Braunstein, “Some properties of Ge-GaAs
mixtures,” J. Appl. Phys., vol. 29, pp. 596-597; March, 1958.
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Fig. 1—Band-gap distribution in gallium arsenide-gallium

phosphide mixtures (after Folberth!!).

100°C. The numerical approximation neglects the effect
of minor temperature and effective mass terms in the
density of states. Accurate calculations show that, for
instance, in silicon T, is less than that obtained from
(1) because of the relatively high effective masses of the

charge carriers. The lower operating temperature limit
could, in principle, be calculated from a similar relation
by substituting the impurity activation energies for the
band-gap energies. Unfortunately, very little informa-
tion about the impurity activation energies in the com-
pounds is available, although preliminary measure-
ments of the Hall effect at low temperatures indicate
that the impurity activation energies of indium phos-
phide and gallium arsenide are in the order of those in
germanium. This is in agreement with the theoretical
expectation derived from the low effective masses of the
charge carriers in these two compounds (hydrogenic
model).?

The high-frequency limit can be calculated from the
first order relations of Table I and the material proper-
ties of Table V with the assumption that germanium
transistors (unipolar and bipolar) will ultimately give
useful performance at 1000 mc, which is a reasonable
limit considering technological factors. This would re-
quire critical device dimensions, such as the base width
in a bipolar transistor, of about 1 micron.

The mobilities for germanium and silicon, used in this
calculation, are the intrinsic or lattice scattering values
for the unipolar case, and the impurity scattering values
at an ionized impurity concentration of 5X10'% c¢m™3
for the bipolar case. Design calculations by Dacey and
Ross” have shown that very low impurity (majority
carrier) concentrations of about 10 cm~2 give optimum
performance in unipelar germanium transistors, so that
the use of intrinsic mobility values is justified in this
case. The majority carrier concentration in the diffusion
region of modern high-frequency transistors is in the
order of 5X 10! ¢m™3, so that this value is used for the
ionized impurity concentrations in the bipolar case. The
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mobilities for the compounds are measured Hall values,
as pointed out previously, whereas the performance of
devices based on conduction, diffusion, and drift mecha-
nisms is determined by the drift mobilities. Experience
has shown that the drift mobilities in germanium and
silicon differ by less than a factor 2 from the Hall mobil-
ities, so that the use of the latter is permissible for this
preliminary evaluation. The fact that the ionized im-
purity concentration in the compounds evaluated here
is still higher than 5X10'% cm=2 gives a pessimistic pic-
ture in comparison with germanium and silicon and an
improvement can be expected when purer and more per-
fect single crystals of the compounds become available.

To obtain a realistic temperature dependence of the
upper frequency limit of transistors, it is necessary to
consider the effect of temperature on the mobilities.
Since relatively little is known about the actual tem-
perature dependence of the mobilities in compound
semiconductors, preliminary estimates obtained for the
electron mobilities in indium phosphide are used for all
compounds considered here.’* The approximate tem-
perature function is .., * 72, For germanium and sili-
con the experimentally determined temperature de-
pendences are used, such as for germanium? y, « 716
and p, x 723, and for silicon' u, « 7-2% and u, « 727,
These temperature dependences are those of the lattice
scattering or intrinsic mobilities which are applicable to
the unipolar transistor case. In the case of the bipolar
transistor the negative temperature exponents have
somewhat smaller absolute values at the lower tempera-
tures due to the effect of the onsetting impurity scatter-
ing. However, the above approximations do not change
the ultimate outcome of this evaluation, since they are
on the pessimistic side for the compounds.

It is now possible to plot the numerical first-order re-
lations between transistor performance and semicon-
ductor properties for several compounds of potential in-
terest for transistors. Figs. 2 and 3 show such curves in
the form of log-log plots of the relative upper frequency
limit in megacycles vs operating temperature in °C for
unipolar and bipolar transistors, respectively.

These figures are self-explanatory and need little in-
terpretation. In conclusion, it can be stated that gallium
arsenide seems to be the only semiconductor, among
those evaluated to date, which promises to be competi-
tive with both germanium and silicon for transistor ap-
plications. In other words, the pertinent fundamental
properties of gallium arsenide, as determined experi-
mentally, indicate that transistors made from this ma-
terial may ultimately not only exceed the temperature
limits imposed by silicon, but also operate at higher fre-
quencies than germanium transistors. Indium phosphide
is a close runner-up with only a slight disadvantage in

12 M. Glicksman, RCA Labs., personal communication.

" F. J. Morin, “Lattice-scattering mobility in germanium,” Phys.
Rev., vol. 93, pp. 62-63; January, 1954.

* G. W. Ludwig and R. L. Waters, “Drift and conductivity mo-
bility in silicon,” Phys. Rev., vol. 101, pp. 1699-1701; March, 1956.
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bipolar compound semiconductor transistors.

high-frequency and high-temperature potentialities.
Aluminum antimonide, gallium phosphide, and silicon
carbide can operate at even higher temperatures at the
cost of high-frequency performance.

JuNcTioNs IN COMPOUND SEMICONDUCTORS

Most of the compound semiconductors lend them-
selves to basically the same junction preparation tech-
nology and yield the same general junction character-
istics as germanium and silicon. Alloy, diffusion, and
grown junctions, as well as metal-semiconductor bar-
riers, have been investigated. The junction character-
istics are qualitatively similar to those in silicon with
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pronounced evidence for carrier generation and recom-
bination in the space-charge region due to a trap level
near the middle of the forbidden band.

However, some of the compounds possess certain
properties which make possible new preparation tech-
niques and new junction structures. For instance, in the
process of growing single crystals of a compound from
the melt, deviations from the melt-stoichiometry have a
pronounced effect on the segregation coefficient of im-
purities, without affecting the stoichiometry of the
solid.'® This effect can be used to advantage for pro-
ducing nonhomogeneous impurity distributions, and,
therefore, for growing p-n junctions by changing the
stoichiometry conditions during crystal growth. This is
easily accomplished through variations in the pressure
of the volatile component, such as the phosphorus pres-
sure in the preparation of indium phosphide. Another
novel method of preparing junctions in compound semi-
conductors makes use of the decomposition of the com-
pound at temperatures appreciably below the melting
point.}” For instance, heating the surface of a doubly-
doped (donors and acceptors) piece of indium phosphide
beyond a certain temperature leads to evaporation of
phosphorus leaving behind an indium rich melt. This
surface melt “leaches” out certain impurities, so that
a p-n junction results under favorable circumstances.
An ohmic contact is automatically provided in the form
of the indium metal at the surface. This method does
not require the addition of an impurity during the proc-
ess, nor does it necessitate heating to the melting point
of the semiconductor. Among the many other junction
preparation methods unique to the compound semicon-
ductors, the two which were instrumental in demon-
strating the feasibility of transistors in indium phos-
phide and gallium arsenide shall be described in some
detail below.

THE SURFACE-DIFFUSION JUNCTION

Zinc, which is an acceptor impurity in III-V com-
pounds, was found to adhere tenaciously to the surface
of indium phosphide, so that surface diffusion can be
effected within a certain temperature range without
excessive loss by evaporation. Estimates of the surface-
diffusion coefficient of zinc on indium phosphide show
that it is several orders of magnitude higher than the
volume-diffusion coefficient as expected. This observa-
tion opens an interesting possibility of producing large
area p-n junctions near the semiconductor surface. The
process is illustrated in three stages in Fig. 4. An im-
purity pellet containing zinc is placed on the surface of
an n-type indium phosphide wafer [Fig. 4 (a)] and sub-
sequently heated in a protective atmosphere, so that the
pellet melts and forms a penetrating alloy melt similar
to that in the preparation of an alloy junction. During
this process zinc diffuses into the indium phosphide

18 K. Weiser, RCA Labs., personal communication.
17 K. Weiser, “Decomposition method for producing p-n junc-
tions,” J. Appl. Phys., vol. 29, pp. 229-230; February, 1958.
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Fig. 4—Structure and processing steps of surface-diffusion
junction and transistor.

underneath the alloy melt [Fig. 4 (b)]. At the same time
zinc diffuses along the surface at a much higher rate and
covers the surrounding surface area with a radially de-
creasing surface concentration. Volume diffusion to-
wards the inside of the indium phosphide takes place
simultaneously with a penetration depth dependent on
the surface concentration. In this manner, after cooling
to room temperature, a saucer-shaped junction is
formed with an ohmic contact to the p-type side in the
form of the solidified alloy dot [Fig. 4 (c)]. A very shal-
low large area junction is thus obtained, which lends
itself ideally for photodiodes, photovoltaic junctions,!®
and particularly diffusion transistors. The method does
not necessitate an impurity in the vapor phase, nor a
sealed system, and the processing procedure is essen-
tially equivalent to that for the preparation of alloy
junctions. The automatically obtained ohmic contact to
the diffused region is an added feature.

THE WIDE-GAP JUNCTION

The effect of a change in the band gap of a semicon-
ductor in the transition region of a p-» junction has
been originally postulated by Shockley!® and was later
treated in detail by Kromer.?® The most immediate ap-
plication of such a junction structure is in the emitter
of a transistor, where a higher band gap on the emitter
side, as compared with the base side, can increase the
injection efficiency tremendously over that of a homo-
geneous band-gap junction.

18 D. A. Jenny, J. J. Loferski, and P. Rappaport, “Photovoltaic
effect in Ga As p-n junctions and solar energy conversion,” Phys.
Rev., vol. 101, pp. 1208-1209; February, 1956.

¥ W. Shockley, “Circuit Element Utilizing Semiconductive Ma-
terial,” U. S. Patent No. 2,569,347; September 25, 1951.

20 H. Kromer, “Theory of a wide-gap emitter for transistors,”
Proc. IRE, vol. 45, pp. 1535-1537; November, 1957.
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The possibility of producing solid mixtures or solid
solutions of two semiconductors with different band
gaps to attain intermediate band-gap values allows the
realization of wide-gap junctions. The germanium-sili-
con system is one example, where the components are
fully miscible. However, the gallium phosphide-gallium
arsenide system, mentioned earlier (Fig. 1), has several
technological advantages for the preparation of wide-
gap junctions. It is possible to immerse gallium arsenide
into an atmosphere of phosphorus and to take advantage
of solid diffusion, so that phosphorus atoms are substi-
tuted for the arsenic atoms in the gallium arsenide lat-
tice, thus converting the starting material into either
gallium phosphide or any intermediate mixture of gal-
lium arsenide and gallium phosphide. Arsenic is, of
course, liberated in this process. Although the diffusion
process does not produce an abrupt band-gap transition,
it introduces a nonhomogeneous tapering band gap from
the extreme of gallium phosphide (2.25 ev) at the sur-
face to that of gallium arsenide (1.35 ev) in the interior.
In addition to the band-gap transition a p-» junction
must be produced in the region of the tapering band
gap. This can be accomplished by diffusion doping with
an appropriate impurity, such as sulfur in the case of
p-type gallium arsenide, as was actually done in the
example described here. Fig. 5(a) shows the energy-
band representation of an ideal wide-gap junction with
abrupt band-gap and impurity transitions, and Fig. 5(b)
shows that of the described junction with graded band-
gap and impurity transitions produced by the diffusion
process.

The approximate band-gap value in the transition re-
gion of a graded wide-gap junction can be determined in
an indirect way. The rectification mechanism of p-n
junctions in all known low-lifetime semiconductors,
except germanium, is invariably that of generation and
recombination in the space charge region as described
by Sah, Noyce, and Shockley,? instead of the diffusion
mechanism originally introduced by Shockley for the
ideal case with relatively long lifetimes. The reason for
this is the presence of a trap or recombination-center
level near the middle of the forbidden band. It is, there-
fore, reasonable to assume that the former mechanism
is also active in the graded wide-gap junction under dis-
cussion. The rectification activation energy of both the
reverse and the forward current corresponds in this case
roughly to half the band-gap value in the junction tran-
sition region. Measurements of ordinary diffusion junc-
tions in gallium arsenide (homogeneous gap junctions)
and of the above described graded wide-gap junctions
are shown in Table VII. These results indicate that the
band-gap value in the transition region of the graded
wide-gap junction is about 1.8 ev as compared to 1.35 ev
for gallium arsenide alone. A cross check on this value
from diffusion calculations and the band-gap distribu-

2t C, T. Sah, R. N. Noyce, and W, Shockley, “Carrier generation
and recombination in -z junctions and p-» junction characteristics,”
Proc. IRE, vol. 45, pp. 1228-1243; September, 1957,
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Fig. 5S—Energy-band representation of (a) abrupt wide-gap
junction and (b) graded wide-gap junction.

TABLE VII

REsuLTs oF HOMOGENEOUS-GAP AND WIDE-GAP
JUNCTIONS IN GALLIUM ARSENIDE

Homogeneous- Wide-Gap
Gap Junction Junction
Rectification Activation
Energy E, (ev) 0.65 0.9
Estimated Band Gap in the
Depletion Region E,=2E, (ev) ~1.3 ~1.8
Actual Band Gap in the
Depletion Region E, (ev) 1.35 ~1.8*

* Calculated from estimates of the diffusion coefficient of phos-
phorus in gallium arsenide and the band-gap distribution in gallium
arsenide-gallium phosphide mixtures of Fig. 1.

tion between gallium arsenide and gallium phosphide,
shown in Fig. 1, have verified this result.

Wide-gap junctions of the type described are of in-
terest for diodes and rectifiers with even higher upper
operating temperature limits than that for gallium
arsenide, without necessitating the preparation of gal-
lium arsenide-gallium phosphide mixtures as starting
material in single crystal form. The use of this wide-gap
junction as an emitter in gallium arsenide transistors for
increased injection efficiency will be described below.

EARLY TRANSISTOR RESULTS IN
CoMPOUND SEMICONDUCTORS

As mentioned in the introduction, Gebbie, Banbury
and Hogarth were the first to demonstrate point-con-
tact transistor amplification in a compound semicon-
ductor, lead sulfide.* However, lead sulfide has too low a
band gap (0.35 ev) for useful transistors. Several reports
of transistor action in new semiconductors which ap-
peared in nontechnical publications are disregarded
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here. Welker claimed to have observed transistor action
in indium phosphide,? but Jenny showed that his cri-
terion, although necessary, was not sufficient and the
demonstration of power amplification is, at this time,
the only satisfactory way of establishing the existence
of the transistor mechanism.? In the following, two new
transistor structures are described which were used in
establishing the feasibility of transistors in indium phos-
phide and gallium arsenide.

THE SURFACE-DIFFUSION TRANSISTOR
IN INDIUM PHOSPHIDE

Early transistor experiments in indium phosphide
with point-contact structures, and a hybrid structure of
a point-contact emitter and a large-area metal-semi-
conductor collector, have shown that transistor action
with power gain is feasible in this material. However,
the surface-diffusion transistor, described below, was
the first transistor in a compound semiconductor to
utilize a material property peculiar to indium phosphide
and is, therefore, of particular interest.

The surface-diffusion junction described in the previ-
ous section was used as collector junction in this tran-
sistor. An emitter was applied to the p-type region near
the periphery of the saucer-shaped junction, where the
distance between emitter and collector is very small, as
shown in Fig. 4. In this manner it was possible to pro-
vide an extremely small active base width, which was
necessary because of the low electron lifetime and dif-
fusion length. The emitter consisted of a small area
metal-semiconductor contact made with indium, simi-
lar to the emitter in point-contact transistors.

The results of early measurements on surface-diffu-
sion transistors in indium phosphide are summarized in
Table VIII. The behavior of these transistors is qualita-
tively analogous to that of germanium and silicon tran-
sistors, so that a detailed presentation of their character-
istics would not contribute to the information contained
in the table. Surface stability to maintain low surface
recombination velocities near the emitter is one of the
major remaining problems. The emitter for practical
transistors will ultimately consist of an alloy or diffusion
junction rather than a metal-semiconductor contact.

The important contribution of the surface-diffusion
transistor structure is that it made possible the repro-
ducible demonstration of the feasibility of transistors in
indium phosphide; furthermore it is, at present, the only
effective tool for estimating electron diffusion lengths
and lifetimes in this compound semiconductor.

It may be worth mentioning that unipolar surface-
diffusion transistors have been demonstrated in indium
phosphide, utilizing junction preparation techniques sim-
ilar to those described. Preliminary measurements have
indicated transconductance values of 0.1 ma per volt.

2 H, Welker, “Ueber neue halbleitende Verbindungen II,”
Z. Naturf., vol. 8a, pp. 248-251; April, 1953.

3 D, A. Jenny, “Bemerkung zu einem von H. Welker gefundenen
‘Transistor-Effekt’ in Indium Phosphide,” Z. Naturf., vol. 10a, pp.
1032-1033; December, 1955.
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TABLE VIII

EArLY RESULTS OF INDIUM PHOSPHIDE SURFACE-DIFFUSION
TrANsISTORS AT 4000 CYCLES

Power gain 36 db
Current gain 8 13

Current gain « | ~0.9

Base width w (measured) ~3X10"¢ cm
Electron diffusion length L, i ~3X1073 cm

Electron lifetime 7, ~10-7 seconds

A GALLIUM ARSENIDE TRANSISTOR WITH
A WIDE-GAP EMITTER

In the case of gallium arsenide it was necessary to
utilize the wide-gap emitter principle to obtain sufficient
injection efficiency for a demonstration of transistor
amplification. The high carrier concentrations in the
available gallium arsenide precluded the attainment of
sufficient carrier injection through high carrier concen-
trations in the emitter, as is successfully accomplished
in germanium and silicon. The graded wide-gap junc-
tion, described in the previous section (Fig. 5), was
therefore used as emitter. A band-gap difference, AE,
between emitter and base in a wide-gap emitter affects
the injection efficiency, v, of the homogeneous-gap case
according to the relation:!®

1
Yag = (2)

(i — 1) e~AEIRT | 1
4

where yar is the wide-gap injection efficiency, T is the
absolute temperature, and k is the Boltzmann constant.
In the case of the graded wide-gap emitter the AE is
taken as the band-gap difference between the two
boundaries of the depletion layer in the emitter junc-
tion. This is actually only a pessimistic approximation,
as the band-gap gradient in the emitter gives an addi-
tional improvement in injection efficiency. For instance,
a AE of only 0.2 ev can yield an increase of the injection
efficiency from 0.5 to 0.999 compared with the homo-
geneous band-gap case.

A transistor structure with the graded band-gap
junction, described in the previous section, was used for
the demonstration of transistor amplification in gallium
arsenide. The fact that in this case the collector is also
a graded wide-gap junction is purely incidental and of
no further significance. The results of preliminary meas-
urements on wide-gap and homogeneous-gap transistors
in gallium arsenide are shown in Table IX. Difficulties
in making low-resistance ohmic contacts to the gallium
arsenide-gallium phosphide material of the emitter and
collector precluded the attainment of the ultimate
power amplification potential of this transistor type.
Nevertheless, the results demonstrate not only the
feasibility of transistors in gallium arsenide, but also the
experimental verification of the theoretically predicted
wide-gap emitter effect. The application of the wide-gap
emitter to gallium arsenide transistor structures made
possible the estimate of the electron diffusion length and
lifetime in this compound semiconductor.
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ConcLusioNs AND FUTURE OUTLOOK

The foregoing status report on transistor research
with new semiconductors indicates that certain com-
pound semiconductors are potentially capable of ex-
tending transistor performance towards higher temper-
atures and possibly higher frequencies as compared to
germanium and silicon. Transistor amplification has
been demonstrated in indium phosphide and gallium
arsenide, the two most promising all-round compound
semiconductors. Gallium phosphide and silicon carbide
may be useful at very high operating temperatures at
the cost of high-frequency performance, whereas indium
antimonide and indium arsenide could conceivably
operate at very high frequencies but only below room
temperature.

However, there are still numerous technological prob-
lems to be solved before the theoretical predictions for
high-temperature and high-frequency performance can
be realized in practical transistors. New preparation
methods and new device structures have become possi-
ble with the compound semiconductors due to some of
their unusual properties.

Perhaps the most intriguing aspect of the compound
semiconductors is that gallium arsenide, and possibly
indium phosphide, promise not only to combine, but
even to exceed the favorable high-frequency and high-
temperature transistor properties of germanium and
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TABLE IX

EARrRLY RESULTS oF HOMOGENEOUS GAP AND WIDR GAP
EMITTERS IN GALLIUM ARSENIDE TRANSISTORS
AT Low FREQUENCIES

Homogeneous- Wide-Gap
Gap Emitter Emitter
Current gain « ~0.1 0.9
Power gain negative 4 db*
Base width w (measured) ~10~¢cm
Electron diffusion Length L, ~1073 cm
Electron lifetime 7, ~1078 seconds

* Limited by high contact resistances in the emitter and collector.

silicon. Whether gallium arsenide or indium phosphide
will ultimately replace germanium and/or silicon in
transistors depends largely on technological and eco-
nomic factors.
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Review of Other Semiconductor Devices®
STEPHEN J. ANGELLOY{, SENIOR MEMBER, IRE

Summary—Semiconductor devices other than transistors and
rectifying cells are useful and some are becoming important in solid-
state electronic-systems technology. It is shown how one possible
system of classification for all semiconductor devices can be set up.
The system starts by listing a complete set of semiconductor proper-
ties and a complete set of external influences which can modify the
semiconductor attributes. Devices are then classified in order of
complication with respect to semiconductor attributes with external
influences being applied singly, in pairs, and so on. It is not claimed
that this system is a tool for invention of new devices, but it could
serve to organize creative thought. An attempt is made to list cri-
teria for important devices, and a selection is made of those devices
which we predict will be important in the future. The selection is
Hall effect devices, thermistor devices, photodevices, and thermo-
electric devices. Each of these classes of devices is discussed briefly
with respect to important properties, and some applications which
have been described in the literature.

* Original manuscript received by the IRE, February 27, 1958.
1 Westinghouse Research Labs., Pittsburgh, Pa.

INTRODUCTION

SURVEY of solid-state device development shows
that any property of a solid material can be the
basis for a device, and in many cases feasibility

has been determined. Because of the extent of the field
of solid-state devices, we shall restrict this discussion to
devices depending upon the physical properties of semi-
conductors. The word “other” in the title implies, also,
that we shall omit discussion of transistors and rectify-
ing cells. These are discussed adequately in other articles
in this issue of the PROCEEDINGS.

Some of the devices we shall discuss are, or shall
become, important supplementary components to in-
tegrate with transistors and diodes into complete, re-
liable, static electronic systems.
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SURVEY OF PHYSICAL PROPERTIES OF SEMICONDUCTORS

The possibility of constructing solid-state devices
arises from the fact that certain internal and external
influences can modify the properties of a solid. In keep-
ing with the IRE definition of a semiconductor, which
specifies electronic conduction, we restrict our attention
to physical properties. lonic transport and chemical
effects are excluded.

We attempt here to give a complete (but not unique)
set of basic postulates which underlies the present theo-
retical description of the physical properties of semicon-
ductors. Device characteristics result from alteration in
detail of these attributes.

List of Postulates

1) A semiconductor is one of several classes of solids
which are an ensemble of atoms and electrons that
obey the laws of quantum mechanics.

2) Electrical conduction is by electrons (negative
charges) and holes (positive charges). These have
density n electrons/cm?® and p holes/cm?. The
densities can be varied over a wide range by in-
ternal influences, such as the density of atoms
foreign to the pure solid, or by external influences,
for example, absolute temperature.

3) Current carriers have effective masses m, and m,,.
These masses are often anisotropic depending
upon crystal direction.

4) Current carriers have mobility u, and p, cm?/volt-
second. :

5) There exists in the solid a band of energy states
which are unallowed for the conduction electrons.
This gap separates energy states which are full of
mobile electrons at absolute zero of temperature,
and energy states comprising a conduction band.

6) Minority carriers in a given semiconductor region
can exist in excess of equilibrium density for a
finite lifetime 7 seconds. :

Semiconductor properties appropriate for the descrip-
tion of devices will be found to be related to these basic
attributes. For example, electrical conductivity is

o = ngun + Pgun

where ¢ is electronic charge. Also,

E
7T exP(_ 2kT)’

where E is the unallowed band gap and T is absolute
temperature. The exact form of the relation depends on
the conditions relevant for the description, and the ap-
proximations introduced.

Internal influences which can modify the basic at-
tributes are: 1) density of various impurities in a crystal,
2) spatial distribution of impurities, 3) density and dis-
tribution of crystal defects, and 4) crystalline phase
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changes. The external influences are: 1) applied electric
field, 2) applied magnetic field, 3) absolute temperature,
4) spatial distribution of absolute temperature or the
flow of heat, and 5) radiation.

To illustrate the use of the classifications above, we
shall apply them in describing some well-known devices.
For example, if the impurity densities in a germanium
crystal are adjusted to give three regions in series p-n-p,
and the spatial distribution is appropriate for minority
carrier injection at the p-n transition and appropriate
for supporting high blocking voltage at the n-p junction,
we have a transistor. Application of two electrical fields
will enable the device to act as an amplifier in the ap-
propriate circuit. Visible radiation shining upon one
junction with an electric field appropriately applied will
result in a phototransistor. In the first case, only one
type of external influence was applied. The second case
involves two types of external influence applied simul-
taneously. In this way it may be seen that the number
of possible semiconductor devices is very large. We shall
try to select, for more complete discussion, devices
which are new and show future promise as supplemen-
tary system components. Some well-established devices
will be covered by references to review literature.

CRITERIA FOR DEVICE SELECTION

In general, a device will be found to be important if
the desired effect is “large.” The term “large” is, of
course, relative to the requirements of the receptor of
the device response. In some cases an “efficiency” is the
important factor and is judged relative to the efficiencies
of competing devices, and often with respect to the
economics of device operation.

We may illustrate the discussion above by citing two
devices, each of which has been known for over 50 years,
but only now are becoming interesting because new ma-
terials and techniques make large effects possible. These
are the Hall effect generator and thermoelectric gen-
erator. More will be said about these devices later in
this review.

With these ideas in mind, we may range through the
various possible semiconductor devices and choose. The
ranging will be more orderly if we start with homogene-
ous semiconductors and apply the external influences
one at a time. The next more complicated devices will
be homogeneous with a pair of external influences, a
triple, and so on. A single p-» junction will be the
simplest departure from homogeneity, and the external
influences will be applied singly, in pairs, and so on.

Table I is designed to put in order some of the devices
which can be made from a homogeneous semiconductor.

In Table II we shall consider one p-n junction in the
homogeneous, isotropic semiconductor. To conserve
space and patience we shall list only those influences
which result in devices known to the art. The list is not
intended to exhaust all possible devices.



970

TABLE 1
HOMOGENEOUS ISOTROPIC SEMICONDUCTOR DEVICES
Input Number Name of Device
External of Effect (Where
Influence* | Electrodes Applicable)
E 2 I=¢E, Ohm’s law Resistor
H no effect
T no effect
T(x, v, 2) 2 Seebeck, E=const;AT
hy no effect
E H 2 I=¢(H)E Magnetoresistor
E, Ht 4 Halleffect V=f(H, E) | Hall generator
E, T 2 I=¢(T)E Thermistor
E, T(x, vy, 2) 2 Thomson Heat
Qr=const,JAT
E, hy 2 I=¢(l)E Photoresistor
El, Ez, H 3 Suhl effect

* Other external influences are zero or constant, that is, they are
treated as parameters but not as variables.

T Many other galvanomagnetic effects exist which are not listed

ere.

E =electric field strength,

H=magnetic field strength,

T'=absolute temperature degrees Kelvin,

kv =quantum of radiation: X-rays, y-rays, 8-rays, a-rays, infrared

and other electromagnetic radiations,
A =change of the appropriate influence.

TABLE 11
IsoTrOPIC SEMICONDUCTOR DEVICES WITH ONE p-n JUNCTION

Input Number
External | of Elec- Effect Name of Device
Influence | trodes
E 2 I=f(E), bv=f(E) Rectifying cell
Electroluminescent cell
E, E, 4 Minority carrier Filamentary transistor
injectton in a fil- or double base diode
ament
T(x, v, 2) 2 Seebeck effect Thermocouple, Thermo-
electric Generator
hy 2 Photovoltaic effect Photocell, Solar bat-
tery
E, T(x,y,2) 2 Peltier effect Peltier refrigerator
p=nI(E)
E, hy 2 I=f(E, h) Photodiode

It will now be clear to the reader that this is a possible
scheme to classify all semiconductor devices. By extend-
ing the list of effects and influences, other solid-state
devices may be classified similarly.

DiscussioN oF NEwW AND PROMISING DEvICEs
Hall Effect Generators

It has been well known for over 60 years that an ex-
ternal magnetic field can influence the equipotentials of
a conductor carrying current. In the usual configuration
a plate of length L, width W, and thickness d is fitted
with electrodes at each end so that a current flows along
the length. Equipotential points across the width are
moved by the influence of a magnetic field perpendicular
to both the current and the equipotential lines. Termi-
nals which are on equipotentials with zero magnetic
field, have a “Hall voltage”

RHI
Vh = —_——

d
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and appear when a field H is applied. The factor “R” is
the Hall constant which depends upon the material
under study. The usefulness of the effect depends on the
factors H and I which appear as a product. Moreover,
the Hall voltage appears as a linear function of this
product.

In order for a material to be used in a practical device,
three requirements! must be fulfilled:

1) The Hall voltage must be sufficiently large—at
least several hundred millivolts, that is, the Hall
constant must be large.

2) The Hall voltage should be only weakly tempera-
ture dependent.

3) It must be possible to take power from the Hall
voltage terminals, that is, the resistance of the ma-
terial must be low.

Only two materials are known at the present time
which make practical utilization of the Hall effect possi-
ble; these are, Indium Antimonide? and Indium Arse-
nide.® It is possible that some design adjustments may
be made between the parameters R and ambient tem-
perature by specification of a mixed crystal of InAs.P,.4

According to our earlier discussion of classification,
we have here a four-terminal device with an electric field
applied to one pair of terminals, and an applied mag-
netic field with a useful output at the second pair of
terminals. The Hall effect in a generator device has been
discussed in detail by Kuhrt.5 For practical applications
the effect of loading the Hall terminals is important.
The geometry of the Hall plate can be selected for best
results in a given application. Practical designs must
deal with temperature effects and the influence of the
magnetic field upon the internal resistance of the gen-
erator.

Three basic applications of the Hall generator are
indicated by the properties of the device:!

1) Multiplication for example:

Va(t) =const. H()I(¢). If H@) is proportional to
the current in a circuit and I(¢) is proportional to
the voltage, V;(¢) will be proportional to instanta-
neous power.

2) Control of the Hall voltage by means of the mag-
netic field. If the primary current in a Hall gener-
ator is held constant, the Hall voltage can give a
true picture of a magnetic field in space in both
magnitude and direction (i.e. the Hall effect is
proportional to the component of a magnetic field
perpendicular to the current and equipotentials).

1 W. Hartel, “Anwendung der Hallgeneratoren,” Siemens-Z ., vol.
28, pp. 376-384; September, 1954.

? H. Weiss, “Uber die elektrischen Eigenschaften von InSb,” Z.
Naturforsch, vol. 8a, pp. 463—469; August, 1953,

3 0. G. Folberth, et al., “Die elektrischen Eigenschaften von InAs
11,” Z. Naturforsch., vol. 9a, pp. 954-958; November, 1954.

0. G. Folberth, “Mischkristallbindung bei AI!BV-Verbin-
dungen,” Z. Naturforsch., vol. 10, pp. 502-503; June, 1955.

5 F. Kuhrt, “Eigenschaften der Hallgeneratoren,” Siemens-Z.,
vol. 28, pp. 370-376; September, 1954.
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3) Control of the Hall voltage by means of the pri-
mary current. If the magnetic field is held con-
stant, the variation of V, with time is a true pic-
ture of the time variation of the current.

Multiplication of any two quantities can be accom-
plished if one can be made to influence proportionally
the magnetic field, and the other to influence the Hall
current. Since instantaneous quantities are involved, the
product can take phase relations into account. With
more than one generator, three or more quantities can
be multiplied. In addition, circuits can be arranged to
form the reciprocal of a quantity, and from this, quo-
tients of quantities can be formed.

An interesting application to electrical machinery is
the measurement of the torque of a dc motor under
load.® A Hall generator plate is mounted in a pole face of
the motor so that the motor flux is perpendicular to the
Hall current and the plane of the Hall terminals. Hall
current is made proportional to the armature current.
The Hall voltage will then be proportional to the prod-
uct of the motor flux and armature current or the inner
torque. Several uses for such a Hall voltage will come to
mind, for example, a relay could be actuated to act as
protection against overloads on the motor. Also the Hall
voltage could be used as a field current control with
suitable amplification making it possible to develop a
constant torque over a range of load values.

Variation of the Hall voltage with magnetic field; pri-
mary current constant is utilized in a device for measur-
ing dc current in a heavy buss. A magnetic core is built
around the current-carrying buss with a Hall generator
in the air gap. In the arrangement there is a relation be-
tween the field H and the buss current. With a fixed pri-
mary current the Hall voltage is a measure of the buss
current. It is possible in this way to measure thousands
of amperes to an accuracy of one per cent or less without
breaking into the buss structure. Another obvious ap-
plication for this device is a small device for the meas-
urement of magnetic fields” without the need of mechan-
ical motion or variation of the magnetic field.

It appears that the Hall effect generator will have
many applications in the future for sensing elements and
simple analog computations such as the input for tran-
sistorized systems.

T hermaistors

A thermistor is an electron device which makes use of
the change of resistivity of a semiconductor with change
in temperature. This was one of the first of the devices
developed in the past 18 years of semiconductor de-
velopment. The best-known review of these devices was

¢ F. Kuhrt and E. Braunersreuther, “Drehmomentnessung an
einem Gleichstrommotor mit Hilfe des Halleffektes,” Siemens-Z., vol.
28, pp. 299-302; August, 1954, .

7 H. Hieronymus and H. Weiss, “Uber die Messung kleinster
magnetisher Felder mit Hallgeneratoren,” Siemens-Z., vol. 31, pp.
404—409; August, 1957.
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written by Becker, et al.8 In this, a number of interesting
applications are outlined, all depending upon the large
negative variation of resistivity of these devices. Re-
cently, basic concepts of semiconductor physics have
been applied to obtain new and useful modifications of
the classical thermistor characteristics.

The classical thermistor has a large negative tem-
perature coefficient of resistance of the order of a per
cent per degree centigrade, that is, the resistance de-
creases with increasing temperature. It would be highly
desirable from the standpoint of device design to be able
to preassign the following factors:

1) resistivity,
2) magnitude of the temperature coefficient, and
3) sign of the temperature coefficient.

Some progress has been made in the ability to pre-
assign resistivity and temperature coefficient by Heikes
and Johnston® who have made a systematic study of
valency control by lithium substitution in transition
metal oxides. Resistivity is controlled by lithium com-
position, and temperature coefficient is controlled by
forming mixed crystals of oxides. Very large values of
negative temperature coefficient have been obtained'?
by proper doping of InSb. Two per cent per degree
Fahrenheit is claimed. Interesting developments!® in
positive temperature coefficient thermistors have also
been made. Large coefficients have been obtained in
PbSe, for example. More interesting, however, are sys-
tems like barium-strontium titanate modified with
lanthanum which have been made to exhibit positive
values of eight per cent per degree Fahrenheit. More-
over, the increase is from 500 ohm-cm at 160°F to
105 ohm-cm at 300°F. The increase in resistivity in this
case is thought to be due to a cubic-to-tetragonal phase
change in barium titanate. A characteristic of this form
could be used as a temperature actuated on-off switch.

It is clear that the requirements of electronic systems
cannot be served by temperature-independent resistance
elements alone. There is extensive need for resistance
elements which will provide primary temperature sens-
ing, and will act as control elements in solid-state device
circuitry.

Photocells

According to the classification scheme of this paper,
there are three main types of photocells: these are,
1) the photoconductive type in which an electric field is
applied to a homogeneous semiconductor, and incident
radiation causes a change in resistivity by influencing
current carrier density, 2) the photodiode type in which

8 . A. Becker, et al., “Properties and uses of thermistors-ther-
mally sensitive resistors,” Trans. AIEE, vol. 65, pp. 711-725; No-
vember, 1946.

9 R. R. Heikes and W. D. Johnston, “Mechanism of conduction in
Li-substituted transition metal oxides,” J. Chem. Phys., vol. 26,
pp. 582-587; March 1957.

10 R, K. Willardson, “New semiconductor materials,” Battelle
Tech. Rev., vol. 6, pp. 8—14; August, 1957,
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the leakage current of a p-n junction biased in the re-
verse direction is modulated by intensity of incident
radiation, and 3) the photovoltaic type in which incident
radiant results in hole-electron generation at the junc-
tion, and charge separation by virtue of the contact
potential. Other types of photocells are possible by
utilizing phenomena associated with incident radiation,
for example, the photomagnetoelectric effect has been
used as an infrared radiation detector.!

The photoconductive type of device is used exten-
sively in infrared detectors and will continue to be used
in this way because of the detection sensitivity which
can be obtained. Further development of semiconductor
materials will result in more sensitivity and faster re-
sponse time.!?

Photodiodes show a family of leakage vs reverse
voltage curves with light intensity as the parameter,
which are reminiscent of transistor collector character-
istics with the emitter bias as a parameter.”® The de-
vices may be made with microsecond response and have
been used to read punch cards and punched tapes.

The photovoltaic cell provides a primary-power-
source converting incident radiation into electric cur-
rent. The silicon solar cell is presently the most powerful
of this class of device, and has been made to convert
sunlight with 11 per cent efficiency. The present status
has been reviewed by Prince.! The outlook is promising
for utilization: the main problem is one of economics to
compete with existing power sources.

We feel that there is a good future for application,
not only as a power source, but also as a photoelectric
link in electronic systems.

THERMOELECTRIC DEVICES

It has been well known for over 100 years that a cir-
cuit consisting of two dissimilar electrical conductors
can show several thermoelectric effects. If one junction
is placed in a heat reservoir at a temperature different
from the other junction, a current will flow in the circuit.
The current is due to the generation of a Seebeck emf.
Heat is absorbed at the hot junction and rejected at the
cold junction. A fraction of this heat flowing through the
system may be converted into electric power in a load.
The inverse effect also occurs, namely, a battery inserted
in the circuit causes current to flow through the junc-
tions. Heat will be absorbed at one junction causing it
to cool, and heat will be rejected at the other junction.
The creation of a temperature gradient by application
of an electric field to a junction is known as the Peltier
effect.

Although the effects have been known for many years,
little application has been made because the efficiency
and size of the temperature gradient possible are small

1 0. H. Lindberg and H. C. Chang, “An indium antimonide PME
infrared detector,” presented at IRE-AIEE Semiconductor Devices
Conf., Boulder, Colo.; July 17, 1957.

2 A. Rose, “Maximum performance of photoconductors,” Hely.
Phys. Acta, vol. 30, pp. 242-244; August, 1957.

13 J. N. Shive, “The properties of germanium phototransistors,”
J. Opt. Soc. Amer., vol. 43, pp. 239-244; April, 1953.

4 M. B. Prince, “Silicon solar cells,” Electronic Ind., vol. 16, pp.
60-61; March, 1957.
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in the case of metals. Very carefully formulated semi-
conductors are being developed in which the conversion
efficiency is approaching 10 per cent and the cooling
power is approaching 90°C below the hot junction tem-
perature.l®

The maximum amount of work which a machine can
extract from a hot reservoir at T3°K is determined by

Tw—T.
= T

€ 3
where ¢, is the Carnot efficiency and T is the heat sink
temperature. The actual efficiency of a device working
between these two temperatures is modified by the de-
vice efficiency so that

€ = €c€device,

where € is the actual over-all conversion efficiency.
In the case of a thermoelectric circuit the over-all
efficiency is
That
4pk

The device efficiency has been replaced by a figure of
merit

€ = €€TC = €

Ty

= = ——>

4 ok

where « is the thermoelectric power, p is resistivity, and
k is thermal conductivity. The substitution

eTcﬁM

is good up to about 10 per cent efficiency. It will be
noted that the semiconductor must have high a con-
comitant with small p and %. The value of M is not easy
to maximize because « and p are related to oppose maxi-
mization of M. The best compromise is found in ma-
terials having of the order of 10'*/cm3 current carriers,
that is, very highly doped semiconductors or semimetals.
An understanding of transport in semiconductors has
been fruitful in decreasing k without increasing p.!8

The same figure of merit applies to refrigerators and
heat pumps. The maximum temperature difference be-
tween T} and T, is given by

ATpax = 2MT..

Values of M =0.2 are now available and better values
will result from intensive research now being carried on.

The effect upon electronic systems by the thermo-
electric phenomena will be in three areas: 1) primary
power source to compete with batteries, solar cells, and
others, 2) cooling of electronic equipment in small, criti-
cal volumes throughout the system, and 3) devices de-
pending directly upon the effects. The first requires no
elaboration except to say that the usual heat sources
will be supplemented by isotopes and nuclear reactors.

8 A. F. Ioffe, “Semiconductor Thermoelements and Thermo-
electric Cooling,” Infosearch Ltd., London, Eng., 1957.

18 A. F. Ioffe, “Heat transfer in semiconductors,” Can. J. Phys.,
ggl. .13336No 12A (supplementary number), pp. 1342-1355; Decem-

r, .
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Under item 2 we point out that cooling of small volumes
is not accomplished economically with mechanical sys-
tems. Under item 3 we mention a hygrometer depending
upon the cooling of sample of air by a Peltier junction.!s

Di1scuUssION

It can be seen from the foregoing development that it
is possible to order all semiconductor devices (and all
solid-state devices) by applying external influences to a
semiconductor singly, in pairs, in triplets and so on. The
semiconductor is first homogeneous, second, contains
one p-n junction, and so on. We do not claim that such a
system will serve to invent new semiconductor devices,
but it will serve to give order to creative thinking along

hese lines.
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It is clear that already many applications have been
found for semiconductor devices, and that more develop-
ment will integrate these, and devices not yet invented,
into reliable solid-state electronic systems.
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Electrons, Holes, and Traps®
WILLIAM SHOCKLEY{, FELLOW, IRE

Summary—The statistics of recombination and of trapping of
electrons and holes through traps of a single species are presented.
The results of the Shockley-Read recombination theory are derived
and more fully interpreted. A level of energy known as the equality
level is introduced. When the Fermi level lies at this level, the four
basic processes of electron capture, electron emission, hole capture,
and hole emission all proceed at equal rates. Transient cases for large
trap density are presented.

I. INTRODUCTION
RECOMBINATION centers or traps seem des-

tined to play an increasingly important role in
semiconductor devices. The variation of alpha
with current in silicon transistors appears to be depend-
ent upon the presence of traps lying fairly near the
center of the energy gap.! This effect of variation of
alpha with current plays an essential role in n-p-n-p
switching transistors? or 4-layer diodes.?
Studies of the properties of many chemical elements
in silicon and germanium have been published.* Some

* Original manuscript received by the IRE, March 24, 1958.
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Mountain View, Calif.
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of these can exist in states of multiple charge. For ex-
ample, a gold atom in germanium apparently behaves
much like an acceptor capable of binding three holes.
Ionizing all the holes leaves an ion with three negative
charges which can probably trap a hole effectively.

In this paper, we do not deal with the statistics of the
complex cases in which the trap may make transitions
between more than two conditions of charge. The dis-
cussion centers on the simpler case, in which the trap
may exist in two states of charge only. The more nega-
tive of these will be referred to as filled, and the less
negative or more positive as empty. The emphasis in
the paper is on the statistics of the transition.

The statistics for transitions of a trap between its
two charge conditions are basic to understanding the
more complex cases of multiply charged traps. There is
a rather disconcerting aspect to these statistics, and this
accounts for the length of this article. Although a given
type of trap can be described by only four interaction
constants, the variety of situations is so great that it
proves difficult to visualize the relationships involved.
Considering the basic simplicity of the problem, work-
ing out the details proves to be surprisingly complex.

Underlying the treatment is the principle of detailed
balance, which is of great importance in atomic process.
One of the intuitively most appealing descriptions of it
was, we believe, first given by J. C. Slater. His presenta-
tion is as follows: When a system has reached thermal
equilibrium, it has run down and is no longer changing.
Past and future are alike to it. Now imagine that a
motion picture is made of the system, showing the
atoms and electrons in detail. This film can be projected
backwards in time and, since past and future are alike,
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the observer will not be able to tell the difference. Now
suppose, for example, the forward-running picture shows
on the average (Cap. #) electrons being captured per
unit volume per unit time on traps giving up the
energy in the form of heat waves (phonons), and sup-
pose it shows (Em. %) electrons being emitted per unit
volume per unit time, acquiring the energy from heat
waves. Then, if the picture is run backwards, each actual
emission process will appear to be a capture, and there
will appear thus to be (Em. #) captures per unit time.
Thus, if (Em. %) is not equal to (Cap. n), forward and
backwards running of the film can be distinguished, con-
trary to the assumption that the system is run down.
Thus, the principle of detailed balance requires that
each process and its reverse proceed at equal rates.
Extensive use is made in this article of the principle of
detailed balance.

Much of the treatment in the following sections re-
peats results derived from the original Shockley-Read?
recombination theory. The case of transient disturb-
ances, recently published by Sandiford,® is also pre-
sented. One new case, Section IX, deals with periodic
effects such as minority carrier flow through a base
layer.

A new concept, the equality level, is introduced. The
understanding of this energy level makes it easier to
visualize how the dependence of lifetime on electron
and hole densities arises.

In some cases it is easier to visualize how certain
effects occur in terms of equivalent circuits, and in
other cases an atomic picture is more helpful. Both of
these are presented, and an attempt is made to show
their relationship.

I1. S1MPLE DERIVATION OF THE LIFET IME EquAaTtioN

In this section, we give a derivation of the equation
for the lifetime of holes in n-type material and for elec-
trons in p-type material. The emphasis is on the physical
meaning of the resulting equations and on the steps in
the derivation. Questions of mathematical rigor have
been left for later sections. We also introduce two energy
levels on the basis of physical interpretation; the mathe-
matical definition of these levels are given later.

The treatment given here is restricted by several as-
sumptions. The most basic is the assumption that we are
dealing with nondegenerate semiconductors so that the
velocity distribution of the electrons is independent of
their density and the same is true for holes. The treat-
ment is also restricted to small disturbances from equi-
librium and to small densities of traps.

The basic processes with which we are concerned in
this section are illustrated in Fig. 1. Conventional plus
and minus symbols are used for holes and electrons, and
donors are represented by encircled plus signs. The traps

® W. Shockley and W. T. Read, Jr., “Statistics of recombinations
of holes and electrons,” Phys. Rev., vol. 87, pp. 835-842; September 1,
1952.

¢ D. J. Dandiford, “Carrier lifetime in semiconductors for tran-
sient conditions,” Phys. Rev., vol. 105, p. 524; January 15, 1957,

PROCEEDINGS OF THE IRE

June

2 - O O

enf
T
" @F)
&

®,@ o e |

Fig. 1—The four basic trapping processes.
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are represented by squares and are shown as being either
neutral or possessing a minus charge. Entirely similar
results will apply, however, to cases in which the trap
may change from a plus charge to zero as a result of the
transitions represented on the figure. Before considering
the transitions represented by the symbols with arrows,
let us introduce a few definitions. The hole and electron
densities are represented by the customary symbols #
and p, and the density in an intrinsic sample by #n;. In
accordance with the assumption that the semiconductor
is nondegenerate, the mass-action law holds:

mass action law: np = 52 (1)
Itis supposed that the density of traps is N,:
N = density of traps. (2)

We shall let the symbol f represent the fraction of the
traps in the more negative state, and fo» the fraction in
the more positive state. The relationship between these
quantities is evidently

fp=1-f 3)

Under equilibrium conditions, f is simply the Fermi
factor for the traps.

Returning to Fig. 1, consider the process represented
by eaf. This process corresponds to spontaneous emission
of an electron from a negatively charged trap into the
conduction band. The trap then changes to the neutral
condition, as represented schematically on the diagram.
(The trap does not, of course, move in space.) The rate
at which this process goes on per unit volume is simply
proportional to the total number of traps in the negative
condition. (We do not consider the dependence of the
process upon temperature or other factors here.) The
symbol e, represents the rate at which this process
would go on per cubic centimeter in the presence of N,
traps if all of the traps were negatively charged. Thus,
en is actually proportional to the specific emission
property for an individual trap times the trap density.

The inverse process is represented by the symbol
ncafp on the figure. In this case, the capture of electrons
into neutral traps is evidently proportional to the num-
ber of electrons present, and the fraction of the traps
which are in a condition to capture electrons. If all of
the N, traps were in the more positive condition of
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charge, then the rate of capture of electrons would be
simply nc,. Evidently this should be multiplied by the
fraction f, of the traps which are in this condition.

Similar definitions apply to the quantities related to
holes.

The model considered thus involves four processes:
electron emission, electron capture, hole emission, and
hole capture. The quantities describing these processes
are not all independent, and we shall shortly derive a
relationship among the four constants.

To achieve this derivation, we apply the principle of
detailed balance, which is one of the most powerful tools
in dealing with statistical mechanical problems. As dis-
cussed in Section I, it states that under equilibrium con-
ditions every process and its reverse must proceed at
exactly equal rates. In the case of Fig. 1, it requires the
following two equalities:

Nenfp = nf 4
peof = €fp (5)

Each of these equations may be solved for the ratio
f/f, with the result

flfs = cant/en = ep/Cpp- (6)
We shall use this equation below in order to eliminate f
in subsequent equations. At this point, however, we
note that the ratio of the last two terms in (6) must be
unity, and since, under the equilibrium condition, con-
sidered n times p satisfies the mass-action law, we ob-
tain from (6)

the detailed-balance relationship: e.e, = ca.con®.  (7)

This is the relationship among the four constants de-
scribing the trap. We shall refer to it frequently in fol-
lowing derivations.

We next define two important pairs of densities: #;,
p1 and n*, p*. Both of these pairs of densities satisfy
the mass-action law. The density pair n,, p; corresponds
to the condition in which half of the traps are in the
more negative condition and half are in the more posi-
tive condition. Thus it corresponds to values of 3 for f
and f,. This means that the Fermi level for this particu-
lar case lies at the energy level of the trap. The mathe-
matics of this relationship are given in a subsequent
section. Here we simply take the definition of the densi-
ties as being that just given. Referring to (4) and (5),
we see that the required values are:

= ep/cp- (8
Since by definition these two densities are possible
equilibrium densities, the product of the two equations
in (8) leads to #n.? and, again, to the detailed-balance re-
lationship (7) among the four constants. It is convenient
to express the ratio f/f, in terms of #; and p:

f/fs = n/n1= pi/p. (9a)

The other pair of densities, n* and p*, are defined in a
somewhat similar way. They are also possible equilib-
rium densities and would prevail in the situation in
which all four of the processes represented on Fig. 1
proceed at exactly the same rate. At first it may be sur-

ny = en/Cn;
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prising that a situation can exist in which all four proc-
esses proceed at the same rate. However, it should be
recalled that from the principle of detailed balance, the
two electron processes must always proceed at exactly
equal rates under conditions of thermal equilibrium and
so must the two hole processes. Furthermore, as the
semiconductor is made progressively more n-type, the
rate at which the electron processes proceed continually
increases, and the rate at which the hole processes pro-
ceed continually decreases. Thus, in general there will be
some density of donors or acceptors at which all four of
the processes proceed at equal rates. The density n* corre-
sponding to this condition is easily found by requiring
equality of the rates of the two processes which causes
the traps to become more negatively charged, namely,
electron capture and hole emission. Equating these two
rates leads at once to the expression for #n*, and a similar
process leads to the equation for p*:

p* = en/cp (9b)

In accordance with their definition, these two densities
correspond to equilibrium condition and thus satisfy
the mass-action law. Multiplying the pair of equations
in (9b) together thus leads once more to the detailed-
balance relationship (7) among the four constants.

We refer to #n* and p* as the equality densities. A semi-
conductor having these densities is said to be in the
equality condition in regard to the particular traps in-
volved.

[It should be noted that if we invent a new group of
traps having the same ¢, and ¢, as the old group but
having their emission constants interchanged, the new
group will satisfy the detailed balance condition, and
will have the role of (m, p1) interchanged with that of
(n*, p*). This is the basic reason for the confusion be-
tween E; and E* discussed below with Fig. 2. See also
(163).]

We are now in a position to apply the concepts dis-
cussed to the calculation of the lifetime of injected
carriers. For this purpose, suppose that light is falling
on the specimen, such that hole electron pairs are being
created at a rate of g per unit volume. Suppose that the
only processes which can occur in order to restore
equilibrium are those represented on Fig. 1. Under these
conditions, the electron and hole densities will be in-
creased from their equilibrium values # and p, to larger
values #48n and p+08p. Let us suppose that we are
dealing with an n-type specimen and concentrate our
attention on the minority carriers or holes which are
present. The definition of steady-state lifetime which we
use in this section for the holes is given by

0p = TpgL-

This equation states that holes are being generated at a
rate gz and live, on the average, for a time 7,, so that the
total accumulation of additional holes is 7,¢1 and this is
equal to 8p. The presence of 8p extra holes means that
the detailed-balance between hole capture and hole
emission is disturbed, and a net rate of hole capture
arises, which is just equal to the rate of generation gp.

n* = ep/cn;

(10)
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In order to calculate the lifetime 7, we accordingly cal-
culate the net rate of capture of holes due to §p.

Since we are dealing with small disturbances, we can
assume that each of the extra holes in the added density
ép finds itself in substantially the same environment as
would a normal hole. In other words, it finds a fraction
f, equal to the equilibrium value, of the traps ready to
capture holes. Accordingly, the extra rate of capture
produced by the added holes is given by

(11)

This capture is not 100 per cent efficient, however, be-
cause there is some probability that a captured hole will
be re-emitted and have to be captured again. Thus we
must correct the extra rate of capture given by (11) by
the effectiveness of the capture process. This effective-
ness may be calculated by considering the relative
probability that a positively charged trap will be made
negative by electron capture rather than by hole emis-
sion. This ratio is controlled by the electron density n.
The effectiveness of capture is thus:

extra rate of capture = dpc,f.

effectiveness of capture factor = ¢.n/(can + ¢€,). (12)

In (12), it is evident that the numerator is proportional
to the rate of capture of electrons by a trap in the more
positive condition, and the denominator is proportional
to the total rate at which the trap becomes more nega-
tive. Thus, (12) is the effectiveness with which the hole
capture described by (11) must be multiplied to find the
total rate of recombination of hole electron pairs.

(This method of treating the effectiveness of capture
factor leads to the correct answer, but the reasoning is
actually not perfectly valid. It should be noted that the
capture of the extra holes 8p disturbs the distribution of
the traps. This has two effects on the interaction with
holes. In the first place, the increased number of empty
traps gives rise to an additional emission of holes, and
this effect is included in (12). The disturbance has an-
other effect as well; it decreases the capture rate of nor-
mal holes which are present. In considering the effective-
ness factor, only the former term was considered. The
neglect of the decrease in capture of the normal hole
density is, however, exactly compensated by another
neglected term. This compensating term is the decrease
in emission of electrons due to the decrease in the num-
ber of negatively charged traps. These neglected factors
are in the same ratio as those considered, and thus their
inclusion does not alter the effectiveness of capture
factor. Thus, the fact that the particular effects con-
sidered in (12) lead to the correct ratio turns out to be a
consequence of the detailed-balance equations, (4) and
(5), which hold in the equilibrium condition. We return
to this point more fully in Section V, which deals more
rigorously with the theory of small disturbances.)

This total rate of recombination must be equated to
the rate of generation in the steady-state condition. Ac-
cordingly, we obtain

gL = bpcpfean/(can + ey). (13)
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This equation may be rewritten in terms of the densities
niand n*, discussed above. From (9b) and (3) we obtain

/=1 =n/m (14)

f=[1+ (m/m)]. (15)

The effectiveness factor (12) may be written in the form
n/ln+ (es/en)] = n/(n 4+ w*) = [1 + (w*/m)}1 (16)

from which it is seen that if the semiconductor is in the
equality condition, the effectiveness of capture is 50
per cent. If it is more n-type than the equality condi-
tion, the effectiveness of capture approaches 1; if it
is less n-type, the effectiveness of capture becomes small,
being equal to n/n*.

Using the definition given earlier for lifetime and com-
bining (13), (15), and (16), we obtain

7y n*
r,,=6p/gz,=r,,o(1+——)(1+——-) an
n n

in which the limiting lifetime 7,, is
(18)

Evidently 7, is the lifetime in a heavily doped n-type
sample in which every trap is in the negative condition
(1.e.. n>>n,), and there is no probability of a captured
hole being re-emitted before it is eliminated perma-
nently by an electron (i.e., n>>n*).

Eq. (17) has an evident interpretation in terms of the
mechanisms we have just discussed. The two parenthet-
ical factors represent an increase in lifetime due to a
decrease in effectiveness of the recombination process.
The first factor corresponds to the average number of
times that an added hole must approach traps before
encountering a negatively charged trap. If n is sub-
stantially greater than #;, the Fermi level lies well above
the energy level of the trap, and all of the traps are
negatively charged. In this case, the factor is unity. On
the other hand, when n =#n;, half of the traps are in the
empty condifion, and only half of the traps can capture
holes. Under these conditions, the number of approaches
to traps is doubled, and so is the lifetime. For smaller
values of 7, the fraction of the traps which are in a condi-
tion to capture holes varies directly as #, and the num-
ber of times a hole must approach a trap in order to be
captured thus varies inversely as #. This corresponds to
the limiting form when # is substantially less than #;.

The second factor in (17) plays a similar role, but its
mechanism is different. It represents the number of
times a hole must be captured before it finally recom-
bines. If n is substantially greater than n*, then electron
interactions with the traps proceed at a much greater
rate than hole interactions. Under these conditions, it is
very likely that a hole captured by a trap will combine
with an electron before it is reemitted, and in this case
the factor of (17) is unity. On the other hand, if # is
equal to #»* an empty trap (i.e., a trapped hole) is
equally likely to become negative due to electron cap-
ture and hole emission, and consequently hole capture is

Tpo = 1/¢,.
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only 50 per cent effective in producing recombination
with the consequence that the lifetime is doubled over
what it would be if every captured hole were recom-
bined.

The fact that the two parenthetical expressions of
(17) are similar in form means that, by studying the
dependence of lifetime upon doping level, it is impossible
to distinguish, in some cases, between the energy level
and the equality level of a trap. This point is discussed
below in connection with the figures in this section, and
a method of distinguishing is discussed in Section VI.

Precisely similar reasoning can be carried out for the
case of electron capture in a p-type specimen. This leads

to
*
Ta = Tnn(l +&)(1 +p_)
? : P

Tno = 1/Cn.

(19)

(20)

We next consider how the lifetimes given by (17)
and (19) depend upon the impurity density and hence
the Fermi level of a specimen. For this purpose, we use
diagrams which show how the logarithm of lifetime
varies with Fermi level. In (19) three types of behavior
are possible:

1) p may be greater than both p, and p*; in this case,
7. 1s constant and equal to 7,,;

2) p may be greater than one of the two quantities
and smaller than the other; in this case 7, varies
inversely as p;

3) p may be smaller than both of the two quantities
pi1and p*;in this case, 7, varies inversely as p2.

Similar results apply to £, in which case the effects depend
upon the relative values of n, n*, and n,. We illustrate
below how these three possibilities affect the appearance
of the lifetime vs Fermi level curve.

We consider next the limiting values approached by
7, and 7. as an intrinsic specimen is approached. The
assumptions on which the 7’s are based ate not valid
for an intrinsic specimen; however, it is pertinent to
consider the values obtained by extrapolating the for-
mulas for 7, and 7, to the intrinsic case. Actually, the
two extrapolated values are equal at the intrinsic con-
dition for which both p and » are equal to n;. This re-
sult may be readily established by carrying out the fol-
lowing series of manipulations which show the identity
of the two limiting forms:

n1 n*
12
B nn* <n.- n 1) (n.- n 1)
B ni¥c, \ 1y n*
(20200
caini®cp \n; n;
%
= 1',.,,(1 + il)(l + £—>
n; ng

(21)
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The equality of the two 7’s extrapolated to #; is useful
in seeing how 7 varies over the entire range of conduc-
tivities.

In Fig. 2 the dependence of 7 upon the Fermi level is
illustrated for four cases. On the figure, two energy
levels are introduced: E, and E*. These correspond to
the position of the Fermi level, which leads to the densi-
ties n1p1 and n*p*, respectively. A line of unit slope on
the figure corresponds to an actual slope of 1/kT. Thus,
slopes of unity will be obtained whenever one of the
7's of (17) or (19) depends upon a first power of n or p.
Slopes of 2 are obtained where the quantity depends
inversely on the square of # or inversely on the square
of p. The curves have been shown as straight lines with
corners. This is accurate except near the intersections
of the straight-line segments, in which there is a round-
ing off, extending approximately kT to either side of
the limiting energy value.

From (17) and (19), it is seen that E, and E* enter
the equations in an entirely symmetrical way. Thus,
exactly the same set of diagrams will be obtained by
interchanging the two energies. In every case, the hori-
zontal lines in the region of heavy doping correspond
to 7.0 and 7, as given in (18) and (20).

I11. LIFETIME AND DIFFUSION LENGTH

The definition of 7, used in Section II is a steady-
state value. Whenever the hole density in an n-type
region continuously exceeds its equilibrium value by
8p, each unit volume acts as a sink for holes of strength
8p/1,. It does not necessarily follow from this that 7, is
the lifetime of photoconductivity; there may be time
constants associated with holes getting into equilibrium
with the traps. We discuss these in Section VIII.

However, the steady-state value 7, is the appropriate
one to use for calculating diffusion lengths. If the cur-
rent density I, due to hole flow has a divergence div I,,
then each region loses holes at a net rate per unit volume.

op/mp + (1/g) div I, = g, (22)
where g, is the rate of generation due, for example, to
generation by photon production of hole-electron pairs.

As is well known, minority carriers often flow almost
entirely by diffusion; this is because any net current or
charge density due to minority carriers flowing by dif-
fusion can be compensated by very small electric fields
acting on the majority carriers—electric fields so small
that their disturbance of the diffusion of the minority
carriers is negligible.” For the case of holes flowing by
diffusion only in a region where g, is zero, (22) reduces
to

7 This point has proved to be difficult to understand. Treatments
will be found in W. Shockley, “Electrons and Holes in Semicon-
tors,” D. Van Nostrand Co., Inc., New York, N. Y., sec. 12.5; 1950.
, “Transistor electronics: imperfections, unipolar and analog
transistors,” Proc. IRE, vol. 40, pp. 1289-1313; November, 1952.

J. A. Hoerni, “Carrier mobilities at low injection levels,” Proc.
IRE, vol. 46, p. 502; February, 1958.
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Fig. 2—Some possible forms for the dependence of lifetime upon Fermi level. (Lines of slope 1 on the figure correspond to slopes of 1/kT.)
g P! f

(a) Corresponds to ¢, <cn; (b) to ¢, =cn} (C) €pp =€ntn} (d) 1<en/e,<cp

ép/mp — D, (div)28p = 0

for which the solutions for one-dimensional flow are of
the familiar form

exp (tx/L,)
where the diffusion length L, is
L, = (Dp"'p)llz-

It is thus evident that the steady state Tp is the correct
one to use to calculate lifetime for use in an experiment
in which the exponential decay in distance is measured.
In calculating 8, the transmission factor through a uni-
form base layer in a junction transistor, it is also evi-
dent that L, calculated from 7, is the appropriate dif-
fusion length to use. (As discussed in Section IX, how-
ever, more complicated considerations apply to alpha-
cutoff frequency.)

IV. THE ENERGY LEVELS, FERMI LEVELS,
IMREFS, VOLTAGES, AND CAPACITANCES

The material of this section is largely analytical in
nature and derives and collects equations needed in the
subsequent interpretation. In accordance with the
customary notation for semiconductors, the energy
level for an electron at the bottom of a conduction
band is E.; at the top of the valence band it is E, We

Cn.

are concerned chiefly with the intrinsic level E; which
lies approximately half way between E, and E,. When
the Fermi level lies at E;, the electron and hole densi-
ties are equal and both have the value ;. If the Fermi
level is raised above E; by an amount kT, the electron
density increases by a factor of ¢ and the hole density
decreases by the same factor. It is thus evident that the
ratio of electron density to hole density under equilib-
rium conditions increases by a factor of ¢ whenever
the Fermi level is raised by an amount kT/2.

Next we derive the expressions for the energy level
of the trap E, and the equality level E*. This can easily
be done in terms of the ratio of electrons to hole density
for the case when the Fermi level falls at these two
levels. When the Fermi level falls at E,, the traps are
half filled and this corresponds to the pair of densities 7,
and py, as discussed in connection with (8). The ratio of
the two densities is

ni/pr = (23)

In accordance with the reasoning presented above, the
trap level E, lies above the intrinsic level by kT/2 times
the natural logarithm of this ratio. Accordingly, we have

Ey = E; + (kT/2) In enc,/epcn. (24)

In (34) we give some alternative ways of writing this
energy level which are related by the detailed balance
requirement (7) among the four constants.

€nCp/Cntp.
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Proceeding in a similar way for the equality level, we
- note that from (9b)

n*/p* = epCp/€nCn- (25)
which leads to a value for E* given by
E* = E; + (RT/2) In eyxtp/entn. (26)

It is instructive to compare the relationship of E; and
E*. Subtracting (26) from (24) gives for the difference

E, — E* = kT In ea/ep. 27

The physical interpretation of this result is that when
the two emission constants are equal, the balance re-
quirement of equality for the rate of electron processes
and the rate of hole processes is met when the traps are
half filled with electrons; this is, of course, the condition
that the Fermi level lies at E, and thus shows why E,
and E* are equal when the emission constants are equal.

It is also interesting to derive an expression for the
average value of E, and E*. Averaging (24) and (26)
gives

(E: + E¥)/2 = E; + (kT/2) In ¢p/ca. (28)

It is evident that for this case, if the two capture cross
sections are equal, E¢ and E* are symmetrically placed
about the intrinsic level E;.

The expressions for E¢ and E* can also be derived
from the expressions for hole and electron densities in
terms of Fermi levels. We carry out this derivation be-
low and also introduce the expressions for #, p, and fin
terms of their energy levels and imrefs. The purpose of
presenting this second derivation is chiefly to obtain
equations useful in subsequent discussions. The imref
is in fact defined by these equations and is the value re-
quired for the Fermi level in order to give the prescribed
density or Fermi factor. Introducing Fa, Fp, and F¢ as
the imrefs for holes, electrons, and traps, respectively,
the relevant equations are as follows:

n = ns; exp (Fn — E)/kT (29)
p = n; exp (E. — Fp)/kT (30)
f=1[1+ exp (E: — F)/kT]™ (31)
f/f, = exp (Fs — Eo)/kT. (32)

The last equation is readily obtained from (31) and
the definition that f,is equal to 1 —f.

We now derive some alternative expressions for E; in
terms of (29) and (32). From (9) and (32), under equi-
librium conditions in which all of the imrefs may be re-
placed by F, we have the following relationship

f/fp = exp (F — E)/kT = n/m

= (nicn/en) exp (F — E;)/kT. (33)
This may be readily solved for E..
E,= E;+ kT In en/can:
= E; + kT In cpni/ep (34)

The first line of (34) comes directly from (33), and the
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second line is obtained by proceeding from the ratio
p1/p and (30). The equivalence between (34) and (24)
readily follows from the detailed balance relation (7)
which leads to the following equalities:

(€n/Cas)? = enCp/Eptn = (cpmi/ep)* (35)

and these equalities lead readily to the equivalence of
(34) and (24).

A similar procedure may be employed with the starred
densities and leads to

E* = E; + kT In ey/cansi

= E; + kT In cynifen. (36)

The equivalence of (36) to (26) also follows from the
detailed balance condition on the constants.

It is convenient to introduce a set of voltages. One
of these is defined as the electrostatic potential in the
semiconductor and is given by

Ei=qVi, Vi=—Eiq

where —¢ is the charge on the electron. We may inter-
pret this equation as follows. Suppose the zero of volt-
age is represented by a copper bar sunk in the earth.
Let us imagine that we remove an electron from this
copper bar and place it in the semiconductor. Suppose
that the electron was initially in an energy state at the
Fermi level in the copper bar and when placing it in the
semiconductor we place it at an energy level equal to
E.. (For this purpose, we may have to imagine that there
is an impurity or trap in the semiconductor which hap-
pens to have its energy level at E; so that there will be a
place into which we can put this electron; this restric-
tion is not really necessary, but the argument to show
that it is not would be out of place here.) By definition,
the energy required to make this move is E,; that is, we
define E; in respect to a zero, which is a copper bar sunk
into the earth. If the semiconductor consists of a small
sphere supported by an insulator, then the value of E;
will depend upon the net charge on the sphere and will
vary in accordance with the conventional formula re-
lating voltage to capacity to ground. Voltage difference
is energy difference divided by the quantity of charge
moved, thus leading to (37).

We may similarly define three quasi-voltages for
electrons, holes, and traps:

Fo=—qVa Fp=

(37

- qu, Fg = — qu (38)

Under conditions of thermal equilibrium, all of the
quasivoltages except V; assume the same value V, given
by

= — qV. (38a)

This is the voltage which would be read on a voltmeter
connected between the semiconductor and earthed
copper post, provided the impedance of the voltmeter
were high enough so that it did not disturb the situa-
tion. We also introduce an effective thermal voltage Vs

kT = qV,. (39
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The energy levels E; and E* may also be expressed in
terms of voltage:

E, — E;= — qU,, E*— E, = — qU*  (40)

The values of these quantities are readily found to be:
U, = (Vo/2) In extn/ency (41)

U* = (Ve/2) In encn/esty. (42)

In terms of the quantities just introduced, we may
rewrite the equations for #, p, and f as follows:

n=mn;exp (Vi — Va)/Vs (43)
p=mniexp (V,— V)/Ve (44)
f=[14exp— (Vit+ U, — V)/Vo]! (45)
flfo=exp (Vi+ U — Vy)/Vs. (46)

The signs in these equations are easy to remember.
Take, for example, the equation for #. It states that if
the electrons are in equilibrium with the distribution at
voltage V,, then the electron density in the semicon-
ductor will be intrinsic if the electrostatic potential V;
of the semiconductor is equal to V,. On the other hand,
if V; is more positive than V,, the semiconductor is
relatively more attractive, and the electron density is
raised by a factor of ¢ above the intrinsic value each
time the voltage V; increases by thermal voltage above
Va. Eq. (44) has a similar interpretation except that the
positive charge of holes tends to make a more positive
charge on the semiconductor repel them. In (45) U, is a
measure of how much more attractive one of the traps is
than the intrinsic level. Consequently, if U, is positive,
the traps may be half filled, even though the electrons
in the traps are in equilibrium with a voltage V, which
is more positive than V.

One of the principal reasons for introducing (43)
to (46) is to enable us to use the variations in quasi-
voltages in an equivalent circuit for time-constant ef-
fects involving traps, in a subsequent section. For this
purpose we note that if all of the quasi-voltages deviate
by small amounts, denoted by small letters, from their
equilibrium values, the following changes in densities and
in farise:

on = n(v; — v,)/Vs (47)
8p = p(v, — v:)/Ve (48)
8(In f/fo) = &f/f fo = (i — v)V, (49)
of = ffo(vi — v)/Vo. (50)

Eqs. (47)-(49) are readily obtained by differentiating
the logarithms of (43), (44), and (46), and (50) follows
directly from (49).

It is convenient to express the coefficients in these
equations in terms of pseudo capacities. For this pur-
pose, we note that the change in potentials results in a
net change in charge per unit volume given by

—gén + pop — qNoOf
= Ca(ta — 1) + Cp(vp — v5) + Celve — v3)  (51)

where the coefficients C,, C,p, and C, are given by
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Co=qn/Ve, Cp=qp/Vs, Ci=qNffo/Vs (52)

These quantities have the dimensions of capacitance
per unit volume or farads per cubic centimeter or per
cubic meter, depending upon the system of units used.

The form of the capacitance C; is of interest. The
total possible change in charge on traps is one electronic
charge per trap, or ¢, per unit volume. This change
occurs most rapidly just as the Fermi level passes the
trap level. When the Fermi level lies on the trap level,
both f and f, are equal to one half. Eq. (52) shows that
the maximum value obtained for this capacitance is as
if 25 per cent of the total possible change were produced
by a voltage swing of thermal voltage just as the Fermi
level passes through the trap level. If the Fermi level
lies a substantial distance on either side of the trap
level, then either f or f, will be very small, and the
capacitance will accordingly be small. The integral of
C, integrated over voltage is just equal to ¢/, as may
readily be derived using relationships like those of (49).

Except in space-charge regions such as occur at p-n
junctions or near the surfaces of semiconductors, charge
neutrality must be preserved. This restricts variation in
the quasi-voltages to such values that (51) is equal to
zero in the body of the semiconductor.

The theory developed for traps may also be applied
to surface traps. In this case, C; may be defined as a
surface density with N, being, in this case, the number
of traps per unit area of the surface. In this form, C; may
be conveniently used in deriving equivalent circuits for
surface effects involving traps.

V. SmaLL SioNAL THEORY AND EQUIVALENT CIRCUIT

In this section we consider small disturbances from
the equilibrium situation and derive an equivalent cir-
cuit which can be applied to both steady-state and
transient situations. We make use of the quasi-voltages
and capacitances discussed in the previous section and
relate these to the electronic processes involving the
traps.

We deal with the problem on a unit-volume basis and
derive equations for the rate of change of electron
density, hole density, and average state of charge of the
traps. The equation for the rate of change of electron
density is

dﬂ/dt = enf - Cnnfp + &ny

where the first two terms represent the normal processes
involving electron emission from full traps and electron
capture into empty traps. The term g, represents addi-
tional electron generation not produced by the normal
processes involving the traps. It may, for example,
represent generation of electrons by electron-hole pair
formation by light absorption. In this case, an equal
generation term occurs for holes. The term g, may also
represent a divergence of electron flow as discussed in
Section III. Still another possibility is that it may repre-
sent electrons entering the semiconductor by bombard-
ment of the semiconductor with electrons from a Van de

(53)
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Graaff generator. We need not specify the origin of g.
at this point. The reader may find it convenient to imag-
ine that it is produced by photon absorption when try-
ing to give physical interpretation to the equations.

The corresponding equation for rate of change of hole
density is

dp/dt = epfp — Copf + 8o- (54)

The equation for rate of change of fraction of traps
that are full is given by

Ndf/dt = (can + ex)fp — (cop + €a)f + g (55)

The first term after the equal sign represents the rate at
which traps change from the empty to the full state, due
to electron capture and hole emission, and the negative
term represents changes.in the reverse direction. If
these two terms alone were present, it is evident that the
excess of the first over the second represents the net rate
of increase of full traps, and this is, by definition, equal
to the trap density N, times the rate of increase of the
fraction f of these which are full. The term g, represents
changes due to other causes such as, for example, the
absorption of photons with just sufficient energy to
excite holes from the traps; for such a process g, would
have a positive value. The energy of the photons in such
a case will be approximately E,— E,. It is evident that
if such a process occurs, it will make equal contributions
to the g, term in (55) and the g, term in (54). A negative
contribution to g; and an equal positive contribution to
g» would arise from optical absorption which excited
electrons from the traps into the conduction band.

Egs. (53) to (55) are valid for arbitrary values of =,
p, and f, subject only to the conditions discussed in
Sections I and II that the processes are such that con-
stant coefficients may be used to describe the elemen-
tary capture and emission processes. In the remainder of
this section, however, we restrict our considerations to
small disturbances from equilibrium.

We denote thermal equilibrium values of the quanti-
ties concerned by symbols n, p, and f, and the disturb-
ances by 8n, 8p, and &f. Under conditions of thermal
equilibrium, detailed balance requires—as discussed
previously—that electron capture and electron emission
exactly balance. Let the rate at which each of these proc-
esses proceeds per unit volume under conditions of
thermal equilibrium be denoted by X,.. In terms of X,
we introduce R,, an effective resistance on a unit volume
basis (R, has dimensions of ohm cm?), and a set of cor-
responding quantities for holes, as follows:

enf = cantfp = Xn = Vo/qRa
efo = Copf = Xp = Ve/qRp.

(56)
(57)

The behavior of the two resistances as a function of »
or p is very simple. For n>mn, the traps are filled, X,
has its maximum value e,, and R, has its minimum value
Vs/gea. For n<m, the value of R, is increased by a
factor of m/m=p/p:. Similarly, R, is constant for
p> p1 and increases linearly with n for n>n,.
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The rate of change of electron density, given by (53)
can be expressed in simplified form in terms of X, by
considering the fractional disturbances in the variable
quantities of (53). This leads to

dén/dt X 8f/f + Xudf/fo — Xudn/n 4+ 8gs
= X.0f/f fo — Xudn/n + 8gs
= Xn('Ui = 'Ut)/Vo - X,.(‘U,' - 'U,,)/Vo + 6g" (58)

In this equation we have represented the disturbance
due to additional electron generation as 6g,; it is, of
course, understood that g, itself is zero, corresponding
to thermal equilibrium for the undistrubed condition.
The expressions in terms of the dv quantities follow from
(47)-(50). It should be noted in (58) that the relation-
ship between f and f, and the equality of the emission
and capture terms leads to the coefficient of &f having
the product ff, in the denominator; this permits its ex-
pression readily in terms of a difference in the pseudo
voltages.

If (58) is multiplied by —g, then the left side becomes
the rate of change of charge per unit volume due to
changing electron density. As discussed in Section IV,
this can be expressed in terms of the electron capacity
Ca. Eq. (58) can then be rewritten in the form

Cad(v, — v5)/dt = (v¢ — v2)/Ru + 1

in which we have introduced an effective electron gen-
eration current

(59)

i = — qOgn (60)

which represents algebraically the accumulation of
positive charge per unit volume due to electron genera-
tion.

Proceeding similarly with (54) and (55) we obtain

Cod (v, — v)/dt = (v — 1p)/ Ry + 1p (61)
Cd(v: — v)/dt = (va — v0)/Ra + (vp — v)/Rp + 1. (62)

For convenient reference, we repeat the expressions for
the capacitances derived in Section I'V.

Ci=qNdfo/ Ve, Cp=gp/Ve, Cu= qn/Vs. (63)
The expressions for the currents per unit volume are

te= — q0g, ip= + @08, In = — @iga. (64)

The equivalent circuit corresponding to these equa-
tions is shown in Fig. 3.

The Case of Small Trap Density

We investigate the consequences of this equivalent
circuit in more generality in subsequent sections. In
order to illustrate its significance at this point, let us
deal with the simplified case in which the trap density
is made very small, By very small, we mean that the
capacitance C, is much smaller than either C, or C,.
Furthermore, we assume that we are dealing with an n-
type semiconductor so that Ca is very much larger than
C,. (The results for a p-type situation can be obtained
by exchanging # and p.)
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Cy _l_ Cp
Fig. 3—The equivalent circuit for small disturbances from
equilibrium for holes, electrons, and traps.

In order toillustrate the significance of small C,, let us
suppose that the system is disturbed by a flash of light.
If the energy of the photons is greater than the energy
gap, the net result will be to generate hole-electron
pairs, and this is equivalent to adding a positive charge
to C, and an equal negative charge to C,. The voltage
developed across C, will thus be negligible compared to
the voltage v, developed across C,.

This disturbance will set up two transients corre-
sponding to the two normal modes of relaxation for the
circuit. If the trap density is very small so that C, is
relatively a very small capacitance, the shortest relaxa-
tion time will involve charging C, to the potential corre-
sponding to the ratio of division of the voltage v, be-
tween R, and R,. Subsequent to this transient, C, and
C, in series will discharge through the two R’s also in
series. It is this latter process which represents the nor-
mal relaxation.

This relaxation evidently satisfies

(Cot + CamN)d(v, — va)/dt
= (3 — v5)/(Rp, + Ra) + i, (65)

where the first coefficient is the series capacity of the two
capacitors. This leads to a relaxation time for the circuit
of

7 (relaxation) = C,Ca(R, + Rx)/(Cp + Cn).  (66)

This expression is valid for # type or p type and is the
same for both holes and electrons. It is limited to small
trap densities and small signals. The condition of elec-
trical neutrality requires that én and ép be equal and
thus that

Cpvp + Cavn = 0. (67)

From this it follows that for a steady-state condition
the current 87, produces the voltage drop of (R,+R,)i,
across the resistors and a charge of gdp equal to this
voltage times the capacitance of the two capacitors in
series. Thus the charges on the two capacitors are equal
and opposite and

g0p = CoCa(Rp + Ru)in/(Cp + Cn). (68)
The steady-state lifetime, defined in Section II as the
time required for the hole generation 7,/q to produce the
accumulation ép of holes, is thus
7 (steady state) = 6p/(i,/q)
= Cpcn(Rp + Rn)/(cp + Cu)
To. (69)
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Therefore, the two definitions of lifetime lead to the

‘same expression. We denote this lifetime by 7o corre-

sponding to the situation N,—0.

The reason for the simplification in (69) is that for
N—0, we are dealing with a situation with one degree
of freedom. For values of N, so large that C; cannot be
neglected, there are a number of different possible values
for 7 depending on the definition. These we consider in
later sections.

For nonintrinsic specimens, the smaller of the C’s
dominates the series capacity. For an # type specimen

Ca/Cp = n/p = n*/n?>> 1 (70)
and the lifetime 7, can be written as
Tp = C,,(R? + R,) (71)

where the subscript p implies holes in # type.

Relationships of Equivalent Circuit to Effectiveness Term
of Section I1

We next show that (71) reduces to the form derived
in Section II, and then show how the effectiveness term
discussed in Section Il actually arises. In terms of the
definitions of the resistance terms given in (56) and
(57), the expressions for 7, may be reduced to the form
of Section II as follows:

R R» Xa X
= c,,ze,,(L) ~c,r, T Xz
P n
g Ve
= - 1 + n
Ve qootf [ (exfol/catifn) ]

ny n*
- (14 2)(1+2) (12)

n n
where 7, replaces C,! in the last line in keeping with
(18). In (69) it is seen that the product of the first two
factors in the last line represents the relaxation time or
lifetime, C,R,, in the equivalent circuit of Fig. 3. Thus,
they correspond to the situation in which R, is zero. In
the discussion of Section II this corresponds to the re-
combination process neglecting the disturbance of f due
to 8p. In this Section, neglecting 8f is equivalent to set-
ting the voltage v, equal to zero.

The last factor 1 4+ (n*/n) of (72) is seen to be the ratio
of the total resistance R,+R, to the resistance R,. This
factor is the reciprocal of the effectiveness of capture
factor given in (12).

We are now in a position to see why the effectiveness
of capture factor (12) was correctly derived by consider-
ing only hole emission and electron capture terms in its
derivation. We show that the argument given in Section
I1 is actually a superposition operation when viewed in
the light of the equivalent circuit of Fig. 3. The process
of considering the hole capture rate to be ¢,fép, neglect-
ing the change &f, is equivalent to applying a voltage
v,=qdp/C, while grounding v, and v,. We shall refer to
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the resulting distribution of voltage and current as
Distribution Prime in the tabulation given below. In
this distribution the current 7, which we denote by
I(6p), is evidently

8i,' = I(3p) = v/ Ry = qép/R,C,.

The subsequent considerations of Section 11 regarding
the effectiveness of capture factor correspond to a Dis-
tribution Double Prime in which v, and v, are grounded
and the current I(§p) is introduced at the v, point. This
current divides with a fraction X,/(X,+X,) flowing to
C. and the remainder flowing back to C, and reducing
the net rate of hole capture.

Superimposing these two current voltage distribu-
tions (which is possible because we are dealing with a
small signal theory) yields the situation represented in
(69). In the following tabulation, some quantities not
needed for the argument are omitted.

(73)

Distribution Prime:

Impose:
i, = I(3p), v =0’ =0
Consequence:
il = —16p), =0, v =I0p)/R,.
Distribution Double Prime:
Impose:
1" = I(5p), v =0=1y
Consequence:
i, = — I(6p)Rn/(Rn + Ry)
= —I@PR,™Y/ (R, + R
= — 10p) X,/ (X + X3),
similarly
i = — 1(6p) Xr/(Xu + X)
v/ = (not needed for argument).

Superimposed Distribusion, Triple Prime:

Up =) 'Up,y 'Un,” = 0’ 'U;”, =?
7 = — 16D Xa/ (X + X,)
i, =1, 4 1, = I1p)X./(Xa + X,).

The net rate of recombination is thus

N Z.p",/q - Q_II(5P)Xn/(Xn + Xp)
= 5P(Rpcp)~lxn/(xn + Xp)

and this is readily seen to be equivalent to (72) as it
must, since the superimposed distribution is equivalent
to the current flow that leads to (69).

Thus the X./(X.+X,) factor, which arises from
Double Prime, is seen to represent the fraction of cur-
rent flow produced by disturbing v, which proceeds to
C.. This fraction is physically equivalent to the fraction
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of trapped holes producing a disturbance §f which are
recombined by electron capture.

The reader may well ask: What is the point of estab-
lishing this same result over and over again? The reason
is that a rather subtle but significant point is involved.
In Section Il when we calculated the effectiveness of
capture factor, we considered only ¢,# and ¢,. We neg-
lected the effect of §f upon e.f and c¢,pf. Actually, these
terms are also important. However, the ratio of clectron
processes to hole processes due to disturbance &f is

Xn Cnll enl

X, & ctf

so that the neglected terms are in the same ratio as the
considered terms. This equality is a consequence of
detailed balance as given in (56) and (57).

There are four ways of writing X,/X, using terms in
(56) and (57):

(74

cnfp, R,
copf R,

The form n/n* permits writing (72) for 7, in terms of
n only. The other forms are useful for other purposes.

= = 75
X, n* ? ey e

VI. THE COMPLETE SMALL SIGNAL EQUATIONS

As a starting point for several possible extensions of
the theory, let us write down for a homogeneous body
the equations governing the electron density, the hole
density, the state of charge of the traps, and the electro-
static potential. The equations apply for small signals
so that the capacitors and resistances of Section V are
constant. Also, the electric fields and frequencies are
low enough so that the mobilities and diffusion con-
stants are constant.

On the basis of these assumptions, the equations
governing small signal disturbances are

Cpd(v, — v)/dt = (vi — vp)/Rp, — V-a,Vv, + i,
Cad (v, — v5)/dl = (v, — v,)/ RV -6,Vv, + i, W)
Cld(ve — v3)/dt = (v, — v}/ Rp + (v. — v)/R. + i, (78)
kpeV3; = (C, + Cn + Cv; — Cpo,

— Cavy — Covs.

(76)

(79)

The new term in (76) is the divergence of the hole cur-
rent produced by diffusion and drift. This current is
—0,Vy, and vanishes when the imref for holes is con-
stant. The ¢ quantities are the conductivitics due to

holes and electrons
(80)

op = qupp and o, = qu.n.

Derivations of the current expressions are given in
various references.®~!9 In brief, we have

8 ;’V. Shockley, “Electrons and Holes in Semiconductors,” op. cit.,

? W. Shockley, “The theory of p-n junctions in semiconductors
and p-n junction transistors,” Bell Sys. Tech. J., vol. 28, pp. 435~
489; July, 1949.

10'R. D. Middlebrook, “An Introduction to Junction Transistor
Theory,” John Wiley and Sons, Inc., New York, N Y.: 1957.
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current density due to holes
= ¢(=DV, + u,pE) = — qupp Vo, (81)

the last expression following from the definition of P in
terms of n;, V;, and V,, and the electric field E in terms
of V; as follows:

D,v, = (Dpp/Vﬂ)V(Vp - V) = pppV(V, — V) (82)
—uppl = — pppVVs. (83)

The terms i, i,, and 4, have the definitions of Section
IV and are currents per unit volume generated by
light absorption, bombardment, and the like—in fact,
everything except particle flow and normal processes
involving the traps.

Eq. (79) is simply Poisson’s equation.

Egs. (76)-(79) constitute a set of four partial differ-
ential equations in the four unknowns: Up, Un, Vs, and v;.
In principle, they can be solved subject to certain
boundary conditions. In the next two sections we deal
with homogeneous cases in which none of the disturb-
ances depend on position. For these cases the charge
density must vanish and the terms involving ¢, and oy
vanish.

In Fig. 4 we represent the distributed line correspond-
ing to (76)-(79). \We do not attempt to discuss them
fully. The following remarks may be helpful to the in-
terested reader.

Four cases are shown:

a) The situation represented corresponds to a rod
of unit area. If the length of each unit is dx, then the
top capacitor and the horizontal resistors are

kpeo/dx, dx/op, dx/o,

and the recombination resistors and capacitors are
R,/dx, R,/dx, Cpdyx, C.dx, C.dx.

b) The situation in an »n type specimen, ¢,, is as-
sumed very large, and so is C,. This represents the
situation treated in Section [ X.

c) This represents a dc situation in which no currents
flow. The model requires that there be no net charge on
the condensers surrounding a node. A disturbance in v;
is attenuated down the line of capacitors. The attenua-
tion length is the Debye length.

d) This represents the situation treated in Sections
VII and VIII. The disturbance does not depend on
position, and the sum of the three currents vanishes.

VII. SmavrL SiGNAL, LARGE Trap
DENSITY, STEADY STATE

In Section V, the equivalent circuit was treated for
the case of small trap density so that the charge on C,
was negligible compared to that on C,, the capacitor for
minority carriers. In that case the system is essentially
one with a single degree of freedom, namely the relaxa-
tion of C, through R, and Ra; consequently, the tran-
sient and steady-state solutions lead to the same lifetime.
For large trap density, there are two relaxation times,
which may be comparable; in general, neither of these is
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Fig. 4—Some equivalent circuits representing a semiconductor as a
distributed line. (a) The complete small signal circuit. (b) The
circuit suitable for minority carrier flow in n-type material. (c)
The thermal equilibrium case which leads to the Debye length.
(d) The homogeneous case.

equal to the steady-state lifetime. In this section we
derive the steady-state lifetime and compare it with the
transient lifetime in the next section.

Since we are dealing with a homogeneous case, »; is
independent of position, and the charge density is zero.
The actual value of »; is unimportant, since it simply
represents potential of the specimen in respect to
ground. Accordingly, we eliminate v, by introducing
Uy, Un, and u,, defined as follows:

Up = Up = Uiy Un =V — 0, up =0, — v;.  (84)

The differential equations (76)-(78) then become
Coduy/dt = (u, — u,)/R, + ip (85)
Codun/dt = (uy — u,)/R, + i, (86)

C,du,/dt = (up - ut)/Rp + (un - ut)/R'l + il; (87)
and the condition of neutrality is
Cottp + Cau,, + Cous, = 0. (88)

We now apply these to the case of steady-state gen-
eration by photon generation of hole-electron pairs.
This gives

iy = @0gp = — in, i, = 0. (89)

Inserting these quantities in (85) and (86), we obtain
Up — t = Ryi, (90)

e ~ u, = R,i, 91)

which state that the generation current produces volt-
age differences equal to the ohmic drops across the re-
combination resistances. The actual voltages must give
electrical neutrality in accordance with (88). Solving
(88), (90), and (91) simultaneously leads readily to

Up = ip[(Ry+ R)Co+ RyC/(Co+Co+ C)  (92)
= B[(Ry + R)C, + R.C/(Cp + Cu + C) (93)
i5(RuCn — RyCp)/(Cp + Cu + C). (94)

Un =

Ue
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In terms of these relationships, we may define a steady-
state hole lifetime 7,(ss) as for (10)

7(steady state) = Cu,/i,
1+ R,Ce/Ca(Rp + Ra)
14 (Ce/Cn) + (Cp/Ca)

This expression reduces to that of Section V if either 1)
C.KLC,, or2) R,KR,. In case 1, the condition of Section
V applies, and the presence of C, cannot cause an ap-
preciable voltage to appear across C,; consequently, the
full voltage drop of (R,+R.)i, appears across C,. In
case 2, the voltage drop across R, is negligible and, again,
the full voltage drop appears across C,.

By writing the quantities in (95) in terms of the trap
constants, it may be re-expressed as follows:

7p(s8)

= Cp(R, + R.) (95)

7, (steady state) = 7,(ss)
ool + n1 4+ Ne(1 + n/n)~"] + 100(p + p1)
n+ p+ N+ n/n)" (1 + n/n)?

which is the form given in the original Shockley-Read
treatment, and the symbol 7,(ss) is introduced for use
in subsequent equations.

Several remarks should be made about the expression
for 7, (steady state) of (95). From its definition in terms
of the ratio of minority carrier density to recombination
current per unit volume, it is evident that (96) is the
appropriate lifetime to use in calculating minority car-
rier diffusion lengths. The reasoning is the same as that
presented in Section III.

On the other hand, 7, (steady state) is not adequate
for describing the change in conductivity of a specimen
in which a fixed and known generation of hole electron
pairs is being produced. For the situation of Section V,
8p and 8n are equal to each other and to 7,(ss) times the
generation current per unit volume. The photocon-
ductivity is thus

(96)

80 = (up + wa)7p(58)1,. (97)

Unless C, is small compared to both C, and C,, how-
ever, 8, and §, will not be equal. The change in con-
ductivity can be conveniently expressed in terms of two
other steady-state lifetimes, defined from (93) and (94)
just as (95) is defined in terms of (92). Thus, we write

(98)
(99)

T2(88) = — Cpotta/1,
Tg(SS) = C,ug/i,,.

The positive charge densities per unit volume due to 7,
are thus 7, times the corresponding r's for holes and
traps, and times minus 7,(ss) for electrons. The change
in conductivity is thus:

80 = uprp(s8)ip + wata(s8)iy

= (up + pn)7p(89)ip + a7e(58)ip. (100)

The last form results from the effect of the electrical
neutrality condition (88) upon the definitions of the 7's.
The effect of 7, may be quite large in (100). For exam-
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ple, if the Fermi level lies below E* R,> R, and if C, is
larger than C, and less than C,, which may well occur
for strongly » type material, then 7,(ss) will be ap-
proximately C,R, and 7.(ss) will be C,R,. Thus, holes
will be in effect trapped for a long time in the traps, and
there will be many more mobile electrons produced than
mobile holes. (These extra electrons do not diffuse with
a diffusion length given by D, and 7, (steady state); see
Section I and references.)

A systematic treatment of the dependence of the 7’s
upon trap density and Fermi level can be presented in
terms of E,, E*, and the Fermi level. In order to under-
stand the relationships, we rewrite the three 7's as
follows:

C(R,

T ARyt Ra)
C‘
Crar G
C:R,
Cy(Rp+ R.)
Cnar
10 = CpCu(Rp 4+ R,)/(Cyp + Cn)

1:(88) = 7a(s8) — Tp(s8).

(101)

1‘01\ P

1p(88) = 79

1+

1+

ToK,, (102)

Ta(88) = 7o

(103)
(104)

The expression for 74 is that of (69) and corresponds to
neglecting the charge on C,. The correction factors K,
and K, are introduced for brevity.

Let us consider first the effect of K, upon minority
carrier lifetime. The following conclusion can be reached:

K, reduces 7,(ss) below 1o in N-type material if the
Fermi level lies between E; and E*.

This conclusion follows from the fact that in n-type
material C, <K C,, so that K, may be reduced to

K, = [14+ (C/C)(1 + n*/n)~1]/[1 + (C,/CL)]. (105)

Evidently the numerator is significantly less than the
denominator only #n <#*, which requires that the Fermi
level lies below E*. The reduction will be significant only
if C./C, is comparable to unity or larger.

The effect of C, in K, and K, can be used to separate
E* from E, experimentally. If a set of specimens is made
having increasing trap concentration, then the minority
carrier lifetime will vary inversely as N, and be given by
To Up to certain value of N,. Above this value the life-
time will drop more rapidly in specimens having the
Fermi level and E* both on the same side of E;, and the
effect will be most pronounced for near intrinsic speci-
mens.

The dependencies of the 7's upon Fermi level, Ny, E,,
and E* can be seen in general terms by considering the
limiting for large N,. For these we find

(106)
(107)

7p(s8) = CuR,
Ta(88) = CoR..
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Fig. 5—The effect of the charge on the traps upon lifetime. The first row shows the dependence of the resistors of Fig. 3 upon Fermi level for
three different values of E* all for the same value of E.. The second row represents the capacities Cp, Cn, and C, and certain ratios of them
as functions of Fermi level, all for the same value of E;. The bottom row corresponds to the top row and shows how the corrections due to
charge on C. modify 7, (solid line) by the factors K, and K, to give rise to 7,(ss) (line of 4 signs) and 7.(ss) (line of — signs); where the

curves coincide only 7o is shown.

On Fig. 5 in the top row the variation of R, and R, is
shown for three different relationships of E* and E,.
Throughout the figure the rounding of corners over a
range of about 2&T is not represented. The second row
represents the capacitor values, and their ratios. These
depend only on N, and E,. The expression for C, suitable
for visualizing these curves is obtained as follows:

Ci = gNif fp/Ve = ¢N/(1 4 n/n)(1 + ny/n)V,. (108)
This is seen to reduce to
Ct = qu,/an, = (N,/MI)C,, (109)

for n <n;, and to fall off as 1/#>n,. The bottom row
shows 7y as the solid line and the limiting forms of
Tp(ss), and 7.(ss) as the lines of 4+ and — marks re-
spectively.

It is seen that the K, and K, factors always reduce
minority carrier lifetime and may either raise or lower

majority carrier lifetime. In each case, there is one value
of the Fermi level for which both K, and K, are equal
to unity. This is the case for which no charge accumu-
lates in the traps, and 7.(ss) is zero. This is seen to corre-
spond to C,R,= C,R,, a result consistent with (99) and
(94).

The density of traps required to produce a significant
deviation from the 7y curve depends upon the values of
n; and »n*. For an n-type specimen [as for (105)] and
Fermi level between E; and E,, we find

Ky = [14+ (N/n)(1 + #*/n)"1]/[1 + (N/n1)]. (110)

For this case, the effect will be largest if n*>#n, i.e., for
the Fermi level between E; and E*, and will show an on-
set for N,=mn,.

A more sensitive situation corresponds to 7,.(ss) for
the lower right-hand corner of Fig. 5. For the case of
n*>n>n;, K, becomes
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Ko = [1+ (N/p0)( + n/n*)71/[1 + (Nim/n?)].

For this case an appreciable effect occurs for N;=p..
The meaning of this relationship is that, for this case,
the holes get into equilibrium with the traps more easily
than the electrons do (i.e., n<n* so that R,<R,), and
the ratio of free holes to trapped holes is approximately
py/N.. This situation with N >>p; corresponds to very
effective traps with most of the photoconductivity due
to majority carriers.

VIII. SMaLL SIGNAL, LARGE TRrAP
DENSITY, TRANSIENT

In this section we assume that the hole and electron
densities vary as functions of time of the form exp
(—vt). The results apply to the exponential decay of a
disturbance.

Egs. (84)-(87) can be rewritten in a simpler form
suitable to this case expressing them in terms of the
charges on the condensers. We let

Cpttp = gp, Cotha = qn, Cethe = qu (111)

and obtain from (84) the new equation
Cpduy/dl = dgp/dl = (e — 43)/Rp + 1p
= + Cau/C:Rp — Cotbp/CpRp + 1. (112)

We introduce four relaxation constants, which we ex-
press in atomic as well as circuit terms, as follows:

vp = 1/CoRp = Gof (113)
vp = 1/CiRy = (co/ N)(p + p1) (114)
vn = 1/CaRn = Cafp (115)
Yn = 1/CiRs = (¢ca/No)(n + n1) (116)
and use the neutrality condition
Gt ata=0 (117)

to eliminate ¢, from (112) and the companion equation
for gn:
dQP/dt =
dgn/dt =

(118)
(119)

— (p+ V9)qp — Yoin + i
— Yngp — (Vn + 'Yn)Qn + ia.
These equations are equivalent to those published by
Sandiford® for i, and 72,=0. They can be transformed

by straightforward substitutions for the relaxation con-
stants into

déj)/dt = - (Cp/Nt)(Ntf+ P+ p1)0p

+ (co/ No)(p + p1)on (120)
don/dt = — (co/ N)(Nifp + n+ n1)dn
+ (cp/N)(n + n1)dp (121)

which are identical with his form.
If we assume that ¢, and ¢ vary as exp (—wt) and let
ip and i, vanish, (118) and (119) reduce to

(—» + v + 1) + Yogn = 0
Ynlp + (_V + Vn + 'Yn)qn = 0.

(122)
(123)
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The solution of these equations corresponds to the
situation following a flash of light, for example. (In the
following section, the case of periodic effects will be
considered. For these i, = — %, to keep charge neutrality.)
Egs. (118) and (119) have solutions only if the deter-
minant of the coefficients of ¢, and g» vanish. This leads
to a quadratic in » having two real roots. For each root,
(118) and (119) give the same ratio for g,/¢., this ratio

being
gp Y» V= Vn = Un )

an V—Vp = Up Yn

(124)

It is evident that the larger root for » is larger than the
larger of v,+7v, and va+7va and gives a positive ratio for
g»/gn; it corresponds to a disturbance in which C. is
charged opposite to both Cp and C,. For low trap dens-
ity, it represents the quick relaxation of the traps. The
smaller root has » less than the smaller of »,+7v, and
¥n—+7vn This case has opposite signs for ¢, and ¢, and
for small trap density it represents the decay of photo-
conductivity.

It can also be concluded from (124) that if »,+7; is
several times larger than v, 47, then for the larger root
for », ¢, is larger than g¢a.; i.e., for the faster relaxation
process more charge is involved on the quick relaxing
side. This conclusion follows from the fact that the
larger root is larger than vp+7vp 50 that

Go/Gn > o+ Yp — ¥a = Ya)/Un (125)

and the right side is larger than unity.
The quadratic equation for » may be obtained by
clearing (124) of fractions and is

92 — p(vp 4+ Yp+ ¥a + Yn) + Vp¥n + 5¥n + a7 = 0. (126)
This is the standard form of quadratic equation

ax? + bx + ¢ = 0. (127)

In this equation if ?/4ac is large compared to unity, the
numerically larger root is approximately —b/a, and the
smaller is approximately —c¢/b. If one of the relaxation
constants is much larger than the others, then b2, be-
cause it contains this constant squared, will be much
larger than 4ac, which contains only cross terms. If
b?/4ac is much greater than unity, the values of » are

v=v,+¥p+ ¥t T

VoV + Vp¥n T Vn
) = P Y 'Yp. (129)
Vp+'Yp+Vn+'Yn

(128)

These are equivalent to Sandiford’s solutions.® The gen-
eral case can be written as
v = (vp+ vp+ vn + 12)/2 £ B/2 (130)
where
B = [y — va+ 1o — 1a)? + dveva]V2 (131)

Let us consider several limiting cases.
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Small N, v's larger than v's

If N, is small so that C, is much less than either C,or
C», then the ¥'s are larger than the »'s. The 4 ac term
of (127) does not contain a product of v’s and thus the
approximations of (128) and (129) are valid leading to

V=Y + Tn (132)
for one root and for the other to '
v = (Yn + va15)/(vp + ¥n)
= (Co+ Ca)/(Ry + R)C,Cr = 1/7¢ (133)

where 7, is defined in (69). The solution (132) leads in
(124) to

99/qn = Yp/Yn = Ra/R,. (134)

This corresponds to the charge on C, leaking off into C,
and C, at rates proportional to 1/R, and 1/R,. The
other solution has » much smaller than the v’s and
leads to ¢,/gn= —1 corresponding to the situation dis-
cussed for (69).

Large N;;v's smaller than v's

For this case we take C, larger than either C, or C,.
The two roots are approximately v, and v,. The faster
decay corresponds to a positive ratio for ¢»/¢» and most
of the charge on the condenser having the relaxation
time nearest to the root. One root thus corresponds to
electrons relaxing into the traps and the other to holes
relaxing into the traps.

There do not appear to be any very simple generaliza-
tions to make for more general cases. A disturbance
which starts initially with equal and opposite values of
g» and ¢, will decay at two rates obtained by super-
imposing exponential decays with the two roots. De-
pending upon the relationship between the Fermi level,
E,, E* and the ratio N,/n,, the resulting situations may
be quite diverse.

For example, if v, <v, and v, <y.<wv., a situation
corresponding to hole traps, there will be a relatively
quick relaxation with decay constant of », of the holes
into the traps and a slower decay of about v» with the
clectrons combining with these holes in the traps. After
a flash of light the quick decay will thus eliminate the
holes with a fractional drop of photoconductivity of
(1+5)~" where b is the ratio electron to hole mobility.
The subsequent slower decay will eliminate the electrons.

IX. SmALL SiGNAL, PERIODIC IN TIME,
DirrusioN CURRENTS

In this section we derive equations applicable to
minority carrier diffusion due to a disturbance of the
form exp (fwt+ax) in minority carrier density. Such a
solution can be used to calculate the contribution of
diffusion to the admittance of a p-n junction or the
transmission through the base layer of a transistor.

For the assumed condition of minority carrier diffu-
sion, the electrostatic potential and imref for electrons
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will be substantially constant (see Section 111 and refer-
ences quoted there). The divergence of hole diffusion
current thus plays the role of the current source for
holes. Thus, we may write

Colup/dt = (uy — u,)/R, + Dpd*Cou,/dx®  (135)

the last terin being simply the familiar gD ,3%p/0x2;
it can also be derived from (76) using the definitions of
the imrefs.

The condition of substantially complete charge
neutrality requires that the divergence of electron cur-
rent be equal and opposite to the hole current so that the
sum of the three charge densities

(136)

remains zero or at least small compared to ¢,. Proceed-
ing as for Section VIII, we can rewrite the equations in
the form

(i + v + ¥5)qp + Yogn =
'YnQp + (iw + Vn + ‘Yn)Qn = - 'I:p =

CD“D = Jp, Cotty, = dn, Cwu, = q:

tp = Dyd%,/dx?
— Dy9%,/0x*

(137)
(138)
where it is assumed that

g» and g¢n are functions of x times exp (iwt).

The g term can be eliminated, and this leads to a dif-
fusion equation in g¢,:

Dyd%q,/3%% = Vp(‘*’)?p (139)
vp(w) = [(10)? + iw(v, + va + va)
+ o+ 1) a4 18) — Yp7a)
+ (o + v+ va + v,). (140)

The attenuator factor a for a disturbance varying as

gp = const exp (iwt + ax) (141)
is
a = [vy(w)/Dy] V2. (142)
This form reduces to the familiar
@ = [(iwr, 4 1)/ Dyr,]12 (143)

for the case of small trap density treated in Section V.
[Let the ¥'s be very large in (140) and see (133).] For
large trap densities, it gives effects of trapping on dif-
fusion, as we shall show below.

The low frequency effects may be obtained by ex-
panding »,(w) in powers of w:

(144)

vp(w) = v + fwry.
The constant term is:

Vo = (Van + VpYn + Vn'Yp)/(Vn + Yn + 'Yp)

= (Ci+ Cu + C,)/(CCLR, + C,CuR, 4+ C,C.R,)
1/7,(ss)
where the second line results from multiplying numer-
ator and denominator by (CpCuCiR,R,) and 7,(ss) is
given by (95).

The coefficient of s is found to be

il

(145)
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Vp(Vp + v, + 'Yn) + (v + Ya)(a + v + 'Yn)
(Vn + In + 'Yp)z

and the expansion of v,(w) up to two terms is valid for

@ < ¥y + v + Vo (147)

If v, can be neglected because of the large value of C,
compared to C,, this reduces to

=1+ Vp'Yp('Yp + 7")—2
=14 C/C,[1 + (Ry/Ra)]

In terms of », and », we may rewrite the diffusion
equation as

(Dy/r1)0%g5/ 3% = [iw + (vo/v)1gy-

This form is a diffusion equation corresponding to a
diffusion constant smaller than D, by a factor », and a
lifetime larger than 7, (steady state) by the same factor.!!
Thus, »; can be thought of as a trapping factor; the
fraction of time a hole is free to diffuse is 1/, so that the
diffusion constant is reduced by that ratio, and since
the total number of holes, both trapped and free, is »,
times the free holes, the effective lifetime is », times
larger than 7,(ss).

Thus we are led to introduce still another definition
of lifetime

(146)

(148)

(149)

7, (diffusion) = »1/vo

ro{1 4 C/C,[1 + (R/RD [P}, (150)

the last form being valid for », negligible compared to
the other »'s and ¥’s corresponding to C, much larger
than C, as in strongly # type specimens.

If the holes interchange easily with the traps so that
R./R,=n*/n is much greater than unity, », becomes
(C,+C.)/C, which is simply interpreted as the ratio of
holes on traps and free to free holes. On the other hand,
if n/n* is much greater than unity, »; becomes unity;
the interpretation in this case is that the hole does not
return to the-mobile condition once it has been trapped,
i.e., the effectiveness of capture of Section II is unity.

We consider next how the traps may affect the alpha
cutoff frequency of a transistor. If the base layer is thin
compared to

f

L(0) = (Dyprp(ss))/?
then the low-frequency transmission factor
sech (W/L(0)) =1 — W?/L*0) =1—¢ (151)

will approach unity. One might then expect on alpha
cutoff frequency of the order of

fo° = D,/mW? = D,/wL*(0)e

= 1/w7,(ss)e. (152)

Thus an estimate of alpha cutoff frequency based on the
dc diffusion length lifetime and e as deduced from dc

U This interpretation is similar to that given by the author in
footnote 9.
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alpha may be high by a factor »; because D,/v; should be
used in place of D, in the expression for alpha-cutoff
frequency.

The series expansion of v,(w) is valid for small values
of w compared to v,+7v.+7,. For large values of w the
approximation is

(153)

vp(w) = tw + v,

The interpretation of this equation is that the only ef-
fect which has time to happen is hole capture by the
traps. The traps do not have time to change charge.
For this approximation to hold

w>vat+ e+ o (154)

There are evidently a variety of other situations to
which the equations of this section may be applied.

X. RECOMBINATION FOR STEADY-STATE,
LARGE DISTURBANCES

In this section we derive some results valid for large
disturbances in carrier density for steady-state condi-
tions. Although limitations of space and time prevent a
full discussion, the method of approach outlined here
should be helpful. Letting

p = 8= 0§ (155)

represent the total rate of recombination of holes and
electrons through traps, we have

g =gn= Canfp — af (156)
g =8 = cotf — euf (157)
Eliminating the g's from these equations leads to
f/fo = (can + €5)/(cop + €n)
= (¢afcp)(n + n*)/(p + p*). (158)

From this we see that the distribution of charge in the
traps is controlled by electron and hole densities as fol-
lows:!2

denuded: n<n*, p<p*Y flfo=elen (159)
p dominated: n < n*, p > p*; f/fo=p/p (160)
n dominated: =z > n*, p < p*; f/fo = n/m (161)
flooded: n>u*, p> p* f/fr = can/epp. (162)

Flooded and denuded conditions cannot correspond to
thermal equilibrium. On the other hand, p dominated
and »n dominated can and in fact they do give the same
results as (6) for equilibrium.

Solving (158) for f and f, and inserting in (156) leads
to

g = calp(np — n2)/(can + pp + €x + €). (163)

This result shows simply why it is difficult to distin-
guish between E; and E*; interchanging values between

12 This classification was introduced in Sah and Shockley. See
reference 4.
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e, and e, does not affect g and does interchange E, and
E* without upsetting the detailed balance relationship.

The functional dependence of g upon 7 and ¢ and the
four trap constants can be rewritten in terms of the
densities m1p1 and n*p* and a pair of geometric mean
densities

= (mn*)2 0 pa = (pip*)12 (164)
corresponding to a mean level
E, = (E,+ E%/2. (165)
The result is
,(‘_’_"epﬂi(”f/”i’)fpl ! (166)
[ 1
o

The last two terms in the denominator are reciprocals of
cach other and also may be written as

exp + (E; — E*)/2kT = exp + (E, —

= (en/ep)i”z = (nm/n*)t! etc.

w)/ kT
(167)

This shows that the denominator is substantially con-
stant and equal to
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exp | E, — E*| /2kT (168)

so long as # <(the larger of #, or n*) and p <(the larger
of p1 and p*). The bracket in the numerator is simply

p)/VGJ = Jlc

Eq. (166) shows in simple form how the flat region of
surface recombination velocity discussed by wvarious
authors!®® arises in terms of E, and E*. It also is helpful
in visualizing how the current dependence in p-n junc-
tions arises.

Two special cases for g should be mentioned. In the
denuded condition, as in space-charge region, we have

lexp (V, ~ (169)

g = entp/(en + ¢;) (170)

and in the flooded condition with # =p corresponding to
higher injection levels

g = nCacp/(cn + ¢,) (171)
corresponding to a lifetime given by
n/g = (ca + €p)/Cnlp = Tpo + Tpo. (172)

¥ A. Many and D. Gerlich, “Distribution and cross sections of
fast states on germanium surfaces in different gaseous ambients,”
Phys. Rev., vol. 107, pp. 404-411; July 15, 1957. References.)

Recombination in Semiconductors®
G. BEMSKI}

Summary—Excess carriers in semiconductors recombine either
by direct recombination of electrons and holes, or through the inter-
mediacy of recombination centers. The latter process is the one ob-
served in silicon and germanium.

Various impurity atoms, dislocations, vacancies, and interstitials
are known to act as recombination centers. The capture rates asso-
ciated with these imperfections vary over a wide range depending
on their state of charge.

Recombination at the surfaces is described in terms of a similar
model in which surface states replace the recombination centers
present in the bulk. The surface recombination velocity measures
the density and capture properties of these states.

A given center can act as a recombination center or a trap de-
pending on the relative magnitude of the capture cross sections for
electrons and holes. This paper reviews the analytical treatments of
the different processes as well as specific experimental results.

* Original manuscript received by the IRE, March 21, 1958; re-
vised manuscript received, April 11, 1958.
1 Bell Telephone Labs., Inc., Murray Hill, N. I

I. INTRODUCTION

HE lifetime of free carriers in the phenomena of

photoconductivity and of transport problems in

semiconductors is a concept of basic importance. A
very large number of papers have appeared in recent
years concerning both topics. We shall limit ourselves
mainly to the review of recombination processes in
semiconductors, principally in germanium and silicon.
In the next section we examine briefly the theoretical
aspect of recombination processes in semiconductors.
Section IIT reviews the basic methods employed in
measurements of lifetime. This is followed by a discus-
sion of experimental results in connection with specific
mechanisms for carrier recombination. Finally in Sec-
tion V we outline briefly some of the practical aspects
concerning the lifetime as encountered in silicon and
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Fig. 1—Recombination in semiconductors: (a) direct, radiative re-
combination, (b) indirect, two-step recombination in presence of
the recombination center at Eg.

germanium technology. Readers interested specifically
in the role of the lifetime in photoconductivity may be
referred to the excellent papers on the subject given at
the Photoconductivity Conference [1] and to other re-
view papers [2], [3].

II. THEORY
A. Kinetics of Recombination

Excess carriers can be introduced into a semiconduc-
tor by means of photo-excitation (this includes X rays
and gamma rays, as well as light of longer wavelength),
particle irradiation (i.e., high-energy electrons) or by
electrical injection at the contacts to the semiconductor.
In all cases these excess carriers consist of electron-hole
pairs produced above those normally present at equilib-
rium. The excess carriers gradually recombine and the
lattice is restored to its thermal equilibrium condition.
The lifetimes describe the mean times spent by the
excess electrons and holes in the conduction and
valence bands, respectively, and are defined as the times
during which the added carrier concentrations are re-
duced to 1/e of their original values.

Two principal mechanisms are believed to exist
controlling the recombination processes observed in
semiconductors. The first is a direct recombination of
electrons and holes accompanied by photon and
phonon emission [4]. This is the intrinsic, radiative re-
combination process. The second mechanism for re-
combination requires the presence of localized energy
states in the forbidden gap of the semiconductor
[5], [6]. The presence of such states in the crystal in-
creases the rates of recombination of electrons and holes.
Impurities, dislocations, vacancies, and interstitials are
frequently known to introduce these kinds of states,
with the net effect of decreasing the lifetime of excess
carriers. The two possibilities are shown schematically
in Fig. 1. There exist several ways in which the energy
of a carrier can be dissipated in the process of capture,
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TABLE 1
TABLE OF SYMBOLS

ri—Lifetime of free carriers in intrinsic material (seconds).
r.—Lifetime of electrons (seconds).
ry—Lifetime of holes (seconds).
ni—Density of intrinsic carriers (cm™3).
no—?ensai)ty of electrons in the conduction band (extrinsic)
cm™3).
po—Density of holes in the valence band (extrinsic) (cm~3).
R—Rate of radiative recombination (cm3 sec™).
n, 9,— Thermal velocity of excess electrons and holes, respectively
(cm sec™).
Tn, a,—?apzt)ure cross section for electrons and holes, respectively
cm?).
N—Density of recombination centers (cm™3).
p1=N, exp (E,—Eg)/kT(cm™3).
m=N, exp(Er—E.)/kT(cm™3).
tno=1/(Nvno,) (seconds).
7p0=1(Nvyo,) (seconds).
on, 8p—Density of excess carriers (cm~3).
No—Density of empty recombination centers (cm™3).
N——I()ensi)ty of recombination centers occupied by electrons
cm™3).
r—Mean time spent by an electron in a trap (seconds).
U—Rate of recombination (cm~ sec™).
y—Fraction of occupied traps.
s—Surface recombination velocity (cm sec™).
N—Number of surface states per cm?.
¢ny c;—Capture probabilities per second for electrons and holes, re-
spectively=vo (cm3 sec™?).
., p—Free carrier densities at the surface (cm™3).
1e1, Pat—Surface-carrier densities when Ep=Es (cm™?).
Ep—-Positlior; of the Fermi level in the energy gap (electron
volts).
Es—Position of the surface states in the gap (ev).
E;—Value of E in an intrinsic semiconductor (ev).
E,—Width of the energy gap (ev).
E.—Lower edge of the conduction band (ev).
E,—Upper edge of the valence band (ev).
¢=(Er—E;) /q (volts).
I,.=Short circuit current.
ttn, 1;—Hall mobilities for electrons and holes (cm? volts~ sec™).
8 =60,-+8, sum of Hall angles for electrons and holes.
D-—Diffusion constant (cm?sec™).
AG—Conductance increase (ohm™).
L—Diffusion length (cm).

1) Intrinsic Recombination: In the case of direct re-
combination the energy is carried away by photons of
a wavelength close, but not necessarily identical to that
which corresponds to the width of the energy gap, E,.
The difference may be taken up by phonons and dissi-
pated as heat in the lattice.

The lifetime for direct, radiative recombination in
the intrinsic semiconductor, in the case of small dis-
turbance in carrier concentration, can be expressed as:

N

=5R ¢y

Ts

(See Table I for the meaning of symbols.) In p-type ma-
terial it becomes:

% ( ni)
=—=2{—)r 2
Tp R - T ( )
and in n-type:
= 2(") 3
n=—=2{—])7
T R Ny

The recombination rate can be expressed in terms of the
capture cross section, ¢, such that:
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Fig. 2—Calculated recombination cross section ¢ and lifetime 7; as a
function of temperature for germanium [4].

: 4)
T =
271,"00’
where v is the mean thermal velocity of the carriers.
o therefore relates to #; and R as:
R R
& = SO (5)
nopov nilv

Fig. 2 gives a plot of o and 7; as a function of tempera-
ture for intrinsic germanium [4].

2) Recombination in the Presence of Recombination
Center : If the recombination process is dominated by the
presence of recombination centers, the energy of the
recombining carriers can be taken up by photons or
phonons in one of the following ways:

a) Radiative recombination in which photons of
longer wavelengths than in the intrinsic case are emitted.

b) Auger effect mechanism in which a collision of two
carriers occurs, one of them recombines at a recombina-
tion center while the other one carries away the energy
lost by the first one.

c) Exciton formation in which an electron-hole pair
(exciton) travels until one of the members recombines
while the other one continues its travel with increased
energy.

d) Phonon emission (or emission and absorption) in
which net emission of phonons accompanies the act of
capture. These possibilities have been discussed by sev-
eral authors [7-11]. Lax [7] has arrived at the conclu-
sion that a net multiphonon emission is the most prob-
able one in a variety of experimental circumstances in
semiconductors.

In Table IT it is shown that lifetime calculated on the
basis of a direct radiative process yields values consid-
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TABLE I1
Sit Ge? In Sb [13]
E,; (ev) 1.12 0.75 0.17
R (cm™2 sec™?) 2-10% 3 3.7-101@ 2-102
Trad (seconds) 3.5 0.30 1.5-10¢
Tobe (seconds) <10 <10~ 1.5-10-7

Energy gap, E,; radiative rate of recombination, R; calculated
radiative lifetime, 7ad; and observed lifetime, r.ps for Si and Ge at
300°K and In Sb at 250°K.

Y F.J. Morin and J. P. Maita, Phys. Rev.,vol.96, p.28; July, 1954.

*F. J. Morin and J. P. Maita, Phys. Rev., vol. 94, p. 1525:
June, 1954,

3 R. L. Petritz, p. 63; see [1].

erably higher than those observed in silicon and ger-
manium, but not far different from the experimental
ones for In Sb. Also the lifetimes measured in similar
samples of silicon or germanium differ frequently, indi-
cating that the radiative process is not the limiting one.
From the experimental results one can conclude that
the recombination centers limit the observed recombi-
nation lifetime in silicon and germanium, but the direct
recombination process becomes a competitive, and
possibly a dominant one in semiconductors with
narrower energy gaps [12].

We shall henceforth restrict ourselves mainly to the
recombination process in the presence of recombination
centers. The recombination process limited by the
center is a two-step one in which the electron capture
(Fig. 1) by the empty center Eg is followed by a hole
capture at the same center, after which it is ready for
further electron capture. The kinetics of this process
have been discussed in the literature [5], [6] and are re-
viewed by W. Shockley. It is apparent that in the direct
process there is little doubt as to the interpretation of
the experimental observation. The lifetime of an elec-
tron is here identical with a lifetime of a hole. One can
therefore refer to it as the lifetime of a pair. This is not
necessarily the case if the recombination occurs via a
recombination center. It is then possible to divide the
recombination process into a steady state and a tran-
sient one. Shockley and Read [5], Hall [6], and Adiro-
vich and Guro [14] treat the steady-state case while
Sandiford [15], Wertheim [16], and Clarke [17] discuss
the transient case.

The net result of all these equations is that the re-
combination process cannot be described simply in a
closed form applying to all the situations. The change in
the excess carrier concentration, 8p, occurs as:

a6 _ %
dt T

where 7 is the lifetime. The lifetime for electrons and
holes can be defined in terms of the net rate of capture,

U, as:

on
Tn =
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and n [ dn(Tno + Tpo) :|
8p To0(n0 + 71) + Tao(po + $1)
Tp =" °* T = To ’ (9)
v 14 _
(0 + po)

In the steady-state case the net rate of capture of elec-
trons equals that of holes. In the most general case
én = 8p, and Shockley obtains expressions for 7,77, for
low injection case (8p—0). They are:

-1
Tno(po+21) + 750 [M'*‘nr{-N (1_*_.@) :|

n

TP _ - (6)
No L ny 1
no+[’o+N(l+—> (1+—>
ny no dns0
and
o\
Tp0(no+7n1)+Tno [Po-i-[?r{-N(l—{-——-) :|
Th= P (7)
Po\? p1\7!
not+pot+ N 1+—“> (1+—>
f 2 bo 320

where n; and p; are defined as:

Er — E,
e (P55,

E, — Eg
-

1

Only if N, the density of recombination centers, is low
do both lifetimes reduce to a single lifetime:

rp0(0 + n1) + Tao(po + £1)

where 7o is expressed by (8). This allows for a variation
of the lifetime between 7=70 (for 6#=0) and 1=7,=7ne
4750 (for dn— ).

Several authors [18-20] have considered in detail the
recombination and generation of carriers occurring in
the space-charge layer of a p-n junction which differs
from the rest of a semiconductor in that it contains a
strong electric field. This field forces the carriers out of
this region very rapidly. Shockley and Read [5] have
shown that the net rate of generation may be greatly
increased, exceeding the rate of generation further
away from the junction. As a result, the lifetime in the
space charge region is smaller than elsewhere in the
semiconductor. These effects are particularly important
in explaining the observed deviations in the current-
voltage characteristics of silicon and germanium diodes
[18-20].

The steady-state lifetimes discussed heretofore are
those measured, for example, in the diffusion-length
type of experiments. However for the transient case,
(in the photoconductive decay type of measurements),
Sandiford shows that the decay of the excess carrier
concentration 8 is of the form [15]:

5? = Aetn + Betm (10)

where 7, is the readjustment time of charges on recom-
bination centers to the condition of equal capture rate
of electrons and holes, and 7, is the principal lifetime
term always identical for electrons and holes.

T = 8
no + po ®) For low densities of n and 8p, 71 and 7, are given by:
Po\! no\ !
n=w,m+m+N1+; + vaon| Mo+ m+ N1+ —) | (11)
1 ni
po\? no\ !
Tao| po+ 21+ N 1+; + 7| Mo+ 1+ N 1+'—>
n
Ty = - = (12)
no\ ! ni\~!
no+ po+ N 1+—> <1+—>
ny Mo
where It is apparent that for typical values of N, ¢, and g, 72
1 1 is orders of magnitude higher than 7. It also should be
Tno = Too = noticed that 1) under transient conditions, with large
Novnoa Nvyop density of centers N, 73 is not identical with the steady-

It is obvious from above that the lifetime is a function of
1) the density of recombination levels (), 2) the equi-
librium carrier density of the semiconductor (e, po),
and 3) the temperature (both n,, po and n,, p; are func-
tions of temperature, and ¢'s may also vary with T).
The lifetime depends on the density of injected carriers
in the way expressed by [5]:

state lifetime, (6) and (7); 2) for small N, (8) and (12)
are identical; and 3) the lifetime of electrons and holes is
always identical, under transient conditions. If the in-
jection density, én, satisfies the relations

n <N+ n+m
Sp SN+ po+ H
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and

8N < on + op (13)

then it has been shown by Wertheim [16] that the re-
sulting lifetime is identical with the steady-state, large
on case [S]. If, however, one exceeds the conditions of
(13) other solutions must apply.

3) Many Level Case: Several authors have been inter-
ested in the case of recombination rates resulting from
the simultaneous presence of more than one type of re-
combination centers [16], [21-24]. The belief that the
reciprocal of the resulting lifetime can be justifiably
expressed as a sum of the reciprocal time constants due
to the several separate recombination levels is true
only for the case of small density of centers with the
resulting equation becoming considerably more com-
plex in a more general case [16], [22].!

4) Recombination and Trapping: If the net rate of re-
emission of the carriers from an energy level in the for-
bidden gap is more probable than the final step of re-
combination, then an imperfection giving rise to this
level is called a trap. This phenomenon of trapping, as
distinct from recombination, has also been studied in
semiconductors [23], [25]. In Fig. 3, the electron from
the conduction band has been trapped in the level E,,
after which it has a “choice” of return to the conduction
band 2, or recombination with a hole 7. If reemission 2
occurs the electron continues traveling and may be
trapped 3 several times more. Eventually it recombines
via the same level E,, or through a different level Ep
5,6.

It is apparent that the process of trapping differs from
recombination only in the relative values of the capture
cross sections. In particular, in Fig. 3, the re-emission 2
of the electron will occur rather than recombination if
the hole-capture cross section is very low. This could be
the case for instance, if the level E, represented a doubly
ionized donor (with two positive charges). Such a level
would be singly positively ionized after step 1 and would
have a very small attraction for a hole (low-capture
cross section for step 7). It is important to emphasize
that the time spent by the carrier in the conduction
band is always the lifetime (mean life) of the electron
and trapping affects only the time spent in the traps
which can exceed by orders of magnitude the lifetime of
the carrier. This effectively reduces the mobility of the
carrier and gives an apparent long decay constant.

Hornbeck and Haynes [25] have studied trapping in
silicon crystals. The observed time constants of the de-
cay of carriers, 7, in the transient case is shown to be

(14)

where 7, is the lifetime of the electrons in the conduc-

T =17, + 17, Nov(l — v)

! This problem is also discussed in considerable detail by C. T.
Sah and W. Shockley, “Electron-hole recombination statistics in
semiconductors through flaws with many charge conditions,” Phys.
Rev., vol. 109, pp. 110%—1115; February, 1958. i
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Fig. 3—Trapping effects. The electron can be trapped at the levels E,
and released into the conduction band several times before re-

combining at Ep. The mean time spent in the conduction band
is defined as the lifetime of the electron.

tion band, and 7, is the mean time spent by the electron
in the trap. IV is the density of traps, and (1 —v) is the
fraction of empty traps present. The time T, 1s strongly
temperature dependent, decreasing exponentially with
increasing temperature. It is shown that different kinds
of traps exist in silicon and these are observed at room
temperature in contrast to germanium where trapping is
produced only below 200°K. The time 7, spent in traps
can be as long as 0.3 second (p-type silicon). Trapping
in copper doped and bombarded germanium has also
been studied [26]. More recently there have been indi-
cations that trapping effects are greatly reduced in sili-
con which contains a reduced amount of oxygen as com-
pared to the amount which is present in the majority of
the pulled silicon crystals.

5) Surface Recombination: It is necessary to exercise
considerable care in the interpretation of experiments
describing changes in the concentration of free carriers
in terms of the processes of recombination in the bulk of
the material.

The phenomena of surface recombination as well as
of trapping should be carefully distinguished from the
recombination in the volume of the material. It has been
found that if the free carriers are produced close to the
surface of the samples, they may diffuse towards them
and consequently recombine at the surface rather than
in the volume. This will be influenced by several factors
such as the geometry of the sample, the degree of pene-
tration of photons (when photons are used to produce
the carriers) as well as the effectiveness with which the
surface reflects the carriers which approach it from the
volume.

In a filament in the presence of a field in the x direc-
tion, the current has components perpendicular to the
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x direction of the form [27]:
— ¢D-[grad (5p)].

These components represent a diffusion current. The
solution of the continuity equation shows that the cur-
rent toward the surfaces satisfies

—_
I =

I, =1,= + gsbp. (15)

The quantity s has the dimension of velocity and is
called the surface recombination velocity. The rate of
recombination is as if a current of minority carriers
(of density 8p) were drifting with an average velocity s
into the surface and being removed.

Small magnitude of s implies that a large fraction of
carriers approaching the surface is reflected, while s
large means that most carriers approaching are cap-
tured at the surface. Any measurement of lifetime will
provide a time constant which is due to the recombina-
tion at the surfaces as well as in the bulk of the material.
This time constant, 7o, is of the form [27]

1 1 1
= — 4 —

Tobs T Ts

(16)

1. is the lifetime due to surface recombination and 7 is
the bulk lifetime. The two contributory constants can
be separated by changing the cross sectional dimensions
of the sample. The relation between 7, and the dimen-
sion of the sample in shape of a filament with rectangu-
lar cross section is

1 7° g
== (Gt ) S
where
A
ntany = § B
B
ttang = s B

provide infinite number of roots  and ¢ for a known
cross sectional dimension 24 X2B of the filament and
the known diffusion constant D. The smallest pair of
roots, 7o and £ correspond to the longest lifetime and
are of principal importance. Knowledge of 7 enables us
to determine the surface-recombination velocities.

Tamm [28] and Shockley [29] have postulated the
existence of surface states with energy levels in the
forbidden gap of the semiconductor. Fig. 4 shows an
energy level diagram of n-type germanium with surface
states at the position E, (as given by Stevenson and
Keyes [30]). Conservation of charge requires the bend-
ing of the energy levels and results in a space charge of
about 105 cm thickness. E; represents the value of the
Fermi level in the intrinsic case; ¢¢p represents the
distance between Er and E; in the bulk of the material;
and ¢¢, is a similar distance at the surface.
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An analysis, analogous to the Shockley-Read-Hall
analysis for the case of the bulk of a semiconductor has
been carried out by Brattain and Bardeen for surface
recombination [31]. Stevenson and Keyes obtained,
on the same basis, the following expression for the sur-
face recombination velocity s [30].

S = CanATL(Po + no) [Cn(nc + 7’1/01) + Cp(Pa + Pul) ]_1' (18)

This leads to a plot of s as a function of ¢, for a single
level of surface states at Eg (Fig. 5). s represents there-
fore a condition of the surface and is closely related to
the density of surface states responsible for recombina-
tion. It is thus apparent that the recombination mech-
anisms at the surface and in the body of germanium or
silicon are very similar ones, the main difference being a
purely dimensional one. The recombination rate, U, de-
scribes the volume recombination in three dimensions,
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while the surface recombination velocity s describes a
two-dimensional process.

II1. MEASUREMENTS

There exists at the present time a large number of
methods used for measurement of the bulk lifetime 7,
and the surface-recombination velocity s. We shall limit
ourselves to a cursory description of a few basic meth-
ods. Many other very useful ones have been devised
which in most cases are variants of the ones to be de-
scribed.

In all cases injection of carriers has to be accom-
plished. This injection can take place either by optical
means or by electrical means at an emitter in contact
with the semiconductor.

Optical injection generates electron-hole pairs due to
the absorbed radiation. Electrons and holes are gen-
erated above their thermal equilibrium densities in
equal concentrations and the condition of electrical
neutrality is preserved. After injection the recombina-
tion of carriers is measured by one of the various meth-
ods. The light source has to be sufficiently intense to
produce a detectable modulation of the original con-
ductivity of the sample whose lower limit of resistivity
is partially determined by the intensity of the pene-
trating radiation.

In the case of measurements of bulk lifetime, it is
necessary to use sufficiently penetrating radiation in
order to generate the carriers in the volume of the sam-
ple. Otherwise the decay of the carriers produced near
the surface contributes significantly to the observed
recombination process. A simple method for obtaining
a penetrating radiation is the use of a filter of the same
material as the sample placed between the source and
the sample.

The most frequently used sources are a spark gap, a
flash tube, constant light (s.e., carbon arc) in connection
with a rotating mirror, and a Kerr cell together with a
constant light source.

Injection of carriers can also be accomplished at a
point contact to the semiconductor or at a p-z junction.
However, due to over-all electrical neutrality, an equal
concentration of majority carriers (of opposite sign)
must appear at any point in the semiconductor. All the
methods of lifetime measurements are concerned with
the measurement of change in concentration of excess
carriers. They can be divided into transient methods and
steady-state methods.

A. Transient Methods

1) Filamentary Transistor: The first method of meas-
uring lifetime was used by Haynes and Shockley [32].
It is often called the “filamentary transistor” method.
A pulse of carriers is injected at a point contact biased
as emitter and is swept along the filament by an ex-
ternally applied electric field. The pulse is then detected
at a second point contact biased as collector and the
shape of the pulse is examined as a function of the time
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of travel. The field and the spacing between the emitter
and collector can be changed. In general one expects
that the total area under the pulse will decrease as exp
(—¢/7) with the time (¢) of travel. However, the surface
recombination often prevents an observation of a single
exponential decay and the observed time constant 7.,
is actually composed of both surface and volume com-
ponents (16). This method of lifetime measurement has
one noticeable advantage. It is easy to perform checks
concerning the mobility of the carriers constituting the
traveling pulse. This in turn suggests whether trapping
was important in the process.

2) Photoconductivity Decay [32], [33]: Short pulses
of light are used to introduce excess carriers, resulting
in increase of the conductivity of the sample. This in-
crease can be measured by passing a small dc current
through the sample and through a resistor. The decay
of the voltage across the resistor after termination of the
pulse is always observed. The lifetime is the time neces-
sary for this voltage to decay to 1/e of its original ampli-
tude. The decay constant can be affected by surface re-
combination and by trapping of carriers. In silicon the
former usually results in a sharp initial decay and can
be minimized by the use of penetrating radiation. Trap-
ping in silicon has been studied by the use of this method
[25]. It usually affects the decay curve by contributing
a long-time constant tail, which however, can often be
eliminated or reduced by dc illumination. This illu-
mination produces carriers which fill the traps forcing the
carriers produced by the pulsed light to recombine
rather than be trapped.

The photoconductivity-decay method permits a
resolution of lifetime limited by the sharpness of the
cutoff of the light pulses. In practice this limit is about
0.1 wsec. Of the light sources previously mentioned, the
spark gap most often reaches this limit. A Kerr cell can
also be used for pulsing the light to resolve lifetimes of
this order of magnitude. Pulses produced by rotating
mirrors usually put a somewhat higher limit on the reso-
lution of lifetimes. Photoconductivity decay also per-
mits the investigations of surface recombination. It
can also furnish information about lifetime in a localized
portion of the sample if such a portion alone is exposed
to light and provided the electric field E is small. There
are several variants of this method, depending on the
source of injection [34-36].

Navon et al. [34] have injected carriers electrically
and have measured the decay of voltage during the
time of travel of the carriers between two contacts. If
the lifetime is shorter than the transit time the analysis
is similar to the photoconductivity case.

Wertheim [36] has adapted the method for measure-
ments of lifetime of the order of 10~8second by the use of a
pulsed electron beam from a van de Graaff accelerator.
Electrons of about 700 kev energy, producing a current
of 15 ua/cm? are pulsed with a duty cycle of about 107,
This results in a generation of electron-hole pairs in
silicon at a rate of 102 ¢cm™3 sec~1. The radiation dam-
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age produced in germanium or silicon during this meas-
urement has been shown to be negligible on account of
the low-duty cycle.

Many [37] observed the time constant of the voltage
decay across a sample with the sample constituting one
arm of a balanced bridge. The lifetime can be read di-
rectly as a product of RC with the voltage decay across
the filament simulated by exponential decay of current
charging a condenser through a resistance. This method
is capable of measuring minority carrier mobility as
well as injection rates. It is also used for measurements
of surface recombination velocities. The balancing of
the bridge presents a problem if the decay is not expo-
nential, 7.e., in the presence of traps.

B. Steady-State Methods

1) Diffusion Length Measurements: In these measure-
ments the diffusion length L is usually measured and the
result converted to the lifetime. The simplest case is one
in which the carriers injected optically are collected at a
p-n junction [38, 39]. The distance between the collect-
ing junction and the injecting light can be varied. The
excess minority carrier density in z-type material can
be expressed as:

dGp)  op

T T (19)

and the observed response in the simplest case is propor-

tional to
(-75=)
exp| — .
\/Dp"'p

Chopped light is usually used for reasons of sensitivity
and the rms voltage across a resistor in series with the
detector is measured. The motion of the carriers pro-
ceeds by diffusion as long as the applied electric field is
small. Adam [40] improved this method by allowing
for a simultaneous measurement of the diffusion con-
stant. This is done by scanning a light spot across the
junction.

Different geometries for the injecting light have been
considered [41]. It is usually possible to determine 7
and s in these experiments.

The advantage of this method consists of its freedom
from trapping effects, as the diffusion length rather than
time is measured. However, several authors [42] report
difficulties with measurements on silicon due to surface
conductance which upsets the exponential response. The
experimental resolution in the diffusion length method
is limited by the size of the light spot. The experimental
arrangement requires sophisticated instrumentation if
lifetimes shorter than 1usec are to be resolved [43]. The
final resolution is of course dependent on the mobility
of minority carriers, the higher the mobility the lower
the resolved lifetime. Use of X-rays for the production
of carriers is reported by Malkovska [44].

(20)
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2) Photomagnetoeleciric Effect: This is an effect simi-
lar to the Hall effect except that it is associated with the
diffusion of optically injected carriers [45], [46]. The
direction of light and of the magnetic field are mutually
perpendicular. The carriers produced by the light diffuse
across the slab, but are deflected by the magnetic field
in opposite directions. The electron and hole currents
add and give a total PME short circuit current. In the
open-circuit condition this current is cancelled by a
drift current in the opposite direction. The total current
will be composed in varying degrees of the PME current
and the drift current, depending upon the volume re-
combination. If the short circuit PME current is meas-
ured as well as the relative conductance increase with-
out the field, then it is possible to calculate the lifetime
of carriers without the necessity of measuring the light
intensity or the recombination velocity of the surface
[47].

In particular in the case of a sample at least several
diffusion lengths thick, and for injection which is not ex-
ceedingly high, one has:

D\ 1/2
I,.= — 0(un + pp)™! (—) AG. (21)

T

Eq. (21) implies that under identical experimental con-
ditions the product of lifetime and mobility is constant.
The PME method is therefore able to resolve very low
lifetimes in semiconductors with highly mobile carriers.
Determinations of lifetime as low as 10~°-10"!? seconds
have been reported, and several semiconducting mate-
rials have been examined [48]-[54]. Buck and McKim
[48] have investigated the PME effect in germanium
finding a good agreement with the theory. The lifetimes
obtained agreed well with those determined by photo-
conductivity decay methods. The method is also very
versatile in its ability to measure the recombination ve-
locities of both the illuminated and the dark surfaces.

C. Other Methods

Measurements of lifetime based on the combined
effect of electric and magnetic fields on injected carriers
(Suhl effect) have also been reported [55]. The electric
field deflects the carriers toward one side. For strong
electric fields the minority carriers flow in a thin layer
close to the surface and the surface recombination
velocity can be studied.

Another method consisting of electrical injection of a
pulse of carriers across a p-n junction followed by re-
versal of the polarity of the junction and subsequent
collection of the carriers by the same junction has been
used to determine the lifetime in the neighborhood of
the junction [56-58]. Harrick [59] has developed a very
elegant method which allows measurement of lifetime
without contacts to the sample. It consists of optical
creation of carriers and simultaneous observation of
infrared absorption in the sample due to these carriers.
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IV. RECOMBINATION DUE TO SPECIFIC MECHANISMS

A. Impurities

Impurities are very frequently encountered lifetime
limiting imperfections. Their recombination properties
have been studied in several cases when sufficient in-
formation concerning their other electrical properties
has become available. In all cases, these experiments
have dealt with recombination at impurities which in-
troduce energy levels fairly deep in the energy gap
(20.15 ev from either of the bands). With the excep-
tion of indium in germanium there are no data concern-
ing lifetimes due to “shallow” column III and V ele-
ments. It is, in general, believed that such impurities
would have low-capture cross sections for carriers of
similar charge, but high probability of escape exists for
carriers of sign opposite to that of the impurities. The
presence of these impurities would be fairly ineffective
as recombination centers except possibly at low tem-
peratures.

Burton, et al. [60] have measured lifetime in copper
and nickel doped germanium as a function of donor and
acceptor concentrations. They have established that
these two impurities lead to an increase in the recombi-
nation rates in agreement with the Shockley-Read-
Hall single level theory. Their results for copper are
plotted in Fig. 6. The room-temperature capture cross
sections are given in Table III (opposite).

Baum and Battey [61-62] have measured the life-
time in copper and nickel doped germanium as a func-
tion of temperature, and interpret the results in terms
of capture cross sections increasing exponentially with
increasing temperature. Okada [24] interprets similar
data by assuming that in nickel doped germanium both
nickel acceptor levels contribute to the recombination
process; this latter explanation does not result in an
exponential dependence of the capture cross section on
temperature.

The variation of capture cross section with temper-
ature is also reported by Fan, ef al. [63] in their studies
of recombination in germanium without specifically
added recombination centers. They observe that the
capture cross section decreases slowly as temperature
increases.

A similar observation is made by Wertheim on plas-
tically deformed germanium. His data are consistent
with the assumption that the capture radius around
dislocations varies as T [64].

A decrease of the capture cross section with increas-
ing temperature has been theoretically postulated by
Lax [7], and should be more pronounced in the case of
capture by charged centers than by neutral centers.

In general, the experimental results imply that a very
careful analysis of the data concerning changes of life-
time with temperature is necessary in order to separate
the different temperature dependent terms and arrive
at the correct interpretation of the process.

The capture cross sections should be the highest in
the case of a coulombic attraction between the impurity
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and the carrier. Weaker interaction is expected between
uncharged impurity (i.e., unionized donor or acceptor
level) and the charged carrier. Still weaker interaction
should be present if the carrier and the center have
charges of the same sign. A very good proof of these
assertions has been given by Tyler and Woodbury [65].
Iron, cobalt, manganese, nickel, and gold introduce at
least two acceptor levels in germanium [66]. It is ob-
served that under conditions such that one of these
levels has a double negative charge, it attracts a hole.
However, the center plus the hole still have a single
negative charge with a very low-capture cross section
for electrons. The hole may then have a higher chance of
escaping back to the valence band, than of recombining
with an electron. This results in a “hole-trap” behavior
of these centers. If however the Fermi level is located
below the second acceptor level, no doubly negative
center will exist. The holes can then be captured only
by the negative singly charged acceptors and have a
much higher-capture cross section for electrons. The
process becomes one of recombination rather than
trapping. Typical values of the hole-capture cross sec-
tion by doubly charged acceptors are: 10—13—10-15 cm?,
while for electrons they are as low as 10-22 cm?.

Other authors [63], [67-70] report results of re-
combination studies in germanium crystals with no
purposeful addition of impurities. It appears that in
such cases the presence of one or more levels due to un-
known impurities is often responsible for the observed
effects. The accuracy of measurements and the compli-
cations in the interpretations of the experiments are,
however, such that it is at present difficult or almost im-
possible to use the method of recombination studies as a
sort of fine spectrometer in a reliable detection of un-
known impurities in semiconductors. It is probable that
in the future a fairly complete list of capture cross sec-
tions of a large number of impurities in semiconductors
will permit such an analysis.

There are less data available concerning recombina-
tion due to the known impurities in silicon. Several of
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TABLE III
CAPTURE CROSS SECTIONS OF DIFFERENT IMPERFECTIONS IN SILICON AND GERMANIUM
SILICON
Impurities Irradiation
Fe [74] Au [72] Au® [73] In [16] Dislocations [93] Electrons [84]
P type
ap(cm?) 4.10718 1.7-1014 1.8-10-18
602
an(cm?) >1.5-10"16 3.5-1071 1.10718 3.7-107v T=— 1.9-10-16
N
N type
aplcm?) 3.10718 1.10718 3.10-13 8.10713
an(cm?) 5.107 4,101 9.5-10"15
GERMANIUM
Impurities Irradiation
. Disloca- Elec- Neu-
Cu [60] Ni [60] Mn [129]? Co [129]? Au [130]" | ions [94] | trons [86] | Y-rays [85] | trons [85]
P type
ap(cm?) ~10-13[131]t 2.10-18
1.228
=
a,(cm?) 1.107v 8.107v 10-16-10~15 | 10-16-10-16 | 10-16—-10"1s 2.10714 N
N type
4.14
ap(cm?) 1.1071 > 4,107 T= 1.10-186 | 5. 101 4,101
N
an(cm?) <10—224 ~10-18 5.10-17
LAt 77°K.

2 In high-resistivity silicon.

3 At low temperatures, capture due to neutral impurity.

4 At singly charged, negative Mn.

5 N =dislocations/cm?.

8 750 kev electrons.

7 550 kev electrons.

Note: Also, N-type germanium—a,=23.10"% cm? at Fe~
gp,=1.10"% cm? at Fe™™

(K. D. Glinchunk, E. G. Mi’;eluk, and N. N. Fortunatova, Zh. Tekh. Fiz., vol. 27, pp. 2451-2457; November, 1957.)

the elements outside of columns III and V, known to
introduce donor or acceptor levels in silicon, also pos-
sess high-capture cross sections. This pertains to gold
[71-73], iron [74], copper [74], [75], and manganese
[76]. The known capture cross sections are in the 107~
10~ cm? range. Wertheim has also studied the recombi-
nation of the column III acceptor Indium [16]. Its
capture cross section for holes is of the order of 10~
cm? at room temperature. Due to the competing trap-
ping effects in silicon the experimental difficulties in
transient type experiments are often pronounced.
Several authors report lifetime observations on pure
silicon [77-82] (no recombination centers added pur-
posefully). There is a general agreement that the life-
time is found to increase with injection density, par-
ticularly in p-type material. Several authors have ob-
served behavior in silicon which implies the existence of
more than one level [78], [80], [81]. It is probable that
different raw material used and different crystal grow-
ing techniques may be responsible for the presence of

varying amounts of different residual imperfections in
such cases.

B. Bombardment Damage

Resistivity measurements on semiconductors sub-
jected to irradiation with high energy particles (neu-
trons, deuterons, electrons, heavy ions, alpha particles),
or with gamma rays, indicate that the lattice gets dis-
rupted in the process. It is believed that in the simplest
case the damage consists of introduction of isolated in-
terstitials and vacancies. In germanium and silicon don-
or and acceptor levels in the forbidden energy gap after
irradiation have been identified [83], [84].

These imperfections also have a pronounced effect
on the lifetime of excess carriers. In recent years the
recombination processes in irradiated germanium and
silicon have been studied [84-86] and have been used
to investigate the damage introduced [87], [88].

Russian investigators [86] report that, in n-type ger-
manium, the hole-capture cross section increases from
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5.107Y ¢cm? to 1.10~18 ¢m? as the energy of the bombard-
ing electrons is increased from 550 kev to 750 kev. This
may indicate that at higher energy a more complex type
of damage is introduced beyond the simple, isolated,
interstitial-vacancy pairs believed to be produced at
low energies.

Curtis, et al. [85], after irradiation of n-type germa-
nium, have reported results which point in this same di-
rection. They found that the capture cross section for
holes is larger after neutron irradiation than after
gamma irradiation, probably for the same reasons men-
tioned above. Hole trapping in germanium has been
reported by Cranford [89] and studied by Shulman
[26] who has observed densities of traps of the same
order of magnitude as the densities of acceptor intro-
duced on electron bombardment.

Loferski and Rappaport [87] have studied the thresh-
old of introduction of damage as a function of the elec-
tron energy in silicon and germanium by means of life-
time measurements. Wertheim has studied recombina-
tion processes in silicon irradiated with 0.7 mev elec-
trons [84]. The capture cross sections are given in Table
III. As few as 10" electrons/cm? are found to be
sufficient to produce a noticeable change in the lifetime.
The kinetics of the annealing cycle in silicon have also
been studied with the use of lifetime measurements
[88]. The lifetime effects of the electron damage proved
to be reversible on heating in the temperature range of
200°-400°C.

Damage in irradiated semiconductors may well be
studied by means of lifetime measurements, a method
particularly attractive in relatively weak-bombarded
specimens in which small changes in carrier concentra-
tions are introduced. This may prove advantageous in
the studies of relatively isolated defects introduced on
irradiation.

C. Dislocations

. Several papers [90-98] deal with recombination rates

associated with edge type dislocations in semiconduc-
tors. McKelvey [94] reports that the recombination
cross sections in germanium correspond to a cylindrical
area about a dislocation of diameter 1.154 for holes in
n-type Ge, and 2.8A for electrons in p-type germanium.
It is believed from this data that the frequently en-
countered lifetime in germanium, of the order of milli-
seconds, is limited by the dislocations rather than by
impurities. Most authors agree quite closely on the
values of recombination cross sections. The problem of
knowing the exact dislocation density is particularly
serious in silicon, where different methods of deter-
mination of the densities often provide different numer-
ical answers.

It is reported that the lifetime in pbs in the 0.1
usec-10 usec range is limited by the presence of disloca-
tions and obeys the Shockley-Read relations [95].

In very recent diffusion length measurements on
silicon and germanium it is claimed that the diffusion
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length is anisotropic, being higher in the direction paral-
lel than in the direction perpendicular to dislocations
[98]. The authors interpret this as an anisotropy in the
lifetime rather than in the diffusion constant. However,
Logan’s data on the anisotropy of mobility at disloca-
tions in germanium imply that the anisotropy in D needs
to be considered [99].

D. Radiative Recombination

Several authors have observed recombination radia-
tion in semiconductors. These results are of great inter-
est for the theoretical interpretation of the band struc-
ture. They also can provide direct data concerning the
energy levels of recombination centers.

Recombination with the resulting emission of photons
has been observed in: germanium [100], [102], [105],
[106], silicon [101], [107], silicon carbide [103], [104],
indium antimonide [108], gallium antimonide [109]
gallium arsenide [109], indium phosphide [109], and
germanium silicon alloys [109].

In most cases the wavelength of the radiation corre-
sponded to intrinsic recombination. In silicon Haynes
also observed recombination of the electrons at the
acceptors [101]. Similarly in germanium Newman [102]
has detected radiation arising from recombination at
dislocations and at copper atoms. Photon emission in
SiC is believed [104] to be due to recombination at some
imperfections in the energy gap. In all these cases the
observed radiation represents probably only a small
fraction of the total energy lost in the process.

In InSb, Wertheim [13] observed that the direct re-
combination may be the limiting process near room
temperature, while at lower temperatures a recombina-
tion center mechanism dominates. Similarly Redfield
[110] reports that in Tellurium the direct recombination
dominates at 100°K, even though no recombination
radiation has been detected. DeCarvalho [54] believes
that the Auger mechanism is operative in Tellurium.

E. Surface Recombination

The theoretical picture of surface states [111] has
been verified on many occasions. A large number of ex-
periments has been performed whose results are de-
scribed in terms of surface states [112-114].

It is generally believed that there exist two kinds of
states on the surface of germanium, the semiconductor
whose surfaces have been by far the most widely stud-
ied. The first type, the “fast” states are located at the
interface of the semiconductor and the almost always
present oxide layer. The density of these states is about
10! ¢cm~? and depends on the initial treatment of the
surface. These states are believed to be responsible for
surface recombination as well as effects observed in
field effect and photo voltage experiments. It has been
observed that the density of these states is increased if
the surface is mechanically damaged, heated in vacuo
bombarded with ions, etched in HF [115], [116], etc.
This implies an increase in the values of s.
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An exact correlation of the surface states with a
definite type of imperfection has not as yet been
achieved. By specifying their position in energy, their
state of charge (donor, acceptor), and their capture
cross sections in the Shockley-Read sense, the recombi-
nation properties of the states can be described similarly
to the recombination centers present in the volume of
the semiconductors.

Many of the experimental techniques measure the
properties of the surfaces, such as the surface conduct-
ance, inversion layers, contact potential, and surface-
recombination velocities, as a function of ¢,. This can
then be compared with the plot of Fig. 5 [30]. Sev-
eral authors believe at the present time that, while
basically correct, the actual description of recombi-
nation at the surfaces is more complex and involves
two or more levels, or even a continuum of levels
[113]. Garrett and Brattain obtained the values for the
capture cross sections for holes and electrons [117],
(see Table III) which indicate that the fast states near
the center of the gap are acceptor like. The magnitudes
of these cross sections are of the same order as for the
case of the volume levels. Statz finds levels in germa-
nium at 0.14 ev below the middle of the gap and in silicon
at 0.42-0.48 above the middle, also at 0.45 ev below the
middle of the gap [113].

There exists another group of states, in densities ex-
ceeding 10 cm~2, so called “slow” states, which exhibit
long decay times [113]. These states are probably due to
imperfections at the surface of the oxide or in the oxide
layer. Their capture cross sections are orders of mag-
nitude lower than of the “fast” states. These states are
responsible for the variation of ¢, with the ambient
gases, but not for the observed recombination velocities.

Considerable effort has gone into production of a
perfectly clean germanium surface [113]. Handler has
observed under “clean” conditions, a density of ac-
ceptor like surface states in excess of 10*/cm?®.

To make the analogy with the bulk properties com-
plete, one should add that trapping effects have also
been observed on germanium surfaces, indicating that
for some centers the capture probability is much higher
for one type of carrier than for the other [118]. It is
justifiable to say that the basic understanding of surface
phenomena is fairly complete and that the difficulties
lie in the fact, at least in germanium, that the experi-
mental situation is quite complex. The simplest case
which can be achieved in the bulk of the semiconduc-
tors, consisting of a single recombination level due to
known imperfections, is not as easily achieved on the
surfaces.

V. PRACTICAL ASPECTS

The importance of lifetime in transistor technology
is too well-known to be repeated. It is interesting, how-
ever, to examine some cases of more practical interest,
in which the lifetime has been affected in certain con-
trolled ways.
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Reduction of storage time in p-» junction silicon
diodes has been accomplished by neutron [119] or
electron irradiation [120]. On the opposite side of the
picture, attempts are frequently made to conserve
“high” lifetime after heat treatment of silicon or ger-
manium at elevated temperatures. The complexity of
this problem is considerable because of the very minute
concentration of impurities which can have a pro-
nounced effect in lowering the lifetime. A typical im-
purity (see Table III) with a capture cross section of
10~ cm? present in concentration of 10 c¢cm~® may
lower the lifetime to about 1 psec. Fuller and Logan
[121] have shown that lifetimes as high as 100 psec or
more can be maintained in germanium heated to 875°C
if extreme cleanliness is used. It is also necessary to
avoid introduction of strains or plastic flow. It is be-
lieved that the introduction of copper, in particular,
has to be minimized if high lifetimes are desired. Logan
[122] has also shown that gettering of copper from ger-
manium is possible in the presence of a third component
such as liquid lead or gold on the surface of germanium.
Restoration of the original lifetime and resistivity is
then possible.

Several papers deal with the similar problem in
silicon [123-127]. In view of the higher temperatures
involved in the fabrication of silicon devices, the prob-
lem is even more acute here. It has been previously
mentioned that gold, copper, iron, manganese, and dis-
locations reduce the lifetime in silicon. It is, however,
possible to employ gettering techniques by the use of
nickel or some other metallic films on the surfaces of
silicon to remove the recombination centers, or to pre-
vent them from diffusing into silicon [72], [125]. Gold,
for example, can be effectively removed from the bulk
by the use of a third component on the surface (i.e.,
nickel). The thermodynamics of these processes have
been discussed by Thurmond [128].

It has been satisfactorily demonstrated that under
ideally clean conditions floating zone silicon can be
heated without appreciable loss of lifetime [124]. This
requires at the present time the absence of any handling
of the crystal between the time of growth and the heat
treatment. The implication of this is that impurities are
responsible for the decrease of lifetime observed nor-
mally in heat treatment. At least one of the impurities
listed above, gold, has been identified on the surfaces of
most crystals which have been chemically etched [72].
Even though the surface concentration of gold corre-
sponded only to 10~ of a monolayer it supplied the ex-
planation of some of the electrical changes which were
subsequently observed on heat treatment.

VI. CONCLUSIONS

The extremely high degree of purity achieved in
germanium and silicon single crystals in the last few
years has provided scientists with excellent opportuni-
ties for research concerning recombination phenomena
under better controlled conditions than were previously
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possible. In particular, the ideal experimental situation,
in which the process is studied in the presence of minute
concentrations of imperfections which have been added
in a controlled fashion, makes it possible to test the
existing recombination theories. It appears that the re-
combination at localized levels in the energy gap is the
prevalent condition in silicon and germanium. The de-
pendence of semiconductor lifetime on temperature and
concentration of excess carriers can, theoretically, be
controlled. This dependence is important in device
operation. Clearly, this is an excellent example of the
extent of practical potentialities offered by basic under-
standing of physical phenomena.
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Noise in Semiconductors and Photoconductors®
K. M. van VLIETY}

Summary—A survey is given of theory and experiments on noise
in bulk semiconductors and photoconductors. This paper is divided
into four parts, including generation-recombination (gr) noise in
semiconductors, gr noise in photoconductors, 1/f noise in single
crystals, and modulation noise in granular materials. In the first part
an account is given of the appropriate analyses and the results are
applied to extrinsic as well as intrinsic fluctuations, generated either
in the bulk or at the surface. In the part about photoconductors
the limiting sensitivity caused by photon noise is calculated and
present infrared detectors are discussed. Next, a survey is given
about present understanding of 1/f noise, and of its relation to the
field effect as proposed by McWhorter and others. Finally, some
remarks are made about 1/f noise in granular material and the
proposed theories are briefly reviewed.

I. INTRODUCTION

N 1932 Williams and Thatcher [107] observed that
I[ current carrying carbon resistors generated a large
amount of noise. When the current was absent, on
the contrary, the noise satisfied Nyquist’s formula, ac-
cording to which the noise of any resistive device in
thermal equilibrium equals 42TR in unit bandwidth.

* Original manuscript received by the IRE, March 3, 1958.
t Dept. Elec. Eng., University of Minnesota, Minneapolis, Minn.

The first extensive investigation of noise in current-
carrying nonmetallic resistors was made by Bernamont
in 1934 [5]. He found that the spectral density of the
noise was approximately inversely proportional to the
frequency in the audio-frequency range. In that re-
spect the spectrum looked similar to the flicker effect
in vacuum tubes discovered nine years before by John-
son [44]. Surdin [88] extended the frequency range of
Bernamont’s data and observed this noise up to a few
mc beyond which thermal noise usually predominated.
Only rarely a change from a 1/f spectrum into a 1/f2
spectrum was observed.

The first theory for noise in carbon and evaporated
metal layer resistors was also developed by Bernamont.
He predicted a spectrum of the form constant/(1 4w?r?
where 7 is the time constant of the fluctuations. In order
to fit this result to the experimental data, Bernamont
[5] and Surdin [87] suggested that there should be a
distribution of time constants, ranging from ~1 sec up
to ~1 usec. However, as is known today, Bernamont’s
theory does not apply to carbon resistors but to other
noise processes (see Section II-A).

The cause of the noise in carbon and similar resistors
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became clearer from the experiments of Christenson and
Pearson [27] in 1936. They could locate the source of
the noise in the contacts between the grains in these
materials and introduced the name contact noise. Their
observations were verified by many other research
workers, for a variety of materials. Shortly after World
War 11, when single crystals of semiconducting ma-
terials became available, the hope was raised that this
noise would be absent. It was found, however, that again
noise of a 1/f nature was present;a detailed investigation
on germanium single crystals was reported by Mont-
gomery [601, [81]. Montgomery could show that the
noise was associated with the surface of the crystals.
This noise apparently was no contact noise and was
generally named excess noise.

Deviations from the 1/f dependence in germanium
were first reported by Herzog and van der Ziel [39].
The spectrum showed a characteristic time constant of
~1 usec which later on was identified with the minority
carrier lifetime. The noise was thus attributed to the
random excitation and capture of free carriers, which
during their stay in the conduction band (or valence
band) give rise to a current pulse in the output circuit.
Because of the resemblance to the random emission of
electrons in vacuum tubes this noise was called shot
noise. The effect had been predicted before by Gisolf
[36] in 1949. His theory, being in error, was modified
by van der Ziel (93], [95], who also showed that
Bernamont's original theory was equivalent to the
modified Gisolf theory [92], [95]. There are two rea-
sons for such a late discovery of this noise. First, as
mentioned above, 1/f noise depends on the surface con-
ditions of the crystals. Therefore, 1/f noise masked all
other effects until considerable progress had been made
in various laboratories in improving the surface prop-
erties. Secondly, it is known that 1/f noise is roughly
independent of temperature in contrast to the spon-
taneous fluctuations in excitation and capture of car-
riers which give appreciable noise in certain tempera-
ture regions only.

In photoconductors similar noise effects have been
reported. Here the facts are more complicated because
of the fluctuations in the incident radiation field (photon
noise). Completely contradictory opinions have been
stated about the effect of photon noise on the perform-
ance of photoconductors. Buttler [24], [25] assumes
that the effect is negligible. Shulman [84], on the con-
trary, states that under ideal conditions all the noise
results from photon fluctuations. The author holds the
opinion that photon fluctuations can account for up to
50 per cent of the observed noise in an ideal trap free
photoconductor (see Section 111-B).

In the above survey, several noises have been in-
troduced in a more or less historical order. Before pro-
ceeding, it seems appropriate to introduce a terminology
which better agrees with present understanding of the
various processes. Noise above thermal noise will gen-
erally be called current noise. This will be divided into
two main areas.
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A. Generation—Recombination Noise

This is henceforth denoted as gr noise. This noise is
caused by spontaneous fluctuations in the generation
rates, recombination rates, trapping rates, etc., thus
producing fluctuations in the free carrier densities. The
term gr noise seems more adequate than shot noise since
these carrier fluctuations exist even in equilibrium when
there is no applied field. There is some difference in
treatment of gr noise in semiconductors and in photo-
conductors. In semiconductors the noise is of thermal
origin and can therefore be calculated with the gen-
eralized Nyquist formula (Section 11-C). In photocon-
ductors only statistical arguments can be applied.

B. Modulation Noise

This term introduced by Petritz [70] will refer to
noise which is not directly caused by fluctuations of the
carrier transition rates, but instead is due to carrier
density fluctuations or current fluctuations caused by
some modulating effect. Let us give some examples.
According to some investigators 1/f noise in germanium
filaments is primarily caused by fluctuations in the oc-
cupancy of the «glow surface states” (Section 1V-B).
When a carrier is trapped in these states it produces a
change in the number of carriers and as such is gr noise.
However, this is not the full story. Owing to the change
in surface charge the surface recombination velocity
will change. The bulk conductivity in turn is affected
more severely by this effect than just by the gain or
loss of one carrier. Thus, the “slow surface states” cause
conductivity modulation of the bulk. As another ex-
ample we turn to some mechanisms proposed for con-
tact noise (Section V-A). Suppose that the current be-
tween two grains is affected by molecules diffusing over
the contact area. This will produce current modulation.
Most of these modulation effects found in practice are
of the 1/{« type (with @=~1) and most of the theories fail
to give a 1/f dependence over a long frequency range.
Some modulation noises have been observed which do
not have a 1/f spectrum (e.g., heat conductivity induced
fAluctuations) [99], [4]. Although more effects of such a
nature may be found in the future, at the present time
the name modulation noise may be considered a syno-
nym with “1/f noise.”

As illustrated by the two previous examples it may
well be that 1/f noise in single crystals and in granular
materials is of quite different origin. Nothing definite is
known about this today, however.

In accordance with the above classification and com-
ments this paper will be divided into four parts. In
Section 11 we discuss theory and experiments of gr
noise in semiconductors. In Section 111 we consider gr
noise in photoconductors and the necessarily related
topic of photon noise. In Section 1V, 1/f noise in single
crystals is discussed and in Section V we mention very
briefly some modulation effects in granular material.
The order of the topics indicates, apart from the
author’s preference, the order of decreasing understand-
ing and increasing need for future research.
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I1. GENERATION-RECOMBINATION Noise
IN SEMICONDUCTORS

A. Older Theories

Gisolf [36] considered the current pulses caused by
the individual carriers during their lifetime. For sim-
plicity it was assumed that only one type of carrier
participated in the current. The current pulse caused
by a carrier with lifetime 7, is

Fo(t) = euEL™' 1y <t < 1y + rp}

F.(0) =0 elsewhere, (1)

where E is the electric field, L the electrode distance,
and u the mobility. The total current can be written as

i(t) = Z,2,Fp(t — ¢,).

Assuming that the elementary pulses are independent
and occur at random instants ¢, with a rate N,, we can
apply Campbell’s theorem [34] for the fluctuations
Ai(t) =i(t) — ((3))

(4i(1)?) = =,N, f wl Fy(8)?| dt. (2)

The next step is to make a Fourier integral analysis of
Fp(£) and apply Parseval’s theorem. This leads to the
generalized Carson’s theorem:

SAN) = 22,8, 4,()?) 3)

where 4,(f) is the Fourier coefficient of Fp(§) and S;(f) is
the spectral intensity of the fluctuations defined by

(Ai(1)?) =wa,-(f)df. 4)

Assuming a statistical weight factor for 7, [95], [10]
and carrying out the above procedure one is led to the
simple result

Si(f) = 4% /no(1 + w?r?) (5)

which was first found by Bernamont [5]. Here 7, is the
total steady-state number of carriers in the sample.

The above theory, interesting for historical reasons
and for its simplicity, is incorrect since the elementary
pulses are not independent. The possible transitions
are limited by the Pauli exclusion principle. A better
result was obtained by van der Ziel [93] and by Mach.-
lup [52], who suggested that the current carriers were
subject to binomial statistics. Let \ be the probability
that a carrier is free and 1—\ the probability that a
carrier is bound. Then the noise is found to be

S = 41 — NI*r/ne(1 + w?r?). (6)

Obviously, for A =1 the noise is negligible. This is the
case for extrinsic germanium and silicon at room
temperature when all the donors are ionized or all the
acceptors filled. Although (6) gives a good approxima-
tion, it was first shown by Burgess (18], [21] that an
improvement could be obtained.
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B. The Langevin Equations [100]

The relation between the instantaneous current and
the instantaneous number of carriers is

i(t) = eun(EL-! + eu,p () EL1, (7

Consequently, denoting by S,. the spectrum of (An?),
by S,, the spectrum of (Ap?) and by S, the spectrum of
(AnAp), which quantities are defined analogous to (4),
we have ’

Si = 11/(bno + p0) 1(8%an + 288wy + S,).  (8)

Note that ny and p, are not densities but mean total
numbers; I is the dc current and 3 =un/tip. In the partic-
ular case that po=0 we have

Si = (I/10)%Sun (8a)

and in another practical case where An(t) =Ap(t) we
have

Si = I[(6 + 1)/(bno + p0)]2S,n. (8b)

In accordance with what has been said in the introduc-
tion, it will suffice to find S,n, Sn,, and Spp- The current
noise spectrum .S; follows from the above relations.

First we will consider “single step processes,” j.e.,

transitions occur only between the conduction band
(containing # electrons) and localized levels, or between
the conduction band and the valence band. Noise in a
p-type semiconductor involving transitions between
the valence band and localized levels can be found
mutatts mutandis. Let g(n) be the generation rate of
electrons and r(n) the recombination rate with either
holes in the localized levels or with holes in the valence
band. It will be assumed that the mass action law ap-
plies to the rates g(#) and r(n). The effect of different
spins will be neglected since the variances and co-
variances are not affected by this refinement in sta-
tistics. Hence, the kinetic equation is

dn/dt = g(n) — r(n) + f(9) )

where f(#) is a stochastic source function for the fluctua-
tions. Expanding g(n) and 7(n) up to first-order terms
in #—mno=An, we obtain the Langevin equation

d(An)/dt = — An/7 + f(2) (10)
where 7 is the lifetime of added current carriers
d d -1
@GR w
dn 0 dn 0

the subscript zero refers to the values of the derivatives
for n =mn,=(n). The solution of (10) yields:

(An(t + s)An(t)) = (An(t)2)e". (12)
With the Wiener-Khintchine theorem we find
San(f) = 4fw<An(t + 5)An(t)) cos wsds

= 4((An)%)7/(1 + w?r?). (13)
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The method does not give a complete answer unless
((An)?) is specified. Eq. (9) suggests the following rela-
tion between the statistical properties of g(n) and r(n)

W(nyr(n) — W(n — 1)g(n — 1) = 0, (14)

where W(#n) is the probability distribution of #. Since
(14) is a recurrent relation, W(n) and ((An)?) can be
found as was shown by Burgess [18], [21]; the result
is the gr theorem:

=) (O - 09

Hence, the spectrum (13) can be written as
Sun(f) = 4gor¥/(1 + w?%). (16)

The Langevin method can easily be extended to
multistep processes [100]. Let there be s energy levels
(including the conduction band and the valence band)
between which transitions occur. The electron con-
centrations in these levels will be denoted by #n; - - - %..
Since Z;n; is constant one variable can be eliminated.
Let the independent variables then be n; - - - n,1. I
ps; is the transition rate per second from 7 to j then

dni/dt = i' Pii — {:,' pi + fi(t).

je=1 =1

(17)

The Langevin equations follow from expansion of p;; up
to first-order terms in the fluctuations. They can be
written as

d(Ang)/dt = ‘—Zl ai;An; + 1:()

=1

J OPki Ok
= 24Gn). - G b
k=1 an,- 0 an,-
Eq. (18) can be formally solved, given the values of

An(t) at some time fo. It is then found that the correla-
tion matrix has the following form:

(18)

where

(19)

—1
(Anit + $)Ani(t)) = D, ciie i

k=1

(20)

where the quantities —1/7; are the eigenvalues of the
matrix [a:;]. The spectrum follows from the Wiener-
Khintchine theorem:

s—1

Si(f) = 4 22 afin/(1 + w*nd).

k=1

(21)

The general form is depicted in Fig. 1. The quantities
¢i*i depend on the variances (An,?) and the covariances
(AnAn;) which have again to be found by other means.
Van Vliet and Blok [100] calculated the variances and
the covariances from the Fokker Planck equation and
generalized the gr theorem (15). The spectrum (21) is
therefore completely known once the transition rates p;;
between the various energy levels can be specified ac-
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Fig. 1—Illustration of possible spectra in the case of multistep proc-
esses or several simultaneous single-step processes. The following
values are chosen: 11 =2X10™4, r3=107%; r3=2X10"7 sec and
€1 =5%103, c;=10%, ¢;=23X103; these numbers are relative values.

cording to the mass action law. A detailed example em-
ploying this method was given for noise in cadmium
sulphide [101]. The calculations are cumbersome, how-
ever, and comparison with experiment is not readily
achieved. In semiconductors the situation is slightly
better than in photoconductors since an alternate

method based on thermodynamics can be applied (see
below).

C. Application of the Generalized Nyquist Formula

It has been emphasized already that it is sufficient to
calculate the spectral densities S under the conditions
that there is no electric field. For moderate electric
fields Saa, etc., will not change and (8) can be applied
to find the current noise. Consequently for the calcula-
tion of S.., etc., we may assume that the crystal is in
thermal equilibrium. Obviously, we restrict ourselves
here to semiconductors.

As is well known, the steady-state electron distribu-
tion in semiconductors can be obtained thermody-
namically (minimization of the electronic free energy)
and from mass action law considerations. In accordance
with this, two methods which are entirely different in
principle can be employed to find the noise. This was
shown by Burgess [19] for the variances (An?), etc.
Recently, the author [104] proved that the noise spectra
Sun, €tc., can also be found from thermodynamic argu-
ments; the results are in complete agreement with the
previous section in which the mass action law was used.
The method is based on the generalized Nyquist
formula, established first by Callen and Welton [26] in
1951. According to this relation the spectral density
of a single fluctuating extensive thermodynamic vari-

able can be expressed as
S(f) = 4kTw™? Re (7). (22)

The admittance Y relates a sinusoidal variation of the
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external variable to a sinusoidal perturbation by a gen-
cralized force acting on the system. In semiconductors
such a perturbation can be accomplished if the Fermi
level is changed into two or more quasi-Fermi levels
for the various carrier groups. The response of the
transition rates to such a perturbation defines the ad-
mittance Y. If only two carrier groups are considered,
e.g., electrons and bound or free holes, the admittance
is found to be [104] )
8o Jwt

=0 . (23)
ET 1+ jowr
This equation and (22) immediately vyield the result
(16).
The method has also been applied to more variable
cases.

D. Extrinsic Semiconductors

With the framework developed in the previous sec-
tions the noise in extrinsic semiconductors is readily
found. We will assume that the semiconductor is n-type
and has N4 donors all at a single level E; below the
conduction band. It will first be assumed that no in-
trinsic transitions occur. The generation rate and re-
combination rate can then be expressed as follows:

gn) = v(Na— n);  r(n) = én? (24)
and in equilibrium we have
8o = 'Y(Nd - no) = 57102 = 7o. (25)

The quantities v and § are transition constants which
include cross sections, etc. The constant § depends only
weakly on the temperature; vy, on the contrary, de-
pends on T according to a Boltzmann factor
Y=20 exp (—E4/kT). Substituting (24) and (25) into
(11) and (15) yields

no(Na — ng) A(1 =)
—_ = Nj—

2Nd — No 2 — A

1 Ng— no 1 1-—2

sno 2Ns—no  6Na M2 — )

(An?) = (26)

(27)

where A =no/N, is the fractional ionization of the im-
purities and has the same meaning as in Section 1I-A.
The noise spectrum is found from (8a), (16), (26), and
(27) which give after some arrangement:

Si(f) = 4(2) (; : i>(1 +Tw212>°

The conclusions drawn in Section II-A that the noise
occurs only if the fraction A of ionized donors is low
is still valid. This explains why hardly any noise meas-
urements on strongly extrinsic material have been re-
ported. A characteristic feature of this noise is the
strong temperature dependence of 7 which is the ma-
jority carrier lifetime. According to (27) 7 decreases
rapidly with increasing temperature since X\ approaches
1. Noise of this nature was reported by Gebbie [35].

(28)
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However, Gebbie attributed the noise to trapping
effects.

In the above analysis it was assumed that the donor
levels are filled at absolute zero. If the donor levels
contain already m, holes at T=0, the properties of the
semiconductor are markedly different. The Fermi level,
instead of lying approximately midway between the
conduction band and the donor levels, is now clamped
at the position of the donor levels for sufficiently low
temperatures such that n,&m, [66]. The noise prop-
erties are also different, since the transition rates, in-
stead of (24), are now given as

gn) = y(Na — mo — ng) =~ ¥(Ng — mo)}

(29)
r(n) = dno(mo + 1no) =~ dnegmg

The reaction mechanism is now approximately mono-
molecular. One finds from (29)

(An?) = nq; 7 = 1/5my. (30)

Instead of (28) the noise is now given by Bernamont’s
formula (5) as is easily shown from (30) and (16).
Moreover, the lifetime 7 is approximately constant. For
p-type material similar arguments apply. Measure-
ments were recently performed on manganese-doped
germanium in the range 77°K-125°K by Fassett [31a]
at the University of Minnesota. It was estimated that
50 per cent of the acceptor levels were filled at absolute
zero. The spectra were flat from 1 ke—10 mc for tem-
peratures ~120°K. For temperatures below 100°K the
lifetime increased, in contrast to (30). The possibility
that hole trapping is present or that excited states of
the impurity centers play a role is being investigated.

Noise in cases where more donor levels participate in
the transitions can also be calculated from the general
analysis in the preceding sections. Also, an analysis can
be given for the case that intrinsic transitions and im-
purity transitions occur simultaneously. Since most
likely the donors are completely ionized before intrinsic
transitions start to be present abundantly, the noise
arising from the transitions to and from the donors or
acceptors can usually be neglected in these cases.
Hence, only the intrinsic transitions cause noise. Con-
sequently, without treating the complete case, it is
evident that the noise output of a semiconductor is a
complicated function of the temperature. Appreciable
noise is found only in the strongly extrinsic and in the
near-intrinsic or intrinsic region.

E. Near Intrinsic and Intrinsic Crystals

In these crystals the transition rates are, neglecting
first recombination centers:

gn) = a;  r(n) = pn’. (31)

The noise can be found in the same way as before. The
relation between the density fluctuations and the cur-
rent fluctuations appropriate to this case is (8b), since
the electron and hole densities fluctuate coherently; z.e.,
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An(t) =Ap(t). The following result is easily obtained in
the same manner as in the previous section

(b 4 12nopo
(bmo + p0)2(0 + po) 1+ wir?
For intrinsic semiconductors (7o =po) this reduces to
Si(f) = 2I*r/no(1 + w?r?). (33)

In contrast to the above assumptions usually recom-
bination in germanium and silicon occurs via recom-
bination centers. This changes the problem into a two-
variable problem, in which two of the three variables
n, p, n, (where n, is the number of electrons in the re-
combination centers) can be taken as the independent
ones. The variances {An?), {(Ap)? and the covariance
(AnAp) were calculated by Burgess [19] and by van
Vliet [103]. If, however, the number of electrons in the
recombination centers is small compared to the number
of majority carriers, we have An=~Ap. Then (32) and
(33) apply where 7 is the Shockley-Read lifetime [83],
[104].

Noise in intrinsic or nearly intrinsic material has
been observed by several investigators [39], [55], [94],
[79], [43], [40]. In the last two references the noise is
compared with (32) and (33) and good agreement is
found in most cases. In some cases, the spectrum did not
fall off as rapidly as 1/w? at high frequencies, indicating
that the recombination centers in the bulk or at the
surface (see below) are slightly distributed in energy.

Si{(f) = 4 (32)

F. Surface GR Noise

In many germanium crystals generation and recom-
bination of electrons and holes involve surface centers.
This complicates the theory considerably. However,
some simplifying argument will be given. First of all,
it is noted that the noise is not determined by the local
number of carriers. Secondly, as for bulk recombination
centers, we will assume that the population of the sur-
face states is not too large. Then the decay of fluctua-
tions can again be described with (10) where 7 is a
surface lifetime. Although 7(n) and g(n) are not speci-
fied, the variances (An?), (Ap?), and (AnAp) will be the
same since these expressions can be found from thermo-
dynamic arguments. Consequently, (31) and (32) will
be approximately valid. Hyde [43] has pointed out
that the spectra may reveal some smaller lifetimes since
the solution of the continuity equations for injected
carriers give rise to higher order modes [82]. It is also
possible to solve the stochastic partial differential
equations governing the generation, recombination,
and diffusion of carriers exactly, but this would be
beyond the scope of this paper.

G. Influence of the Drift of the Carriers on the Noise

In the previous section it was assumed that the
probability distribution W(n) for the carriers was not
distorted by the presence of the field. This is the case
up to very high fields, apart from heat dissipation
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effects. At much lower field strengths, however, the
spectral distribution of the noise may change since
carriers are swept to the electrodes of the sample in a
time smaller than 7. Let us first consider a semiconduc-
tor containing only one type of carriers, say electrons.
What will happen if 7>74 where 1a=L/p.E? Davydov
and Gurevich [29] first treated the problem. Their
work implies the correlation function

(An()An(t + 5)) = (An®e*I"(1 — s/74)

for s <74 and zero for s>74 The term (1—s/74) takes
into account that carriers are swept out of the sample
in a time 74. It has been pointed out before [100], [84],
[11], [77] however, that (34) is erroneous if the dielec-
tric relaxation time of the sample is much shorter than
r4. In that case carriers are not simply swept out at
the contacts and their life terminated. As soon as some
extra electrons An are generated at a spot x and begin
to move under the influence of the applied field, elec-
trons start to move everywhere in the crystal; at the
negative electrode, electrons flow into the crystal and
space charge neutrality is preserved. Hence, a carrier
lives virtually its full lifetime T and the noise is the same
as for 1<&<rq. If both electrons and holes are present,
things may change, however [62]. Consider, e.g., an
n-type sample in which somé extra hole-electron-pairs
are created somewhere in the middle between the two
electrodes. The electrons, starting to move to the posi-
tive electrode cannot produce a space charge so that
other electrons come in at the negative contact whereas
electrons are carried off at the positive electrode. If the
holes start to move to the negative electrode they can-
not produce a space charge either; their charge will be
neutralized mainly by electrons flowing in the opposite
direction. Therefore, virtually a hole and a neutralizing
electron are flowing to the negative electrode with the
so-called ambipolar mobility [98], given by

(34)

‘no - Pol#n#p L
Ma = y Ta = :

Matlo + #pPo F-aE
The ambipolar mobility is equal to the minority carrier
mobility in highly extrinsic material in accordance with
the above picture. The correlation function is now given
by (34) if we replace 74 by the ambipolar drift time 7,.
The spectrum can be calculated with the Wiener-
Khintchine theorem; the integration involved is found
in a paper by Burgess [20]. For 7>>7, the spectrum be-
comes oscillatory

Si«(f) = constant X sin? (3wra)/(3wrs)’.

(35)

(36)

The effect has been experimentally verified by Hill. His
measurements and an exact theory will be published
elsewhere [105].

H. Degenerate Semiconductors

The analysis given in Section II-B is not immediately
applicable to degenerate semiconductors like InSb. A
more careful averaging process over the electrons in a
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degenerate band has to be carried out than is implied by
the simple terms g(z) and 7(n) in previous sections. The
variances (An?) and (Ap?) for hole electron pair transi-
tions were calculated by Oliver [68] and by Burgess
[22]. The spectrum was recently derived with the ap-
proach of irreversible thermodynamics (Section II-C)
by the author [104]. It was shown that (16) is still
valid. However, go and 7 depend on the carrier con-
centrations in a more complicated way than before.
The noise is found to be given by [instead of (32)]:

(b + 1)25n5pnol’o .
(bno + po)?(Enrto + Eppo) 1 + wir?

here £, and £, depend on the position of the Fermi level
of the degenerate electron and hole distributions. For
complete degeneracy of an n-type sample £, =3kT/2¢r
and £,=1, where e is the position of the Fermi level
with respect to the bottom of the conduction band. The
result (37) has not as yet been verified experimentally
since other noise sources dominate in InSb [69], [86].

Sdf) = 4I?
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III. GR NoISE IN PHOTOCONDUCTORS
A. Circuitry and Figures of Merit

A photoconductor is usually incorporated in a simple
circuit, consisting of the photoconductive film or crys-
tal, a load resistor, and a battery. The signal can be
taken either from the crystal terminals or from the load
resistor. If the signal and the rms noise both result from
conductivity changes, both these effects are propor-
tional to the current and the signal-to-noise ratio does
not depend on the load resistor, providing the thermal
noise is negligible. There is, however, another reason
to make the load resistor large. Often, 1/f noise of the
current carrying contacts is a dominating noise effect.
This can be suppressed by measuring the signal between
probes on the crystal. If the load resistor is so large
that the supply acts as a constant current generator,
then resistance fluctuations at the current contacts will
not show up as noise between the probes, unless con-
centration disturbances are swept into the probe region.
Therefore, if T, is the lifetime and Eu, the drift
velocity of the minority carriers, and d the distance be-
tween probes and the adjacent end contacts, we should
have u,E7,<d (compare Fig. 2).

Since, assuming that no cdntact noise is present, the
signal-to-noise ratio does not depend on the circuitry,
we will find it convenient to represent both signal and
noise by short-circuited current generators.

We will assume that the light signal is being shopped
with an angular frequency w=2nf and that the signal
passes through an amplifier, with bandwidth (f—3% Af,
f+34f). The signal will be denoted by i(w) and the
rms noise in this bandwidth by +/S;(w)Af. The signal-
to-noise ratio is then

signal (w)
noise VSi(w)Af

(38)
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Fig. 2—Probe method for photoconductive cells.

With Jones [46] we will define the responsivity as the
signal per unit radiation input. The dimension of the
signal has already been fixed (amps). Since photocon-
ductors are quantum detectors we will express the input
radiation intensity on the whole area of the cell! by J,.
Hence the responsivity is expressed in amps/quanta
sec™!:

i(w) = Jo(w) R(w). 39

It should be noted that @& also depends on the optical
frequency of the light signal which will be denoted by
v. The noise equivalent radiation intensity P., is de-
fined as

Peq = [Si(@)4f]'2/ R ().

As expected, the signal-to-noise ratio (38) is unity when
Jo=Peq. The noise equivalent power in watt is simply
v Pe.

(40)

Py’ = hwPe,. (41)

It will turn out (Section III-C) that P, is proportional
to AV*(Af)V2. Therefore, to compare cells it is meaning-
ful to evaluate P.q for A =1 cm? and Af=1 cycle per
second. The inverse of P,, under these conditions is
called the specific sensitivity [46], [74] and can be seen
as a figure of merit. In simple cases the signal and noise
depend on w in the same way and P.q does not depend
on the response time 7. In other cases, however, P,
does depend on w and thus on 7. (This is always the case
if 1/f noise predominates.) Figures of merit for special
reference conditions, including the dependence on 7 have
been given by Jones in his survey paper on the per-
formance of radiation detectors [46]. If the signal-to-
noise ratio is smaller than unity,  determines the in-
formation rate. Petritz [73] and MacQuiston [53] have
discussed the performance using an information theory
approach.

The value of P.q determined from the observed noise
and the measured response according to (40) is not
necessarily the limit that can be reached with a par-
ticular photoconductive material at a particular tem-
perature. First of all, the detector should not be limited
by 1/f noise but by gr noise. This is the case for several

! Since we are dealing with fluctuations we get into trouble when
we work with radiation per unit area or with carrier densities. E.g.,
the simple relation (An*)~z(n) gives dimension inconsistencies when
applied to densities. Although unorthadox with respect to other fields,
our quantities J, and J, will refer to intensities on a given cell area
A, and likewise our quantities #, p refer to total numbers of electrons
and holes in a given cell volume V=A4D’ in which the absorbed radia-
tion is supposed to be approximately uniform. The conversion of the
the results to the usual units is straightforward and left to the reader.
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materials today (see Section II1-C). Furthermore, as
has been especially emphasized by Petritz [73], in most
of the present materials fluctuations in the carrier
densities are caused by interaction with lattice vibra-
tions (phonons) and not by interaction with the back-
ground black body radiation field (photons). The limit-
ing sensitivity is reached when all carrier excitations in-
volve photon absorption. The noise is then closely re-
lated to photon fluctuations of the background
radiation. Photon noise will be defined here as the
fluctuations in background radiation intensity J, in-
cident on the detector and is indicated by Sy (f). Since
the effect is caused by the arrival of the individual
photons, we have for the fluctuations in any part € of
the stream:

(42)

S, = &5,

In a photocell of area A the fraction of the incident
intensity effective in producing free carriers, will be
denoted by 9J. The quantum efficiency 7 is related to
the absorption coefficient @ and the reflection cocfficient
R. However, cach absorbed quantum need not be effec-
tive since part of the energy may be exchanged with
phonons. (Sce also next section.) As an estimate, we may
put, however

n(v) ~ |1 — R(V)“l — €Xp \—a(v)d)l (43)

where d is the thickness of the layer. Usually the simpli-
fving assumption is made? that the absorption is uni-
form over an equivalent layer d'>~1/a.

The noise in that part of the photon stream that is
cffective in excitation is found from (42), sctting e=n.
If #, is the quantum efficiency at the signal frequency
then the number of excitations per second due to J. is
n.J.; when this number is equal to twice the rms fluctua-
tions induced by the photon noise we will denote it by
Qeq. The factor 2 will be explained in the next section.
According to (42) and the above reasoning we have

QO = [2 f nu)s.,.ww]m /.

The integral is to be extended over all frequencies of the
background radiation that is permitted to fall on the
detector. A performance figure of a particular cell is

F = ch/(_)eq- (4“

Jones calls this factor the noise figure. It is worthwhile
to compare this figure with the noise figure in com-
munication receivers. In that case the limiting input
noise is the thermal noise of the transformed antenna
resistance [96], which depends on the particular an-
tenna and on its temperature. Likewise, the photon-
induced noise with which the actual noise is compared

(+)

2 [f the signal and the background radiation are composed of
different wavelength regions, the inhomogeniety cannot be neglected.
This can be one of the reasons why the response time and the time
r from noise measurements are seldom in complete agreement.
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according to (44) depends on the operation of the par-
ticular detector (its quantum efficiency, cutoff wave-
length, and temperature). The situation is more com-
plicated here, however. A value of F close to unity may
indicate that the optimum performance under the par-
ticular operating conditions is attained but these condi-
tions themselves may be rather unfavorable. As an
example, let us assume that a lead sulphide cell cooled
to liquid nitrogen temperature is seeing radiation noise
of its room temperature surroundings. Noise figures
close to unity have been reported experimentally under
these conditions [32], [65]. A better performance could
be obtained, however, by introducing a radiation shield
with a transmission filter that only passes the signal
wavelength, both of which are kept at low tempera-
tures. The cell may then no longer be limited by photon
noise, but the noise equivalent power has been reduced
below the radiation limit under previous conditions.
This will be worked out more quantitatively in Section
11-C.

B. Interaction Between Photons and a Solid

l.et the photoconductor exchange energy with a
black-body radiation field of temperature 7. We assume
thermal equilibrium and also that all transitions involve
photon emission or absorption. The density of photons
g(v) is given by Planck’s law

g(v) = & (¥?/c*)/(e”/*1" = 1). (46)

Let J,. be again the radiation intensity incident on the
detector area <l ; then
J.0) = cAg()/¥ = A2x(*/c*) /(e — 1), (47)

The spectrum of the photon noise is found with Bose-
Einstein statistics [01], |50], |45], [101].

Sif) = 2@ [er kT et T = 1), (48)
For Q., we find from (48) and (44)
J.()(Af) exp (w/ kT, )dv )2 1
0n = [4fn(V) () () hp(‘_vv_g:l ' (19)
exp (hw/kT,) — 1 N

The spectrum of the photon noise as expressed by (48)
is white as for shot noise. Apparently, this stream is
noisier than one would expect from a Poisson distribu-
tion since the Bose factor [ | in (48) is larger than
unity. It is remarkable that the noise of the effective
photon stream n,J, reflects these Bose-Einstein fluctua-
tions [compare (42) | whereas the electrons follow Fermi
statistics. Several authors have neglected these effects
and assumed for simplicity that photons as well as
clectrons followed Poisson statistics. The consistency is
then obvious [73], [77]. However, there is no dis-
crepancy, as we will now show. To that purpose we will
adopt Einstein’s notation [31], [3], [22]. Let the radia-
tion induce transitions between two levels & and & with
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’

carrier occupancy n’ and n, respectively; then we may

write?

dn
d_ = 11’],—312 - 11[],—321 + Azl].
!

(30)
The first term gives the photon induced excitations, the
first term in the bracket is the “stimulated emission,”
and the last term is the spontaneous recombination rate.
The quantum efficiency 7 is, expressed in this notation,
the factor that relates the net excitation rate to J., hence

n = (' Bz — nByy). (51)

We will identify #'J,B1, with g*(n) and n(J,Bs+.4s1)
with 7*(n) to conform with the notation of Section
I11-B; the asterisk is added to indicate that these quan-
tities refer to photon induced excitation and to radiative
recombination. From (50) we have:

d(An) ag*  or* ag*  ort
(== -—) An 4 (- — —)AJ, — AF,,
dt on on 7, dy,

= — AIZ/T* + (Ilo’Blg - IloBgl)AJr - AFW. (52)

The interpretation is obvious: the first term gives the
regression of any disturbance to equilibrium, 7* being
the radiative lifetime; the second term gives the fluctua-
tions of the induced net excitation rate F4; and the last
term accounts for the random fluctuations in the spon-
taneous recombination rate F,,. The subscript zero
refers again to average values. Note that this equation is
of the general form (10), the origin of the random func-
tion f(#) being specified in this case. For the noise in the
net excitation rate we found already [(48), (42), and

(1]

S,’J' = 2("0/312 — "‘)Bgl)_]r(u)ehp/kT,/(chv/I:Tr —1). (33)

Following Linstein’s treatment the following relations
are known

no/iny = K exp (—hv/kT,); By = KB, (34)
Hence one shows easily
S’l"r = 2312”0’]0 = 2go*, (55)

Likewise we find for the fluctuations in the spontaneous
recombination rate:

S‘F 2”011 2lchylkTr/(ehvlkT;— — 1)

sp
2”0(.],321 + A 21) = 21’0*.

I

(56)

I

The contributions of (55) and (56) are cqual since
g* =ro*. Making a Fourier analysis of the various fluc-
tuating quantities in (52) onec finds for S,,,:

Sun(w) = 4go*r*?/(1 + w®r*?) (7

* 1n Einstein’s paper the photon field is represented by the radia-
tion density ¢(») instead of J,(v). Both quantities are proportional
(47) but differ in dimension by [sec]. It should also be noted that
the Einstein A’s and B's applied to this case are not constants but
depend on the occupancy of the levels to which transitions are made
and hence on # since n+n’ =constant.
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in complete agreement with (16). We thus proved: 1)
the photon induced transitions and the spontaneous
transitions give equal contributions to the notse; 2)
the noise of the transition rates behaves as if two
uncorrelated and completely random electron currents
“flow” between the energy states & and & [multiplying
with e* in (55) gives the shot noise formula Si=2e(ego*)
=2el]; 3) there is complete reconciliation between the
Bose statistics of the photons and the Fermi statistics
of the electrons. The factor 2 in (44) is now explained:
the total noise can never be less than twice the photon in-
duced noise. In the above treatment we assumed that
the photoconductor interacted with background radia-
tion of a single frequency only. Obviously, the result
remains the same when more frequencies are present
providing the excitation mechanism is the same for all
photon energies. Finally, we have to go into the case
that the photoconductor is cooled and sees black-body
radiation of room temperature. In these cases there is
no thermal equilibrium. The absorption process is the
same but the emission is usually radiationless. Since the
emitted phonons have the same statistics as the
photons (see also [34a]) the same result is found. If the
absorption act also involves phonons, the detector is
obviously not limited by photon noise and the noise
equivalent power P.,<KQ.,.

It is instructive to also express Q., in photoconductor
attributes. Let us specify to this purpose the detector
as an intrinsic or near-intrinsic semiconductor. Then
(Section 11-B) the quantity go* can be expressed as
go* = (An*)/7* = nopo/T*(no+po). Since a signal J, gives
an increase in excitation rate of 5,J,, we find for Qe
from (55) and (56).

Qe = (480*ANY2 /1, = [410palf/* (100 + po)n,=2]'12.

C. Infrared Photoconductors

(58)

Since semiconductors have a bandgap of ~1 ev or
smaller, these materials are suitable to detect infrared
radiation. A review of the optical properties of ger-
manium and silicon is found in a paper by Burstein,
Picus, and Sclar [23]. The long wavelength limits of
Ge and Si are 1.8 g and 1.2 g, respectively. It is known
that the quantum efficiency for absorbed quanta is close
to unity [37]. At room temperature these detectors see
no radiation noise, since the lifetimes usually measured
are orders of magnitude less than the radiative lifetimes
which are of the order of one second [98a]. Obviously,
the photon noise limit Q., will not be reached at room
temperature. Since the absorption coefficient is high
(=10 cm™!) the crystals should be very thin (about
1 micron) in order to reach the radiative limit at all. An
alternative is offered by the use of junction diodes which
do not have such a large dark current.

PbS, PbSe, and PbTe are intrinsic photoconductors
which have been widely used [65a]. GR noise in lead
sulphide was measured by Lummis and Petritz [51].
This is somewhat surprising since these materials are
applied in the form of microcrystalline films. It is as-
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sumed that in these materials the electrons (minority
carriers) are mainly trapped. At room temperature the
films are limited by dark current gr noise caused by
lattice vibrations [51]. At low temperatures the photon
limit has been reached for films exposed to radiation of
room temperature or lower. Noise equivalent powers as
low as 2X 10~ watt have been reported [32], [106].
Lead selenide and telluride arc less sensitive at com-
parable temperatures. In general, Q. increases with
decreasing bandgap as was discussed by Petritz [73]
[compare also (62b) below |.

Impurity semiconductors with deep donors and ac-
ceptors have been prepared in great variety in recent
vears. Germanium doped with nickel, iron, cobalt,
manganese, gold, etc., has been prepared by Tyler,
et al. [90]. These impurities generally give rise to double
acceptor levels; n or p-type materials can be obtained by
counterdoping. The impurity centers are of the order ol
0.2-0.4 ev from the conduction and valence band. Sili-
con has been doped similarly [28] although less is
known than for Ge. To observe photoconductivity the
temperature must be so low that most impurities are
unionized. For the above materials 77°K is sufficient.
Since the absorption constant is of the order of 1 cm™},
crystals can have the usual thickness (~1 mm). Noise
in these crystals has not been reported as far as the
author knows. In manganese doped germanium Fassett
found that the noise was gr noise [31a] (Section 11-D).
This noise was measured with the.erystal at low tem-
perature and shielded from background radiation. It is
known that the resistance decreases when the crystal
at 77°K is exposed to room temperature radiation.
Whether these crystals are still limited by photon noise
when shielded by a cooled transmission filter (Section
I11-A) is not known yet. The noise in the germanium
specimen doped with other impurities is being investi-
gated. An estimate of the sensitivity limit will be made
below.

We will calculate the quantities mentioned in Section
111-A to predict the behavior of these detectors. IFor the
signal response an equation analogous to (52) can be
stated

d(An)/dl = — An/r + nets0ei" (39)

or, putting Ai=14e”‘=(I/na)An for a semiconductor
with a simple type of carrier, we find:

io(jo + 1/7) = (I/na)n.J w0 (60)
from which we find for the responsivity (39)
R(w) = Insr/no(1l 4+ w232 (61)
With the noise given by (28) we obtain for P.,:
P, = i[ﬂ) (1——§> Af]m. (62a)
2L 7 \2—AX

In a similar way one obtains for near-intrinsic semicon-
ductors
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2[ )lopoAf ]”2
. Lr(no + po)d

Since po and ny are total numbers P, is actually-pro-
portional to A2(Af)12

In PbS the result is slightly different since electron
trapping and “barrier amplification” may occur [74].
For an intrinsic photoconductor, the noise figure is, ac-
cording to (58) and (62b)

F = (/7)1

S
Pey =

(62b)

(63)

and this simple formula also holds for other two level
cases. As emphasized by Petritz [73] it is not necessary
to measure the absolute responsivity to find P.. I
the shape of the spectrum shows that (62a) or (62b) ap-
plies, then the quantity P., may be calculated from #,
and 7 (which follow from the noise spectrum) and from
an estimate of .. In case the spectrum is not of the
above simple form, this indicates that transitions be-
tween more than two energy levels occur. The noise and
the respousivity can still be calculated if the proper elec-
tron mechanism is known but this is usually compli-
cated. Moreover, the noise and responsivity may differ
in frequency dependence (next section). Lower sensi-
tivity limits for intrinsic photoconductors have been
listed in Petritz [73]. We will now make an estimate of
P., for p-type Ge-Mn, using (62a). [The factor (1 —N\)
/(e—N\) has to be omitted in this case; compare Section
II-D]. At 77°K we observed: p,=10¢ holes; 4 ~0.3 cm*
7= 107%sec. Putting Af=1sec™, 7,=0.2, v =0.16 ev, we
find for Peq:

Poy = 2.5 X 10712 watt.

This detector should be useful up to about 7 microns.

D. Photoconducting Insulators

The best known photoconductive insulator is CdS.
Noise and response measurements have been reported
by Shulman [84], Bser [9], and by van Vliet and Blok
[102]. The latter investigators found that the noise and
response were quite different for wavelengths smaller or
larger than the absorption limit. The results were ex-
plained on account of the two-center model for CdS.
Response times varying from 0.1 sec (A>5100 A) to
10~ sec (A< 5100 A) were observed. The response and
the noise were parallel up to about 10 kc. Above that
frequency the response dropped faster than the noisec.
This could be explained on account of electron trapping
processes. In accordance with this the signal-to-noise
ratio is constant up to 10 ke, even though the response
time could be of the order of 1 second. Since CdS has
a negligible dark resistance (depending on doping) all
excitations are photon induced. Thus, this detector is
definitely limited by photon noise. The introduction of
concepts like P., and Q., is not unambiguous, however.
The problem here is not to detect a light signal so small
that quasi-thermal equilibrium can still be assumed.
The dark current fluctuations, marcover, would have a
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complicated behavior since these currents are space
charge limited [85]. Usually CdS is illuminated strongly
till reasonable conductivities (e.g., 10 K for a cell) are
obtained. One can, therefore, define a noise equivalent
power depending on a certain amount of “bias light”
that plays the same role as background radiation in
semiconductors. Since the response as a function of the
light intensity is not linear, this value P.,(J) will de-
pend on J in a complicated way. From absolute response
measurements we obtained values of P’., of 10-"! watt
for the highest light levels which may decrease by
several orders of magnitude for the lowest practical
light levels.

IV. 1/f Noisk 1N SEMICONDUCTOR FILAMENTS
A. Experimental Data

When the noise in a semiconductor filament is meas-
ured between probes with a constant current generator
applied to the crystal end contacts, any noise resulting
[rom the current carrying contacts is eliminated or at
least heavily reduced (sinilar to Fig. 2). It is thus sup-
posed that the remaining low-frequency noise is char-
acteristic of the filament. Whether the noise associated
with the contacts is of the same nature as the noise that
is attributed to the filament itself has not been sys-
tematically investigated. There is no reason to believe,
however, that this necessarily should be the case. Here
we turn our attention to the crystal 1/f noise.

It seems quite clear at the present time that 1/f noise
in germanium single crystals is, at least for the greater
part, caused by the surface conditions. Probably the
most direct proof was given by Maple, Bess, and Gebbie
[54] who reported a 10 to 20 db increase in 1/f noise by
switching the filament from a dry nitrogen ambient to
one of carbon tetrachloride. The effect of proper etching
of a crystal surface on 1/f noise is also well known. Mont-
gomery [60] could produce changes in 1/f noise by con-
centrating the carriers on the surface by means of a mag-
netic field.

The frequency range over which 1/f noise extends is
quite remarkable. It has been observed down to 2.10~4
by Rollin and Templeton [76] for germanium fila-
ments. For point contact diodes it has been found even
at 6XX107° cycles per second [1], [33]. As to the upper
limit more doubt exists. In carbon resistors and other
materials 1/f noise was found up to 1 mc [99], [59]
above which thermal noise drowned out the effect.
However, this does not mean that 1/f noise in ger-
manium filaments extends that far, since this noise
may be of other origin as remarked above. Montgomery
[60] measured 1/f noise to quite high frequencies in
germanium crystals. In those days germanium crystals
were much less perfected than nowadays, however.
Hyde [42] observed 1/f noise in two-terminal ger-
manium crystals up to 4 mc. Beyond this frequency the
noise changed into a 1/{? spectrum. Since the noise was
not measured between probes it is uncertain whether
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this noise should be considered to be characteristic for
the filament. In many recent observations the 1/f noise
does not extend beyond 100 to 10,000 cycles per second
where it is masked by gr noise. Bess [8] reports an up-
per turnover frequency of ~1000 cycles per second for
crystals at low temperatures. In the experiments of
Maple, ef al. [54], the 1/f noise for a near intrinsic crystal
emerged in carbon tetrachloride changed from 1/f1.2
dependence into a 1/f* dependence at the frequency
where the gr noise also started to decrease. This is in
accordance with various proposed theories in which a
lower limit for the upper turnover frequency is set by
wo=1/7, where 7, is the lifetime of the carriers in-
volved. We return to this in the next section.

Another remarkable effect is the slight temperature
dependence of 1/f noise. In germanium little change has
been found between liquid nitrogen temperature and
room temperature. Templeton and MacDonald [89]
measured noise in carbon resistors between 20 cycles per
second and 10 k¢ and found little variation in magni-
tude. Similar results were reported by Russel [78] for
Zn0 crystals.

The current dependence of 1/{ noise in germanium
differs somewhat from case to case. Often, the noise is
proportional to the square of the dc current as one
would expect for true conductivity fluctuations. Some-
times, however, a I* dependence is reported. Brophy
[14] has shown that such a higher power dependence is
quite often found in plastically deformed crystals.
Bess [8] attributes this behavior to edge dislocations.
His theory will be discussed in Section IV-C. Since dis-
locations exist throughout the crystal, the noise is in
his theory a combined bulk and surface effect. It was
noticed by Brophy [16] that 1/f noisc, if due to con-
ductance modulation, should not necessarily depend on
the presence of an electric field. He could demonstrate
that 1/f noise also occurs when conductivity changes are
detected by placing the crystalin a temperature gradient
rather than in an electric field, which is an important
clue as to the mechanism of 1/f noise.

Significant experiments have been performed in order
to identify the carrier that is responsible for 1/1 noise.
The first experiments performed by Montgomery
scemed to indicate that the noise is associated with the
minority carriers. In his setup the noise was measured
between each pair of three closely spaced terminals, 4,
B, and C on n-type germanium samples. The noise in-
tensities Sap, Spe, and Sa¢ indicated considerable cor-
relation. From the drift length of the carriers the corre-
lation was also calculated and found to be in good agree-
ment with the results, if the carrier lifetime was that of
the minority carriers. In more recent measurements, on
the contrary, this correspondence could no longer be
established [61]. Another approach to this problem was
made by Brophy [13], Rostoker [15], and Bess [7]
who measured the Hall effect noise. They concluded
that the noise in their samples was mainly due to
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majority carriers. In nearly intrinsic material fluctua-
tions in the minority carrier density also contributed.
The experimental data could best be fitted by assuming
correlation between hole and clectron fluctuations, such
that

An Ap

0 Po

(64)

Bess [8] has pointed out that such a relation would be
expected for slow Huctuations which modulate the
Fermi level in a quasi-equilibrium-like fashion. In that
case pn=mn;*=constant from which (64) immediately
follows. It is interesting to note that Bess [7] also meas-
ured the Hall effect noise at frequencies where gr noise
predominated; in this case the fact that An=Ap, as
stated in Section II-E, was corroborated.

Some general conclusions may be drawn from these
experimental data. First of all, the effect cannot be
caused by random events with a single time constant,
since this results in a spectrum of the form ¢r/(14w?r?).
Moreover, the mechanism should explain the fact that
the spectrum is usually not exactly 1/f, but of the form
1/fe, where a varies somewhere between 0.7 and 1.5 for
different materials and specimen. 1t has been known for
a long time [87], [92], [30] that a superposition of
7/(1 +w?r?) spectra can result in a 1/f* law. Formally,
one may write

T2 T
RY = —— (.

For g(r) =4 /7 this results in a 1/ spectrum for 1/7, <f
<1/7,. This transfers the problem into the finding ol a
mechanism for g(r). This is not simple either. llec-
tronic transitions between traps and the conduction and
valence band as suggested by Baumgartner and Thoma
[2] may give long trapping times but this is not ob-
served in the noise since the average free time of the
carriers is much smaller. The time constant which de-
termines the noise spectrum is alwavs the smaller one
of the two time constants involved. This is the main
reason that 1/f noise cannot be caused by a superposi-
tion of gr noise terms, involving deep traps. Presuming
with Brophy that the noise is not inherent in the passage
of current but can be attributed to conductivity Huctua-
tions, the two alternatives left are: either the carrier
densities themselves are modulated (e.g., by the random
creation and disappearance of donor centers [8]), or the
rates of the carrier transitions are modulated in some
way. Bess [8] opposes this idea, arguing that because
of detailed balance such fluctuations are smoothed out
within a few carrier lifetimes. This may be true for the
behavior of the bulk where indeed, for times large in
comparison with the carrier lifetime the occupancy of
all states and consequently the rate of the transitions
only depends on the Fermi level. At the surface, on the
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contrary, the rclative position of the Fermi level de-
pends on the surface charges and can fluctuate. This
will be considered in more detail in the next section.

B. McWhorter's and North's Analyses

McWhorter [58], [57] has attributed the noise to the
trapping and untrapping of so-called “slow surface
states” [47], [49]. Before discussing his theory we first
briefly review what is known about the surfacce ol semi-
conductors such as germanium. 1t has been known for
some time that the energy bands in a semiconductor are
curved at the surface due to charges trapped in surface
states. By a suitable choice of the ambient it is possible
to make the surface either n-type or p-tvpe irrespective
of the bulk conductivity. The space charge region can
be described by the parameters ¢p and ¢s (see Fig. 3).

oxide

Fig. 3—Band picture for a germanium surface_(after Kingston,
47D, The oxide laver is 20-40 A,

In addition there is an oxide laver at the surface indi-
cated by a surface barrier. The nature of the surface
states was particularly investigated with the aid of the
fickl effect [48], [63].1n this effect the conductivity of
the germanium sample is modulated by changing the
surface charges with the aid ol a pulsed or sinusoidally
modulated transverse electric field (perpendicular to
the surface). The response is usually quite complex. If
a pulsed field is applied there is first a relatively rapid
response, reaching a value corresponding to some
quasi-cquilibrium state of the carriers and the surface
recombination centers. Then the conductance decays
slowly to its original value with a half life for the decay
ranging from milliseconds to several seconds, depending
on the surface treatment and the gaseous ambient. The
effect has been generally analyzed, assuming that there
are two groups of surface states, the “fast states” which
are responsible for the recombination velocity of the
carriers, and the “slow states” which give the tail in the
response curve. It is further assumed that the “fast
states” are at the germanium-oxide interface, and that
the “slow states” are in the oxide layer, or at the out-
side. McWhorter assumes that free carriers communi-
cate with the slow states by tunneling through the
barrier. The attractive feature of this assumption is the
temperature independence of this process. McWhorter
measured the response to a sinusoidally varying field.
In many cases the response could be approximated by
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Ac(w) = alog bo (66)

for frequencies f <[uax. I the slow surface states would
have a single capture time constant 7, then Mc\Whorter
shows that the response should be of the form
jwr/(1+jwr). Note that this is the same as found in
(23). The form (66) can only be explained if we intro-
duce a distribution of 7’s:

Ao(w) = a'f " ser o

(67)
n 1+ jor

For g(r)~1/7 the result (66) is approximately found.
Apparently, this is just the distribution of time con-
stants needed to obtain 1/f noise. It is accordingly verv
promising to assume that 1/f noise is caused by spon-
tancous fluctuations in the capture and release of car-
riers by the slow surface states. If 7 would be due to
tunneling, then, according to quantum mechanics

T = 19 exp (2mV/h2) 2w (68)

where w is the barrier width, 7" the barrier height, and
To= 10712 sec. If w varies between 20 and 40 Angstrom,
T varies between 107 sec and 10¢ sec. Unfortunately,
the field experiments seem to indicate an upper value of
finax lower than usually found for 1/f noise. However, the
analysis of the field effect for frequencies close to the
carrier lifetimes is not unambiguous. Since also the
transition of 1/f noise into gr noise is not well known, no
discrepancy may exist at all. NlcWhorter has also given
a quantitative calculation of the expected noise. It is
felt that this noise can be found in an easier way from
the general procedures outlined in Sections II-B and
II-C. The slow fluctuations in electrons and holes in the
surface region are then casily found. The next step is to
solve for the bulk conductivity fluctuations with the
aid of Poisson’s equation as is also done by McWhorter.
Closely related to this procedure is a theory devel-
oped by North [67]. North assumes that the fluctua-
tions in the surface potential ¢g are thermal. Hence,
the fluctuations in surface recombination velocity s fol-

low from
as

(8¢y%) = 4RTR(Af (As?) = ( o >2(A¢82). (69)

8
The quantity R is the real part of an equivalent
impedance into which ¢, looks. To calculate R., an
cquivalent network is developed by North in which the
transition rates serve as conductances and the barrier
capacitance and the time constants determine the
capacitances. The theory is closely related to that of
Section 1-C. His basic idea was applied with success
by Fongers to noise in transistors and junction diodes
[07].

C. Other Theories

Bess [6], [8] has proposed an entirely different in-
terpretation of 1/f noise. In accordance with the obser-
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vation that the amonunt of 1/ noise can be changed by
plastic deformation Bess assumed that the noise was
associated with edge dislocations. ITmpurities should be
diffusing along the edge dislocation line to and from the
surface where they undergo some type of Brownian
motion. With a highly specialized mathematical model
this results in 1/f noise. Although the application of
Bess’ mathematical model is doubtful, his basic idea to
associate the noise with dislocations is very attractive.
As pointed out by Morrison [64a] the energy band
structure in the neighborhood of a dislocation is similar
to that of the surface (Fig. 4) a fluctuation of the
trapped charge will thus modulate ¢p and the recombi-
nation velocity as in previous theories. This effect has

* D
N, S ———i e — — — — — —
El ----- T ——————
ds
€y

7

Fig. 4—Band picture at a dislocation (after Morrison, [64a]).

also been worked out by Morrison himself in a different
way [64]. He assumes that the transition rates follow a
relation of the Elovich type:

d(An,)/dt = B(ehd™ — 1) (70)

where #, is the trapped charge and B and b are con-
stants. From this the correlation function and spectrum
can be found. This results in a 1/f law over several
decades. In contrast to North’s theory one must as-
sume very large deviations from thermal equilibrium in
order to explain the nonlinear behavior.

Schonfeld [80] has found the interesting result that
random events of a 1/+/7 character result in a 1/f spec-
trum according to Carson’s theorem (Section II-A).
However, no elementary events of such a form are
known.

V. MoDULATION EFFECTS IN GRANULAR MATERIAL
A. Proposed Theories

So far we have not mentioned several of the older
theories for 1/f noise which were largely based on dif-
fusion mechanisms. If these theories are applicable at
all, then they might have some value for granular or
microcrystalline material. MacFarlane [56] and Rich-
ardson [75] considered the diffusion of atoms or ions
over the contact arca of the grains. The spectra, how-
ever, are not 1/f like over many decades as pointed out
by Burgess [17]. Moreover, the region in which a
reasonable 1/f approximation is to be found is strongly
temperature dependent. Petritz[72] has given a similar
theory involving heat diffusion. Mc\Whorter [56], [57]
proposes that the tunnel processes also play a role in the
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passage of current between contacting grains. Experi-
ments performed on a single mercury-aluminum contact
gave support to this idea. Various other ideas have been
suggested but nothing definite about the nature of the
noise is known yet. The current dependence seems to
be somewhat characteristic for the material. Carbon
resistors invariably give a I? dependence. PbS films
often show a stronger current dependence, thermistors
gave noise proportional to I'*#. Several features are dis-
cussed in a wartime report by Harris, Abson, and
Roberts [38].
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Noise in Junction Transistors”

A. VAN prr ZIELT, FELLOW, IRE

Summary—This paper gives a survey of the problem of shot
noise and flicker noise in junction diodes and junction transistors.
After a short introduction in Section I, the theory of shot effect is
presented in Section II. First a simplified low-frequency theory is
given and the close correspondence with earlier (heuristic) equivalent
circuits is indicated. Then the theory is given in a more rigorous
form, both from a collective point of view (Petritz, North, and van der
Ziel) and from a corpuscular point of view (Uhlir, van der Ziel and
Becking). Finally the conditions under which the theory holds are
summed up and the possibility of deviations is discussed. Section
III gives Fonger’s theory of flicker noise in diodes and transistors
and incorporates his discussion of base modulation effects into the
equivalent noise circuit in a manner that differs somewhat from
Fonger’s original presentation. Section IV gives the experimental
verification of the theory by Guggenbueh! and Strutt, Nielsen, Han-
son and van der Ziel and others and also discusses some further
experimental material. Finally, the problem of low-noise circuits,
the choice of the operating point of the transistor, and the design
criteria for low-noise transistors is discussed. Section V extends
Fonger’s theory of base modulation effects to shot effect and dis-
cusses possible consequences of this effect.

l. INTRODUCTION

ET an active four-terminal network be connected
L to a signal source of internal impedance Z,=R.
+7X, or internal admittance Ve=1/Z, =g, +jb..
The noisiness of the network may then be characterized
in many ways. One may, e.g., represent the noise by an
cquivalent emi e, in scries with the source or by an
cquivalent noise current generator 4, in parallel to the
source; these quantities are defined such that the output
noise power of the network is doubled if the noise emf e,
or the noise current generator 7, are introduced. One
may then define the equivalent noise resistance R, or the
inpul equivalent saturated diode current I, of the network
by the equations

e = kTR, A 02 = 2el . Af (1)

where T is room temperature, k is Boltzmann's con-
stant, e is the electron charge, and Af a small frequency
interval. Both quantities R, and I, may depend upon
the internal impedance of the source.

[t is more common to introduce the noise figure F of
the network as the ratio of the total output noise power
over the output noise power duc to the thermal noise
of the source. The latter can be represented by a noise
emf +/4kTR,Af in series with the source or by a noise
current generator \/4kTg,Af in parallel to the source.
Then, according to (1)

R, e I,

F = —= — 2
R, 2kT g, . &)

* Original manuscript received by the I1RE, February 28, 1958;
revised manuscript received, April 17, 1958.
1 Elec. Eng. Dept., University of Minnesota, Minneapolis, Minn.

The noise figure always shows a parabolic dependence
on R, and has a minimum value F,;, for R, = (Ry)miu.

The smallest available signal power that can be de-
tected against the noise background of an amplifier of
noise figure F and bandwidth B is about FkTB. Onc
thus wants to make the noise figure F as small as pos-
sible under the existing operating conditions.

In many cases it is possible to change the source
impedance, as viewed from the input of the amplifier,
within a wide range with the help of a lossless matching
network. In such cases the amplifier with the lowest
value of F.;n. is the best one. In other cases it is necessary
to connect the signal source directly to the amplifier
without the benefit of a lossless matching network; in
that case the amplifier with the lowest value of Fyin may
be a rather poor choice. In the case of a low-impedance
signal source the amplifier with the lowest noise re-
sistance R, is the best one. Whereas, with a high-
impedance signal source the amplifier with the lowest
input equivalent saturated diode current I, is preferred.

The first step in characterizing the noisiness of an
amplifier stage consists of finding the noise sources in
their active element and locating the proper positions
of these sources in their equivalent circuit. It is then
possible to determine the most suitable operating condi-
tions of a given active element, or to design the active
element so that it gives the lowest noise figure F under
the existing operating conditions.

The representation of the noise properties of an active
network by an equivalent circuit is not unique, since a
given circuit can be transformed into another one by
applying certain network theorems. Usually one tries
1o find the equivalent circuit that fits closest to the
physics of the device.

Since junction transistors have found many applica-
tions in amplifier circuits, it is important to have a good
understanding of the noise properties of these devices.
The noise properties of junction diodes also are of inter-
est for two reasons: their noise properties wre closely
related to those of junction transistors and certain
transistor equations follow directly from the correspond-
ing diode equations. They also are of intrinsic interest
because of their use as low-level radiation detectors.

It was found that the noise in these devices consists
of two parts, a flicker noise part with a low-frequency
noise spectrum and a shot noise part with, at least at
low frequencies, a flat spectrum. Flicker noise probably
is caused by a modulation mechanism located at the
surface of the devices; it can be considerably reduced
by appropriate surface treatments and therefore is not
a basic limitation. Shot noise is due to the corpuscular
character of the current flow and thus represents a basic
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limitation, so that it is important to have a good under-
standing of the phenomenon.

I1. THEORY OF SHoT Notsi N JuNeriox Diobis
AND TRANSISTORS

The problem may be treated theoretically in two
equivalent ways.

1) The collective approach, where the noise is at-
tributed to the random diffusion of minority car-
riers and to the random recombination and genera-
tion of hole-electron pairs.

2) The corpuscular approach, where the shot noise
is attributed to a series of random and independent
events, viz., the crossing of the emitter and/or
the collector junction by the individual current
carriers.

Petritz published the first paper on the collective ap-
proach, using a lumped-parameter approximation [44].
lLater he solved the one-dimensional diode problem
more accurately [44a] and obtained a result that is
nearly identical with (16) of this paper; unfortunately,
this result was not given in an casily applicable form
and no detailed account of this work was published.
North [42] showed that the mathematical difficultics
could be greatly simplitied by representing the diffusion
and recombination of minority carriers by a distributed
RC network.! Van der Ziel [55] treated both the one-
dimensional diode and the one-dimensional transistor in
this manner. Solow [49a] extended the theory to two-
and three-dimensional geometries in his thesis; the
thesis also gives a summary of Petritz’s unpublished
work. The one-dimensional problem was also solved
independently by Becking with the help of the collec-
tive method,? but his results were not published.

Weisskopf [60] applied the corpuscular approach to
crystal diodes; a similar approach is also the (hidden)
basis of the carlier heuristic theories of diode and transis-
tor noise [15], [40], [53]. Uhlir [52] extended the
method to high frequencies for diodes; van der Ziel and
Becking [56] generalized his approach and extended it
to transistors.

A. The Low-Frequency Corpuscular Approach

First consider noise in junction diodes. Let the diode
have a characteristic:

T = [,(e/*T — 1), 3)

At low frequencies its admittance ¥V is a conductance
G
i e(I+1,)

Y=G=G, = =
kT

i (4)

One may now consider the diode current 7 to consist
of two parts, a part (/4+1,) and a part —TI,: the minus
! Petritz has used this method in the derivation of his 1953 diode

formula [44a]. (R. L. Petritz, private communication.)
*A. G. T. Becking, private communication.
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sign indicates that the currents flow in opposite direc-
tions. Both currents should fluctuate independently
and each should show {ull shot noise (see Section I1-E).
Hence, if the total noise of the junction is represented
by a current generator 7 in parallel to the junction ad-
mittance ¥ =G =G,, we have

12 = 2e(I + I,)Af + 2el,af. (3)

This result should be valid for arbitrary diodes at low
frequencies.

Application to point contact diodes showed that
reasonable agreement could be obtained between theory
and experiment for the case of forward bias, provided
that the thermal noise of the contact resistance » of the
diode was taken into account; this leads to the equiva-
lent circuit of Fig. 1(a) [51,] [54]. Anderson and
van der Ziel applied the equivalent circuit for low fre-
quencies but could not explain their high-frequency
data [2]. This is discussed later.

—) ..__@+_>._
VakTrat °
% @4% Ye []'
o
b
q anTropat
(a) (c)
¢il :. ¢J e g% ¢ 2 [ﬂ: Ye ¢ de Ye
b o'
( ‘/“‘T'b'b“ C vYanTrypat
h (d)

Fig. 1—Equivalent circuits for shot noise. (a) Equivalent circuit of a
junction diode. (b) Equivalent circuit of a transistor. (c) Equiva-
lent circuit of Montgomery, Clark, and van der Ziel. (d) Equiva-
lent circuit of Giacoletto.

The above theory of the junction diode is easily ex-
tended to transistors. Consider, for example a p-n-p
transistor; for sake of simplicity it is assumed at first
that all current is carried by holes. Let 7, be the emitter
current and 7. the collector current and let the collector
be biased so that it does not inject holes into the base
region. The current 7, can now be considered as con-
sisting of a part (I,41,.) due to holes flowing tfrom the
emitter to the base and a part (—/..) due to holes flow-
ing from the base to the emitter. Both currents should
fluctuate independently and each should show full shot
notse (Section I1-E). Hence, if the emitter noise is rep-
resented by a current generator 4; in parallel to the
emitter junction,

02 = 2e(I, + I.)Af + 2e] ,.Af. . (6)

In the collector junction all holes move in the same
direction. One would thus expect full shot noise for the
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collector current /.. Representing the collector noise by
a current generator » in parallel to the collector junc-
tion, we have

it = el Af. (7)

These equations follow directly from (5). The emitter
noise is obtained by substituting 7=171, and I,=1,.; the
collector noise is obtained by putting (I47,) =0 and
1,=I.. The latter scems strange at first, but it should be
remembered that the collector is biased in the back di-
rection and that (/4 1,) corresponds to the hole current
injected from the collector into the base, which is zero
because of the existing bias conditions. Since (5) is valid
for an arbitrary diode, (6) and (7) should also be valid
if part of the current is carried by electrons (sec below).

In addition, one would expect thermal noise for the
series resistance of junctions. The most important
thermal noise source is the true base resistance 7y,."

The full equivalent circuit thus is as shown in Fig.

1(b). The emitter admittance 1, shown in this circuit
is actually a conductance G, at low frequencies:
al e(le+ 1 ,)
I/'c = Gc = G(‘u = - ‘ - T i (8)
v, kT

The current generators ¢, and 7, are strongly correlated.

To calculate the cross correlation z,*z, (the asterisk
denotes the conjugate complex quantity), we observe
that the part 8,(/.+I..) of the hole current (I,+1..) in-
jected into the base region by the emitter is collected
by the collector; the quantity B, is the dc collector effi-
ciency of the collector junction. If the holes that are
generated in the base region and are collected by the
collector give a contribution I, to I,, then

Ic=60(le+lcc)+lcc=6010+1c0, Boln"l_[cc (9)

co

The quantity 7., is called the collector saturated current;
it is the collector current for open emitter.* The emitter
and collector thus have the current Bo({.+1..) in com-
mon.
The cross correlation 7,*4» is caused by fluctuations in
this current. It should have full shot noise, hence
iviv = 2eBo(I. + I..)4Af. 10)
The current B.(I.+1..) is also responsible for the
signal transfer properties. The transfer admittance Y,.
of the transistor is actually a transfer conductance G, at
low frequencies:

3 The “true” base resistance r., is the base resistance found when
the contribution of Early’s feedback emf secte (2 is the ac voltage
across the emitter ]unctlon) to the “measured” base resistance is
subtracted [11]. Early’s feedback emf is omitted from the equivalent
noise circuit given here, since it does not affect the noise figure of
the device [55].

4 The definition of I, shows that /.. is not the collector saturated
current but that it is related to it. In the same way /., is #ot the emit-
ter saturated current.
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al.
al’, ’

/ju(’(lc + Irr)
kT

The signal transter can be represented by o current
generator junction,
where v, 1s the ac emitter voltage. This current generator
is also shown in the equivalent circuit ol Fig. 1(b)

Next, drop the assumption that all current is carried
by holes. There are then also clectrons going from
emitter to base, from base to emitter, and from collector
to base. Each of these electrons contributes either to
1. or to /., but no clectrons contribute to both I, and /..
The conditions for full shot noise again exist and hence
(6) through (8) remain valid, provided that the currents
(Ie+1.) and (—1I,) are now properly redefined; for
example, (/.+41.) is now partly caused by holes in-
jected from the emitter into the base and partly by elec-
trons injected from the base into the emitter.

In this case let the part y,{(/.+1..) of the emitter cur-
rent be due to holes injected into the base by the
emitter; 7y, i1s known as the dc emiiter efficiency. The part
B, of these holes is collected by the collector; the emitter
and collector junctions thus have the current
YoBo(lc+ 1) in common and this current should show
full shot noise.

We define the dc current amplification factor a,

P (11)

Geeo =

Vieo in parallel to the collector

o = 'YoBo (12)

of the transistor and observe that the quantity 8, in (9)
through (11) should be replaced by «, in this case. These
equations thus become:

i*iy = 2ea0(lc + 1.)Af (13)
ele+ 1)
I’cc = G(':‘n = a"G('" = Qp - T (1'1’)
kT
lc=a,,/(+1¢.,,; [co=ao[cc+lcc- (15)

B. Extension to Iligh Frequencies

FEgs. (4) through (6), (8), (10) through (12), (14), and
(13) cease to be valid at higher frequencies. For ex-
ample, the diode admittance ¥ becomes complex and
its real part G is no longer equal to G, at high fre-
quencies. The emitter admittance V. of a transistor
also becomes complex and its real part G. is no longer
equal to G.,. Finally, the transfer admittance V.. be-
comes complex and |Y,.,. decreases with increasing
frequency. The noise equations (5), (6), and (13) should
thus be extended to high irequencies; in addition, the
current amplification factor should be redefined. The
extension of the noise equations to high frequencies is
carried out in Sections 11-D and 11-; here we only
quote the results and show that they are compatible
with the equations derived for low frequencies.

For the following equation of
vahidity:

diodes, Is general

= 4RTGAf — 2eIAf (16)

where 7 is taken positive for forward bias and negative
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for back bias. For low frequencies G=G,; substituting
(4) for G., we obtain (5), so that (5) and (16) are
compatible. The new equation fits well with the experi-
mental data, as was shown by Champlin [7], [8] (See-
tion [V-A).

For transistors, the following cquations are of general
validity:

0= 4kTG.Af — 2el.Af (17)
it = 2el,.\f (18)
I¥is = 2kTV,.Af (19)

At low frequencies, G, =G..; substituting (8) into (17)
gives (6) back again. Morceover, V..=G.., at low [re-
quencies; substituting (14) into (19) gives (13) back
again. Eqs. (17) through (19) thus seem to be the proper
extensions of (6), (7), and (10) [or (13)] for higher
frequencies.

We observe with Guggenbuehl and Strutt [23] that
(17) and (18) are a direct consequence of (16). For if
(16) holds for arbitrary diodes, it will also hold for the
emitter diode and for the collector diode. The emitter
diode has a conductance G, and a current I.; substitut-
ing this into (16) vields (17). The collector diode has
G=0and /= —1, (because the collector diode is biased
in the back direction, we have to use the minus sign:
a diode biased in the back direction has practically
zero conductance). Substituting this into (16) vields
(18).

Zgs. (16) through (19) reduce to thermal noise if the
proper amounts of shot noise power are added for for-
ward bias and subtracted Tfor back bias. Guggenbuehl
and Strutt [23] have given arguments in favor of such
a procedure and have used it to derive these equations
from thermal noisc considerations onlv. One mav
consider this as a first attemipt towards a thermo-
dynamical derivation of the equations. \ rigorous deri-
vation of these equations along these lines should be
based upon the principles of irreversible thermody-
namics.

At low frequencies, the current amplification factor
o, may be defined as a, = G,../G.., according to (14). It
thus seems logical to define the high-frequency ampli-
fication factor ¢ as

yc ¢

. 20
v, (20)

The value la[ decreases with increasing frequency;
generally

T

where f, is the a-cutoff frequency.

(20a)

C. Other Equivalent Circuits

The equivalent circuit of Fig. 1(b) is nearly identical
with two other equivalent circuits that were developed
carlier on a more or less heuristic basis by Mont-
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gomery, Clark, and van der Ziel [40], [53] and by
Giacoletto [15].

The first proposed the equivalent circuit of Fig. 1(c).
[t contains two independent noise sources, a noise emf e,
in series with the emitter and a noise current generator ¢
in parallel to the collector junction. Both noises were
assumed to be uncorrelated, and?

I, + 2/”>
l.+ 1.,
2(’(111(] = ou,)l,Af—i— 2(’,[504\/—,

o = ZkTR,.,,Af<

Y

!

i

(21)

where R,,=1/G.,. The signal transfer properties of the
transistor are represented in this circuit by the current
generator a,z., where 7, is the current passing through
the emitter junction.

The circuit of Fig. 1(b) is easilv transformed into the
one of Fig. 1(¢); this leads to

1= (ix — aoit); e. = 1R, (21a)

according to (14). The quantity ¢2 is caleulated from
(6) and (8) and the expression for 2 follows from (6),
(7), and (13). Finally, it is indeed true that e, and 7 are
practically uncorrelated, for

e* = R.,i*(isy — aiy) = 2canl . R.,Af (21b)

for 1,>3>1,, this is small in comparison with \/e,'-i- .
Giacoletto [15] represented the noise by two uncor-
related current generators 73 and 7y; 73 was connected in
parallel to the emitter junction and 7, was connected
between the emitter and the collector junction, whereas
ix* = 2el,Af;

0% = 2el.Af, (22)

where 1,=(1,—1.) is the base current. This cquivalent
circuit is shown in Fig. 1(d).

The circuit of Iig. 1(b) is easily transformed into the
one of Fig. 1(d); this leads to

il = i3+ iq; Iy = il (23)
so that 1—.-’ follows directly from (7), whereas
]'33 = (—Il — I:-_))"! = 26”[,-’3]‘ + 43(130 + Iﬂ‘)A_/ (2'”

according to (6), (7), (13), and (15). This corresponds
to (22), if 2(1..+1..) K. Moreover, i3 and 7, are prac-
ticallv uncorrelated, since

(25)

i*is = (* — i)ix =

— 2el.Af

according to (7), (13), and (15), which is small in com-
parison with \/ﬁ i as long as 1. is small.

These discussions show that the three equivalent
circuits are interchangeable, except for the minor details
just mentioned.

8 Montgomery and Clark [40] gave the expression for 2 except
for the (usually unimportant) factor (I.+21,.)/(I,+1.,) that was

added by van der Ziel. They also gave the second term in 7%; the first
term was added by van der Ziel [33).
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D. The Collective Approach

The operation of the junction diode aud the junction
transistor is based upon the injection and extraction
of minority carriers. The flow of these carriers is by
diffusion; they disappear sooner or later by recombina-
tion. These two processes are studied in detail in the
collective approach. As mentioned in the beginning of
Section I1 the diffusion and recombination of the
minority carriers can be represented by a distributed
RC network; for a onc-dimensional model this cor-
responds to a distributed line without distributed in-
ductance. That this is indeed the case is most easily
seen by comparing the differential equation for a dis-
tributed line of series resistance R, parallel conductance
G, and parallel capacitance C (all per unit length) with
the differential equations describing a one-dimensional
diffusion’ problem in which drift is negligible in com-
parison with diffusion.®

I.et the minority carriers be holes with a charge e,
a diffusion constant D, and a lifetime 7,. Let p, be the
equilibrium hole concentration, p the total hole concen-
tration, and p' = p — p, the excess hole concentration (all
per unit length) and let 7, be the hole current. In the
transmission line let £ be the voltage on the line and /
the current. Then, according to van der Ziel, the follow-
ing correspondence holds between the diffusion problem
and the transmission line problem: E corresponds to p’,
I corresponds to i, R corresponds to 1/(eD,), G cor-
responds to (e/7,), and C corresponds to e. A diffusion
problem can be solved now by first translating it into
a transmission line problem, solving that by standard
methods, and then translating back to the diffusion
problem.

In this model the noise is caused by recombination
fluctuations and diffusion fluctuations. In a section of
length Ax the first effect can be represented by a fluctu-
ating current At,, disappearing in the section A,
whereas the diffusion Huctunations give rise to a fluctuat-
ing hole densitv in that section. Van der Ziel [55]
showed that

(26)
(27)

Ayt

2e*Af(p + pa)Ax/T,
4pAfAx/D,,.

Ap:?

Van der Ziel proved (26) from shot noise considera-
tions and showed in an indirect manner that the ex-
pression for Ap,? had to have the form (27); otherwise
a junction diode at zero bias would not give full thermal
noise at all frequencies. Petritz [44a], [49a] derived
expressions for these noise sources with the help of the
Kolmogaroff-Fokker-Planck equation. He was able to
give a rigorous proof of (27), whereas he obtained

Aips® = 42AfpAx/T, (26a)

¢ The fact that the problem is one-dimensional implies that the
recombination must be volume recombination, not surface recombi-
nation.

van der Ziel: Noise in Junction Transistors

1023

instead of (26).7 In the opinion of this author, the dis-
crepancy between (26) and (26a) is due to the fact that
the Kolmogaroff-IFokker-Planck equation has to be ap-
plied with caution to the recombination fluctuations if
p#pn, whereas the shot noise method remains fully
applicable in that case.

The quantities Az,, and Ap. are, of course, inde-
pendent, since they represent independent fluctuations.
In the transmission line analogy Ap, corresponds to a
distributed series noise eml and Az, corresponds to a
distributed parallel noise current generator. The fluctua-
tions in the sections Ax can be treated as independent
as long as Ax is large in comparison with the free path
length of the carriers. The final result is obtained by
adding the contributions of all sections Ax quadratically.

Solow [49a] has extended this treatment to two and
three dimensions; his theory includes the effects of
surface recombination velocity. He uses Petritz's bulk
noise generators and derives surface generators with
the help of the Kolmogaroff-Fokker-Planck equation.

A simple proof of (26) may be given with the help of

the shot noise method; it starts from the diffusion
equation
dp P 1 o,
L= (28)
af Tp e 0dx

For stationary current flow dp/3t=0 and hence, accord-
ing to (28), a current ep’Ax/7, disappears between x and
(x+Ax) by recombination. Because of the equilibrium
concentration p, an additional current ep,Av/7, dis-
appears for the same reason, which is balanced by the
appearance of a current ep,Ax/7, by pair gencration.
The total current disappearing in the section Ax is
thus epAx/7, and the total current appearing in that
section 1s ep,Ax/7,. Both currents should fluctuate in-
dependently and each should show full shot noise. The
Fourier component Az,, of this fluctuation therefore is
given by

_ Ax WAX
Ayt = 2e(ep A> Af + 2e<ep "L>A./'

Tp Tp

which corresponds to (26).

Knowing the noise sources, it is not difficult to calcu-
late the noise currents in the leads short-circuiting the
electrodes and to prove (16) through (19). The equa-
tions thus are valid at all frequencies for a one-dimen-
sional model in which all current is carried by holes.

Eqs. (16) through (19) do not give any reference to
the model; therefore it was expected that they should be

7 Petritz used (26a) and (27) for noise generators in his derivation
of the diode result [44a]. By a slight rearrangement of terms his
expression can be written as

2G

2G + Go
The difference between (16a) and (16) arises entirely from the differ-
ence in the expression for the recombination source {(26a) instead of

(26)].

B = 4RTGAf — 2eIAf( ) . (160)



1024

of general validity. The discussion of Section T1-E
shows that this is indeed the case.

I5. Extension of the Corpuscular Theory |56]

The basic assumptions underlyving the theory of Sec-
tions I1-A and 11-B will now be verified and the results
of those sections extended to higher frequencies. To do
s0, the problem of current flow in p-n junctions has to be
investigated in greater detail.

Consider first an n-type semiconductor sample with
an ohmic contact. If electrons are injected into the
material, space-charge neutrality will be re-established
in a very short time, of the order of magnitude of the
dielectric relaxation time of the material (about 10-12
seconds for germanium). This is achieved by a small dis-
placement of the other electrons; at the same time elec-
trons will leave through the ohmic contact to make the
material externally neutral. If holes are injected into
the material, space-charge necutrality will again be
established in a very short time by a slight rearrange-
ment of the electrons; at the same time electrons will
enter through the ohmic contact to make the material
externally neutral. The injected holes now spread out
slowly by diffusion and disappear by recombination, but
this does not cause any current in the external lead to
the ohmic contact. In both cases, therefore, current
occurs only at the instant that the carriers are injected
into the material.

Now consider a p-n junction with two ohmic contacts.
A very short current pulse will occur in the external
circuit if a hole enfers into the n region through the
space-charge region or when a hole leaves the # region
through that region. The two current pulses have op-
posite polarity and the displaced charge per pulse is
+e. The duration of the pulse is determined by the dif-
fusion time of the carriers through the space-charge
region and is, in general, very short. Similar considera-
tions hold for electrons entering or leaving the # region.

It is interesting to note that the individual current
pulses are independent and that each pulse transfers a
charge e in the external circuit. It is thus allowed to
assign full shot noise to the various currents and, be-
cause the individual current pulses are so short, this
should be the case for all frequencies of practical inter-
est.

If the applied voltage is changed, then the minority
carrier concentration at the boundaries of the transition
region follows the applied voltage practically instan-
tancously, since the diffusion time through the transi-
tion region is so small. However, the subsequent dif-
fusion of the minority carriers is a very slow process; it
is responsible for the high-frequency behavior of the
diodes and the transistors. To understand this high-
frequency behavior, consider devices in which all cur-
rent is carried by holes and split the carriers into dif-
ferent groups.
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In a p-n junction diode one has to split the carriers
into three groups® (Fig. 2).

Group 1: Holes flowing from the p region into the
n region and recombining there. They give very short,
random, and independent single current pulses and carry
a current (/+1,); their contribution to ¢ is therefore
equal to the first term in (5) for all frequencies of practi-
cal interest. Moreover, because the rate of diffusion of
the holes of Group 1 across the space-charge region fol-
lows the applied voltage practically instantaneously,
this group gives a contribution e(/+17,)/kT to the junc-
tion admittance Y at all frequencies.

Group 2: Holes flowing from the p region into the »
region and returning to the p region before having re-
combined. They give independent and random double cur-
rent pulses, each consisting of two single, short current
pulses of opposite polarity with the second one being
delayed by a random delay time with respect to the first
one. This group of holes is responsible for the high-
frequency behavior.

Fig. 2—The holes taking part in the conduction process in a junction
diode arc divided into three groups.

Group 3: Holes generated in the #z region and diffusing
into the p region; they give rise to very short, random,
independent, single current pulses carrving a total cur-
rent (—1,); thus they give a contribution equal to the
second term of (5) for all frequencies of practical inter-
est. This group of holes does not contribute to the diode
admittance V, since the current (—17,) is independent
of the applied voltage.

The admittance ¥ thus consists of a part G, caused
by the holes of Group 1, an unknown part ¥, due to the
holes of Group 2, and a part jwCr due to the capacitance
Cr of the space-charge region.? Putting

Y =G+jB=Go+ ¥Vy+ juCr (29)

we have

Vo= (G — Go) + j(B — wCr). (29a)

* One might object that it is not known in advance whether a
hole will belong to Group 1 or Group 2. It is sufficient for our argu-
ment that it will esther belong to Group 1 or to Group 2. It'is also
unnecessary to describe processes in which the hole under discussion
crosses the space-charge region several times. For, if a hole enters
(or re-enters) the p region, another hole will leave through the ohmic
contact to maintain space-charge neutrality; the hole can then no
longer be distinguished from the other holes in that region.

% The applied ac voltage changes the width of the space-charge
region periodically with time and the charge stored in that region
varies in the same rhythm; the region thus acts as a capacitance.
Because the charge transfer follows the applied voltage practically
instantaneously, this effect gives a contribution jwCr (with constant
Cr) to the admittance ¥ for all frequencies of practical interest.
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The holes of Group 2 thus give a contribution (G—G,)
to the diode conductance G. Without going into a de-
tailed calculation, we sce that the high-frequency be-
havior of the admittance is due to the holes of Group 2.
T'hese holes return to the p region by diffusion, which
is a thermal process; the noise caused by these holes
should thus be thermal noise of the conductance
(G—G,), so that Group 2 gives a contribution
4k T(G — G,)Af to 2. Adding this to (5) we obtain (16)
alter substituting (4). By making a Fourier analysis of
the random, independent current pulses of the indi-
vidual holes of Group 2, van der Ziel and Becking
proved in a rigorous manner that the holes of Group 2
give indeed the contribution 4£T(G— G,)Af to 72

This result holds for all geometrical confgurations
and its validity does not depend upon the mode of re-
combination of the injected carriers.

The condition that the current is carried by holes
may now be dropped; since the current carriers give
independent pulses, (16) remains valid if part of the
current is carried by electrons.

In p-n-p transistors onc has to split the holes into §
groups (Fig. 3):

7 T-
: )
———
2
-—1 T
3 N 3

Fig. 3—The holes taking part in the conduction process in a junction
transistor arc divided into five groups.

1) Holes injected into the base region and collected
by the collector.

2) Holes injected into the base region and recom-
bining in that region with a free clectron.

3) Holes injected into the base region and returning
to the emitter.

4) Holes generated in the base region and collected
by the emitter.

5) Holes generated in the base region and collected
by the collector.

The validity of (17) and (18) already follows from the
general validity of (16). A similar proof may also be
given by making a careful analysis of the contributions
of the holes of groups 1) to 5) to 7,2 and 4. A similar
analysis also shows that the equations remain true if
part of the current is carried by electrons.

Finally (19) has to be proved. We observe that only
the holes of group 1) contribute to both the emitter
current I, and the collector current I, and that no elec-
trons contribute to both I, and I.. Hence only the holes
ol group 1) contribute to #1*1;, and to the signal transfer
admittance V.
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If a small ac voltage v, is applied to the emitter, then
the ac current in the short-circuited collector is Y.9,
and the ac emitter current is V.. The part a,G.v, of
this emitter current comes from the holes of group 1);
since the rate of diffusion of the holes of group 1) follows
the ac emitter voltage practically instantancously, this
contribution to Y., is the same for all frequencies of
practical interest. At low frequencies the ac collector
current follows the emitter voltage practically instan-
taneously, so that ¥..=G.., = a.l. as mentioned before.
1f all holes of group 1) had the same diffusion time 7
through the base region, one would have:

Vee = Gwoe—iwr‘ (30)

Because the diffusion of holes through the base region
is a random process, there will be a distribution h(r)dr
in diffusion times and, as a consequence

V.= fomee"""’h(r) dr. (30a)

This explains the decrease in | Y..| at high frequencies.

Now turn to the cross-correlation 7;*4,. Let ¢y and éx
be the contributions of the holes of group 1) to %; and
is, then 4,56, =12,%s. Since individual current pulses are
independent and since all holes of group 1) will ulti-
mately pass both the emitter junction and the collector
junction we have in analogy with (13)

2

it = da2 = 2ea0(I. + L) Af = 2kTGodf.  (31)

If all holes had the same diffusion time through the base
region, onc would thus expect

il*ig = i1|*i2| = 1'1126—’“" = ZkTGchfC_i‘".

(32)

Introducing again the distribution A(r)dr in diffusion
times 7 we thus obtain, by substituting (30a)

¥y = f 2kTG e (r)dr = 2kT Y Af (32a)
L]

which is identical with (19).

F. Validity of the Theory

The above general proof of the validity of (16)
through (19) is based upon the following (implicit and
explicit) assumptions:

Assumption 1: It was explicitly assumed that the
individual current pulses were independent and occurred
at random. At high injection levels the injected carriers
give rise to an appreciable space charge; this means that
the above assumption is not satisfied under that condi-
tion, because space charge implies interaction between
individual carriers. A violation of this assumption does
not necessarily lead to a large deviation from (16)
through (19).

Assumption 2: It was explicitly assumed that a single
current pulse displaced a charge *e in the external cir-



1026

cuit. This cannot be correct if the space-charge region(s)
of the junction(s) have an appreciable trap density. At
low injection levels these traps are only partly filled so
that part of the carriers diffusing through the space-
charge region will get trapped there. Those that get
trapped will not displace the full charge +e, so that the
average charge displaced per pulse is less than this
amount and the low-frequency noise is less than full
shot noise. At higher injection levels practically all the
traps are permanently filled and the noise equals full
shot noise. Champlin has detected this effect in silicon
diodes [7].

Assumption 3: The series resistance of the junctions,
partly caused by the finite conductivity of the bulk
material and partly due to the contact resistance of the
junctions, was neglected. This effect is usually taken into
account by introducing these resistances into the equiv-
alent circuit and ascribing full noise to them [Fig. 1(a)-
1(d)]. Moreover, these scries resistances are strongly
current dependent and this gives risc to interesting
modulation effects that were discovered by Fonger [13].
The influence of these effects upon flicker noise is dis-
cussed in Section 111, and upon shot noise in Section V.

As far as shot noise is concerned, we shall first neglect
modulation effects altogether for two reasons. The first
is that these effects have not been takeu into account
before, so that it is difficult to discuss earlier work when
this effect is taken into account. Moreover, it will be
shown that it is often warranted to neglect these effects
for shot noise, because of peculiar coincidences.

To understand most of the earlier work, represent the
shot noise by an emf e, in series with the emitter and a
current generator ¢ in parallel with the collector junc-
tion (Fig. 4). As is easily scen,

i = 'ig - ail £y — i)Z, (34)

which is the proper extension of (21a). The signal trans-
fer properties of the transistor are now represented by
the current generator ai,, where i.=v./Z, is the current
flowing in the emitter junction. Furthermore, introduce
the emitter impedance Z,=1/V,, the collector imped-
ance Z.=1/Y,, and the base impedance Zy,=rp
+7X 4 (to take into account that the base impedance
may be complex at high frequencies); 7y, should show
thermal noise. Fig. 4 is the high-frequency extension of
Fig. 1(c).
Substituting (17) through (19), we have

o= (i = @M (12 — air) = 2e(le — | a|*1)Af

= 2¢|(a0 — | a|)I. + I.]af (35)
and, if I.>>1.., so that G.~el./k1":
el = 12| Z.|? = 2kT(2G, — G.o)Af| Z.|? (36)

which are the high-frequency extensions of (21). IFinally,
if I,.>1.., we also have

et = 2kTa(G., — V. ¥)AS. (37)
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Fig. 4—Extension of Montgomery, Clark, and van der Ziel's circuit
to higher frequencies.

The correlation is thus practically zero at lower fre-
quencies but may have an appreciable value at higher
frequencies.

ITI. FLickiERr NoOISE IN DIOoDES AND T'RANSISTORS

We now turn to the problem of flicker noise. Its
causes are not vet fully understood, though several
investigators have worked on the problem. Fonger has
discovered several noise sources and has found their
proper place in the equivalent circuit. This allows a
discussion of its cffect in circuit applications. Here we
follow Fonger's theory with some slight modifications.

A. General Characteristics of Flicker Noise [13]

According to IFonger there are two types of flicker
noise, both with a low-frequency spectrum: surface
noise and leakage noise.

We discuss surface noise tirst. It is now known that
there are two types of encrgy levels at the surface of a
semiconductor: “slow” states and “fast” states; the
first act mainly as traps for the majority carriers and
the latter as recombination centers for minority carriers
[33]-135]. The fluctuating occupancy of the slow
states modulates the conductivity; this is the cause of
flicker noise in bulk material. In addition, it modulates
the capture cross section of the recombination centers;
this is the cause of surface noise in diodes and transis-
tors. The fluctuating current of minority carriers dis-
appearing at the surface causes a fluctuating current to
flow through the junction (or junctions) and modulates
the series resistance of the junction (or junctions).

Leakage is caused by a thin conducting film bypassing
the junction; it occurs at the perimeter of the junction
and gives rise to a dc leakage current I and a leakage
conductance g, which increase strongly with increasing
bias. Spontaneous fluctuations in g, cause leakage
noise.

Surface noise is very sensitive to the ambient at-
mosphere; it is, e.g., quite large in a humid atmosphere.
it may be considerably reduced by proper surface treat-
ment, it increases strongly with increasing current, and
it is most prominent for junctions biased in the forward
direction. Leakage noise is also very sensitive to the
ambient atmosphere. Proper heat treatment can reduce
it to such an extent that it becomes negligible for bias
voltages less than a few volts; for that reason leakage
noise is usually negligible for forward bias but may
become quite important for large back bias.

Other studies, especially on diodes biased in the back
direction, were carried out by Kennedy [31] and Mec-
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\Whorter [35], [38]; their results agree in general with
l‘onger's. McWhorter distinguishes between flicker noisc
and channel noise. A “channel” is a surface layer having
a conductivity opposite to that of the bulk material.
Channels formed in reverse bias diodes cause excess
back current and a considerable increase in noise. An
increased channel length increases the effective junction
area (and hence the back current) and the length of its
perimeter (and hence the leakage current); the back
current increases linearly with the channel length due
to both effects. Channel effects can also be diminished
by proper surface treatments.

B. Flicker Noise in Diodes

The influence of modulation effects on the series re-
sistance is discussed first. Consider a junction diode
carrying a dc current J; let R be the dc series resistance
of the junction. Because of the current dependence of R,
the ac series impedance Z, of the junction differs from
the dc resistance R, since the ac current flowing through
R will modulate R. We may thus split Z, into a dc part
R and a modulation part Z,. At low frequencies
7mn=Rmp is real and negative and

oR

oR
Rup=1— Ze=r=R+1—>
al

; 38
o (38)

where 7 is the ac resistance of the junction. Rus is nega-
tive, since R decreases with increasing current; hence r
is smaller than R. At high frequencies Zu (and hence
Z.) becomes complex; there are strong indications that
7., becomes inductive at high frequencies. At the fre-
quencies where flicker noise is important, (38) may be
used.

Now turn to the surface noise. Since the series resist-
ance of the junction is strongly current dependent,
iluctuations in the rate of generation and recombination
of hole electron pairs at the surface will randomly modu-
late this resistance; because of the flow of dc current
this modulation will show up as noise. Let this noise be
described by a current generator %, across the junction.
in addition, fluctuations in the surface recombination
rate will modulate the dc resistance in two ways:10

1) Directly. This is described by a noise emf e; in
series with R e, should be partly correlated with
e

2) Indirectly, through the current generator Ts-
Fonger describes this by an additional emf 2,.Rnu
in series with Rms. An equivalent representation
connects the current generator 7, across both the
junction impedance Ro and the modulation im-
pedance Ry, as shown in Fig. 5(a); this demon-
strates more clearly how the current generator s
modulates the dc resistance R.

10 This splitting of the modulation effect is, of course, somewhat
arbitrary. It means that we try to take the modulation effect into ac-
count by relocating the current generator 4. That part of the modula-
tion effect that is not taken into account by this procedure is incor-

porated into the emf en. The sole justitication of this noise schematic
is that e happens to be very small for flicker noise.
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Fig. 5—Equivalent circuits for flicker noise. (a) Equivalent flicker
noise circuit for a junction diode. (b) Equivalent flicker noise
circuit of a transistor.

Since R, is negative at the frequencies of interest
for flicker noise, the influence of the current generator
i, will be zero if (R,+ Rms) =0. Fonger found indeed that
the low-frequency noise of a diode went through a deep
minimum at a certain current /, in agreement with the
above prediction; his results also indicated that the
cffect of the noise emf e, was quite small and usually
negligible. To enhance the modulation effect, Fonger
used transistors with a large base resistance in diode
connection (emitter and collector in parallel); then the
cffect became easily observable. For normal diodes, the
effect is much less pronounced and may only be notice-
able at very large currents [2].

The leakage noise can be described by a current
generator 7. It is not immediately clear where this cur-
rent generator should be located. If the leakage noise
modulates the dc resistance R as effectively as the sur-
face noise, 77, should be connected across both R, and
the modulation resistance Rap;: if the leakage noise does
not modulate the dc resistance R appreciably, the cur-
rent generator 7, should be connected across R, only.
Fonger has tried to discriminate between these two
possibilities by measuring leakage noise in transistors
(sce the following section) but his experiments were in-
conclusive. This means that it makes little difference
either way which one of the two possibilities is chosen
in practice. Fonger has chosen the second possibility
and his approach is followed here. He finds that 7,2 is
proportional to the square of the dc leakage current
I .; since [ increases strongly with increasing back bias,
the leakage noise can be considerably reduced by bring-
ing the back bias closer to zero.

Fig. 5(a) gives the full equivalent circuit of the diode.
As was said before, surface noise predominates strongly
over leakage noise for forward bias; the current gener-
ator i, may then be neglected. The leakage noise is only
observable for diodes biased in the back direction. In
that condition 4, is quite small (because the dc current is
so small) and 7z usually predominates over Z,. The junc-
tion impedance for back bias is so high that resistance
modulation effects may be neglected. T that case the
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modulation resistance R,; may be climinated from the
cquivalent circuit, which completely removes the un-
certainty in the location of the current generator 1.

C. Flicker Noise in Transistors

The influence of modulation effects on the series re-
sistances of the junctions is discussed first. Here the
base resistance is strongly current dependent. Because
ol the resistance modulation, the ac base impedance
Zy may be split into a dc part Ry, and a modulation
part Z,,. At low frequencies Z,.5 = R, is real and

IRy
Zmb = Rmb - Ib ’
ol
aRh’b
Zvo = 1y = Ryp+ I, ——, (39)

b

where 747 is the ac base resistance. Since Ry, decreases
with increasing 74, ras <Ry At high frequencies Z,
and hence Z,, becomes complex; in analogy with the
diode case one would expect Z,,;, to become inductive.
lor frequencies at which flicker noise is important, how-
ever, one may safely assume that Z,,, = R,

We now turn to the noise and discuss first the surface
noise component. The minority carriers disappearing at
the surface give rise to two current generators 4,, and
.2 connected across the emitter and the collector junc-
tion. This noise source also modulates the dc base re-
sistance Ry in two ways: 1) directly, as described by
the noise emf e,; 2) indirectly, by means of the current
generators 7,; and 7,;. Fonger describes this with the help
of two noise emf’s 4, R,s and 7R, but it is better
represented by connecting 4, across R,, and R,.; and the
current generator 4, across Z, and R,,;. The noise emf ¢,
is, ol course, correlated with ,; and 4, its influence is
usually so small that it can be neglected.

The leakage noise can be described by a current
generator 7;, connected across the collector. If base re-
sistance modulation is important for this noise source,
i1 should be connected across Z, and Rus; if it is unim-
portant, 7, should be connected across Z, only. We fol-
low [Fonger who has chosen the first possibility. The
best transistors show negligible leakage noise for
I Vcl <10 volts; to avoid leakage noise in poorer units,
it is recommended that , Vc| be kept considerably
smaller.

The full equivalent circuit for flicker noise in transis-
tors thus is as shown in Fig. 5(b). In this equivalent
circuit the current generator oz, is also connected across
Z. and R,,; and not across Z, only, since this current
generator should also modulate the base resistance; one
would expect the current generators 4y, 77 and i, to be
connected in the same manner.

Now represent the flicker noise by an emf e, in series
with the emitter and a current generator 7 in parallel
with the collector impedance Z.. This corresponds to
the equivalent circuit of Fig. 4, but with different
values for 7 and e,:
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i= {32 + aots + {L; € = — 'i.wl(RrO + Rmb) + e». (40)

If e, and 7, are negligible, 7 and e, will he practically
fully correlated. We return to this later.

In one respect there is a considerable difference be-
tween shot noise and flicker noise. In shot noise, even
though the current generators 7, and 7, are strongly
correlated, e, and 7 are nearly uncorrelated, but in
flicker noise e, and 7 are strongly correlated. This dif-
ference comes about because 7, and 4. on the one hand,
and 7, and 7. on the other hand, have an opposite phase
relationship. One may also put it as follows. Shot noise
mainly circulates through the transistor and the current
generator 7 is the difference between 7y and aiy; flicker
noise generated at the surface tlows from the base sur-
face towards both junctions and the current generator
7 is the sum of 14 and a.i,.

IV, EXPERIMENTAL VERIFICATION OF THE THEORY AND
CIRCUIT APPLICATIONS

Here the experimental data on diode noise and tran-
sistor noise are reviewed and the theory is applied to
transistor circuits.

A. Semiconductor Diodes [2], [7], [8], [17], [18], [30],
[35a], [43], [49]

We have already dealt with the work on low-fre-
quency noise in some detail; now shot noise and appli-
cation of the theory to photodiodes is discussed.

FFor shot noise we define the noise ratio # of the junc-
tion conductance as

2 = n-4kTGAS. (41)

Let Gow=el,/kT be the low-frequency junction con-
ductance for zero bias and G,=e(I+1,)/kT, the low-
frequency conductance of the biased diode. Substituting
(16) into (41), we obtain

GO GOO

26 w6

(41a)

For forward bias (G,>G,,) the junction conductance
has a noise ratio # varying between 1 and 1, going to
unity for very high frequencies, since G>G, in that case.
Assuming full thermal noise of the ac series resistance »
thus gives that the noise ratio of the whole device is
between 3 and 1; this agrees roughly with Anderson and
van der Ziel's early data [2].

Probably the most accurate measurements were made
by Champlin who used an ac bridge circuit with the
junction in one arm, a variable RC network in the other
arm, and noise diodes connected across the junction and
across the RC network [7], [8]. First, the RC network
was adjusted so that the bridge circuit was balanced at
the frequency at which the noise measurement was to
be performed and then the saturated current of one of
the noise diodes was adjusted so that the two arms of
the bridge circuit gave equal amounts of noise power.
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In most cases he observed full thermal noise of the ac
series resistance plus full shot noise of the junction. The
frequency dependence of the junction noise agreed well
with (41a). In some silicon junction diodes at low cur-
rents the noise was less than full shot noisec; the cause
of that result was mentioned previously (see Section
1-F).

In p-n junctions used as photoelectric cells the junc-
tion is biased in the back direction. The light then
renerates hole-clectron pairs; the holes are collected by
the p region and the clectrons by the n region. Full
shot noise should be associated with this photocurrent;
in addition, some low-frequency noise will be generated,
but this may not be very large if the surface is properly
treated. Shot noise in semiconductor photoelectric cells
has been observed by Slocum and Shive [49] and by
Pearson, Montgomery, and Feldmann [43]. The latter
group found shot noise down to 80 cycles in a dry
atmosphere. In a humid atmosphere the noise was low-
{requency noisc and the noise power at 100 cycles was
A factor 3X10° above shot noise. This shows the im-
portance of the ambient atmosphere.

In p-n junction photocells operated under open-
circuited eondition the photovoltage biases the junction
in forward direction to such an extent that the forward
current exactly balances the photocurrent I. Gianola
[16] investigated silicon photovoltaic cells and found
low-frequency noise at low frequencies; the mean square
value ¢ of the open-circuit noise voltage was propor-
tional to the photocurrent I for small values of I and
inversely proportional to I for large values of I. His
result is understandable if for the flicker noise the cur-
rent generator ¢ (i or ., probably 7,) has a mean square
value 72 that is proportional to [. If R, is the internal
resistance of the cell, then e =22R,2. For small I the
resistance R, is independent of I and hence ¢? is propor-
tional to I in that case; for larger values of I the resist-
ance R, varies as 1/I (since Ro~kT/el) and hence ¢
varies as 1/1. It is shown in the next section that the
proportionality of 7* to the current I occurs more often.

Hyde [29] has found spectra of the form const
/(14w?r?) in point contact diodes under reverse bias
conditions. Such spectra are probably due to traps;
they might also be expected for some types of junction
diodes.

An interesting noise phenomenon associated with
avalanche breakdown is found in silicon p-n junctions
biased in the back direction. The breakdown seems to
occur at very tiny discharge spots (microplasmas) that
emit light. The noise is generated as pulses, many
millivolts high, occurring at random and at a rate that
depends very strongly upon the current (9], [10], [36],
(37), [45).

B. Shot Noise in Transistors

The validity of the shot noise theory may be tested
by verifying the equivalent circuit of Iig. 4, that is,
by determining *, e2, and the cross correlation e *i.

van der Ziel: Noise in Junction Transistors
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Extensive tests have been carried out by Nielsen, by
Guggenbuehl and Strutt, and by Hanson and van der
Ziel and others [6]. [19]-[21], [23]-[28], [41], [50].

One way consists in expressing the noise figure F in
terms of 4.2, is%, and ,*i.. This was done by Guggenbuchl
and Strutt 23], who found

— [[' | 7 + Z.
 2kTR.L|el® R

- 1.

Z, + rb',,l'-’] . (42)

The merit of this equation is that it expresses the noise
in terms of the macroscopic parameters of the transistor.
However, if one finds deviations between theory and ex-
periment, detection of the source of the discrepancy is
not so easy. In that case it is better to introduce with
Hanson and van der Ziel [28] the noise conductance
gs1, the noise resistance R.,, and the correlation imped-
ance Z..={R.+jX.) as follows. First e, is split into a
part e, that is uncorrelated with ¢ and a part e,/ that is
fully correlated with z. One then defines

i? R
- = 4kTgadf; e, = 4kTRAS;
a - e
ae)  aed*
Ly = oo = = (43)
i P

according to (34). Substituting (17) through (19) into
(35) one obtains

e [(au - lalg)l., + Ic.,]
EYY lal? '

At low frequencies, the noise resistance Rq for 1.>>1.. 15

Rxl = %Rca, (43})}

(43a)

where R,, is the low-frequency emitter resistance.
Calculating the noise figure F and expressing it in
terms of gu1, Ra, Zse, and the other transistor parameters,
we obtain
(ron + Ra1) &

F=1+ 4+ 2 2 Lt e
R R.

% (44)

where R, is the resistive part of the source impedance
Z..

Niclsen neglects the correlation between e and 14,
which amounts to putting Z,.=0, and further assumes
that Ry~3R., at all frequencies. One then obtains, if
Zy ="

("b’b + T_Ichu) ga
- — + !
R, R,

Lot Lot runln ()

F=1+

Nielsen found reasonable agreement between  theory
and experiment and showed how the theory could be
used for the design of low-noise transistor circuits. This
indicates that his approximations were warranted; we
shall see later why that should be the casc.

Expression (44a) shows that the frequency depend-
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ence of the noise figure comes mainly from the fre-

quency dependence of g4. To understand this, we sub-

stitute a=aw/(144f/fo); (43a) then becomes

e [(aole+ L)1+ f2/fe2) — av?l, .
=L B )

gsl = 2

2kT

223

from which it follows that g has increased by a factor 2
at the frequency f=f,v/1—a,. The noise figure of the
transistor is thus reasonably constant for I <fo/1=q,
and increases rapidly with increasing frequency for
I>fov1—=a,. For frequencies below the a-cutoff fre-
quency f,, the quantity g, increases with increasing
frequency mainly because of the frequency dependence
of the term (a, — fa'z) in (43a); for frequencies above
fo, the quantity g,; increases mainly because the factor
|a|?in the denominator of (43a) goes to zero. In order
to. obtain good noise figures at high frequencies, it is
important to use transistors with a high a-cutoff fre-
quency.

Guggenbuehl and Strutt’s (42) takes the correlation
between e, and 7 into account. The source reactance X,
should now be chosen such that F is a minimum. In
(44a) this is the case if X, = ~X.;in (44) the expression

1,
— (X.+ X)) - 1,X,? (46)
a2
should be made a minimum. Differentiation shows this
to be the case if

1.

= -— X.. 16
.~ [a]'I,) S22

Substitution of (46a) into (42) shows that the correla-
tion should have an appreciable effect on the noise figure
at higher frequencies. This is discussed later.

Guggenbueh! and Strutt also found reasonable agree-
ment between theory and experiment [23]. They noticed
the strong increase in noise figure with increasing fre-
quency and found, for constant source resistance R,,
that they had to g0 to very low values of 7, to attain
minimum noise figures at high frequencies. At least a
major part'! of their results can be explained by the fre-
quency dependence of g,; and by the facts that g
decreases with decreasing /., whereas R, and R, in-
crease with decreasing /.. The minimum noise figure thus
occurs at the value of 7, where any further decrease in
F due to g, is offset by the increase in F due to R,
and Ry,.

We now turn to Hanson and van der Ziel's results
[28]. Starting with (44) and considering F as a function
of the source reactance X,, Fis a minimum if

Xs + Xe + A’h’b + Xac = 0 (47)

" Guggenbuehl and Strutt maintain that the frequency de-
pendence of g, cannot fully explain the observations at high injection
levels. According to Section 11-F, deviations between theory and
experiment are not impossible at high injection levels, but no quanti-
tative theory exists at present.,
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in which case
Ty + Ru ) 8
=14 (_I,L-ﬁl. + g—l(R, + R, + Torp 1+ Iesc)2
R, R,
B
=+ —+CR. (48)

The quantities .1, B, and C may be determined experi-
mentally by measuring F as a function of R,; calculating
from (48) we also have

A 14 2g,,1(Rc + 7op + Rsc);

B Thp + Rsl + gsl(R(- + y'p + Rac)z;

I

I

C =g, (48a)

Having deduced the values of 4, B, and C from the
measurements, we may express the following quantities .
in terms of A, B, and C:

(Ro+ 7y + Ry = 220
e (4% sc) = —————
b'b 0
1BC — (4 — 1)2
o + Rey) = —
1C
g,l = C (49)

Unfortunately, it often happens that (4 —1) is only
small and/or that 4BC and (1 —1)2 differ relatively
little. In that case the quantities (Re+ry5+R,,) and
(rys+R,1) are only inaccurately known and hence the
values of R,; and R,, can only be determined inaccu-
rately too.

Theoretically, [6] R,. is zero at low frequencies and
passes through a maximum for higher frequencies. The
quantity X, should have a rather broad maximum
around f=f,2/1—a, and should have an appreciable
value at those frequencies, so that tuning for minimum
noise figure should give a marked noise figure improve-
ment. Finally, R,; should be of the order of iR, at low
frequencies and should decrease rapidly with increasing
frequency.

Hanson and van der Ziel [28] found that the experi-
mental values of g,; agreed very well with the theoretical
expectations, In most transistors the experimental
values of R,; and R,, agreed with the theoretical values
within the (rather large) limits of experimental error.
In some transistors with a low value of @, the value of
R,. differed markedly from zero; this effect might pos-
sibly be attributed to base modulation (Section V).
Moreover, they found that only little improvement in
noise figure could be obtained by properly adjusting the
source reactance X,; this probably indicates that the
experimental value of X,, was considerably smaller than
the expected theoretical valye. This might either be
caused by the reactive component of the base imped-
ance Zy, or by base modulation effects (Section V).

Now we may also understand why Nielsen could
ignore the correlation effect. If X, is adjusted for mini-
mum noise figure, then the quantity R,.in 4 and B may
be omitted if R,, is small in comparison with (R,47,.,).
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This is especially true at low frequencics, where the
terms Zg,l(Re—}-rb'c,-i-R,c) and ga(R.+res+R.)* are
often quite small; even at higher frequencies, where
these two terms are larger, the omission of R.. from the
equations may not cause too large an error. Moreover,
W[ R, <rys, it does not make much difference whether
one puts R,=%R., or a smaller value. For good infor-
mation on R, and R, we thus need accurate measure-
ments of 4, B, and C.

These can be achieved as follows. The quantities B
and C may be determined accurately by a direct method.
Since the total noise resistance R, of the whole circuit
is equal to FR,, the quantity B corresponds to the noise

resistance R., for zero source impedance
B = Rna = Tp'b + Rcl + gsl(Re + Tv'b + Rxc)‘l- (50)

The quantity C is related to the equivalent input satu-
rated diode current I, for large source impedance R,. If
we define the equivalent input saturated diode current
I, by an equivalent current generator Vi,2= V2el Af in
parallel to R,, then obviously

i% = 2el.Af = F-4kTAf/R,;

T4 B
—-[—- A c].
e LR, R}?

we have I = I, independent of

or

For large values of R,,
R., or
2T e

fow = —— C, or C=

1.
e 2kT

(31a)
The quantity (4 —1) may finally be determined from
the minimum noise figure Fuin. According to (48) the
minimum noise figure Fuin iS attained if Ry=+B/C, n
which case

FeFo = d+2v/BC;or (A—1) = (Fuu—1-2vBC). (32)

The accuracy with which (4 —1) can be determined,
depends upon the difference between Fiin and
(1+2+vB0).

As mentioned before, the measurement of the noise
conductance g. allows the determination of whether
(35) is correct. This equation can also be checked very
accurately by inserting a large impedance in series with
the emitter (input open) and determining the equivalent
output saturated diode current I.q of this circuit. To
do so, one connects a noise diode in paraliel to the out-
put and determines the diode current for which the out-
put noise power is doubled. According to Fig. 4 we have

72| Z.|2 + 4kTryudf = 2eleadf | Ze + rosl|t (33)
Unless the frequency is very high, it may be assumed
that |ch is large in comparison with 7u-s. Retaining only
the terms in Z? in that case, we have
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= 2eleqlf (54

or, substitnting (35)
e = (a0 a|fl.+ leo (33)

If /., is very small, then this equation tells us that
Iy is equal to (1 —a,) /. for small frequencies, practically
twice as large for f =for/ 1 — equal to 31, at the a-cut-
off frequency f,, and equal to /. above the cutoff fre-
quency. If I.is quite small, [o, should be equal to I, at
all frequencies. All these predictions were well verified
by Hanson and van der Ziel's measurements; their re-
sults indicated that the measurement of Ie, as a func-
tion of frequency might be used to determine the a-
cutoff frequency f, [28].

\We note that the quantities [e, and [.. are closely
related, since!?

[ € Icq
= — Jipy =
26T 2T | ol

C

81 =

ne =7

we have

log = Luo| @™ (56)
Hanson and van der Ziel found good agreemeiit between
the experimental values of ga and I.q at relatively low
frequencies.

At high frequencies, Hanson and van der Ziel some-
times found values of I, that differed from these pre-
dictions. Some transistors, for example, had I. <I, for
large currents and Io,> 1. for small current at frequen-
cies at which one would expect 2 =2el.Af. This could
be attributed to the fact that lZ,l was no longer large
in comparison with ry; calculating 22 from (53), using
the observed value of I., it was found that f2~2el Af
even in this case. This apparent deviation between
theory and experiment is thus caused by the fact that
the output terminals are not connected directly to Z.
but are connected through the base resistance 7u5 that
also has noise associated with it.

In the case discussed by Guggenbuehl and Strutt
[23] it was important to go to low emitter current.
Hanson [27] has reported a few cases in which the ca-
pacitive feedback between emitter and collector gave a
considerable increase in the apparent current amplifi-
cation factor of the device.' This resulted in a consider-
able decrease in the noise figure that could be greatly
reduced by going to larger emitter currents.

A similar condition occurs in drift transistors. Here
the a-cutoff frequency increases with increasing emitter
current ; for high-frequency applications of drift transis-
tors, the emitter current therefore should not be chosen
too small.

12 This means that the simultanieous meusureiient ol 1, and fo,
might be used to determine the value of |o|? under the exact operat-
ing conditions of the circuit; this sometimes may be useful.

13 1¢ is thus important to screen input and output of transistor
amplifiers at high frequencics.
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C. Flicker Noise in Transistors |1), 3], [5], [13], [39],
58], [61]

As was already mentioned in Section I, one has to
discriminate between surface noise and leakage noise.
Both have a low-frequency spectrum. We saw that
leakage noise was most easily reduced by bringing the
collector bias closer to zero; by giving the device the
proper treatment, the effect can be reduced still further.
Surface noise could also he reduced by proper surface
{reatment.

Another interesting feature ol surface noise is the
difference between p-n-p and n-p-n transistors: the
latter show considerably more flicker noise than the
former [5], [6a]. This reflects differences in the physical
characteristics of the surface layer of the base regions
of the two types of transistors. The reduction of surface
noise in p-n-p transistors has apparently proceeded
farther than in #-p-n transistors.

Another interesting point is that the current depend-
ence of the surface noise resembles the current depend-
ence of shot noise. Mecasuring the equivalent output
saturated diode current 1., with open input, one has, for
frequencies where shot noise predominates,

Icq = (Icll)s = 210“0(1 - ao)Af (57)

if the collector saturated diode current 1., is negligible.
This dependence is especially characteristic for tetrode
transistors where a, can be changed over a wide range
by changing the current bias of the base region. Ya-
iima [61] showed that a similar expression holds for
these transistors at frequencies where flicker noise pre-
dominates

consl
Uea)y = e Loan(l — wy)Af. (58)
He concluded from this result that flicker noise in junc-
tion transistors arises at least partly from the recombi-
nation process of injected carriers in the base and nearby
surface. This agrees with Fonger's ideas.

For triode transistors for which (58) is also valid,
(1eq)s should be proportional to I,, since a, is practically
independent of 7, in that case. Many transistors indeed
show such a relationship, but deviations do occur in
some types.

In (40) the flicker noise was represented by an input
emf e, and an output current generator 7. Neglecting
leakage noise, which is allowed in good units, and ignor-
ing the noise emf e, which is also allowed according to
Fonger, gives that e, and i are practically fully corre-
lated. Splitting e, into a part e.”” that is uncorrelated
with ¢ and a part e,’ that is fully correlated with 4, and
representing the flicker noise by an equivalent emf in
series with the input yields:

1
Cny €e +
o

- (Zs + Rea + ’b’b)

i ot
=e" +— (Zx + R+ rvs + *‘*) (59)
i

@,
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We now define the flicker noise resistance R,; by the
cquation e, =4k TR Af; furthermore we introduce
three constants, the emitter noise resistance Ry, the
flicker noise conductance gn, and the correlation resist-
ance Ry. by

i?: . (Yaee’
P 4k1 gﬂAf; R/c =

Uy

e/ = $kTRAf;

(60)

as a characterization of the flicker noise properties of
the transistor: R,y and g; should vary as l/f and, in
view of what was said above, £n is proportional to I,.
According to (40)

Qoly
Rie = — (Reo + Rus) Gt i) . (60a)
Substituting into (59), we have
Ry = Rn+gn|Zy+ Ry + roy + R, |2 (61)
For minimum flicker noise resistance, the source
reactance X, should be chosen such that
X? K (Reo + 145 + Ry, (61a)

It is thus not sufficient that X, is small in comparison
with the input resistance of the transistor circuit, which
may be quite large if feedback is applied; one has to
satisfy (61a). If a source is thus capacitively coupled to
the input of a low-noise (audio) transistor amplifier, the
coupling capacitance should be chosen sufficiently
large.

The emitter noise resistance Ry is zero if e, and i are
fully correlated for flicker noise. 1f V'R, is then plotted
as a function of R,, one should obtain a straight line.
Chenette [5] has carried out the experiment. Measuring
R.s as a function of the source resistance R,, he found
that the linear relationship was well satisfied; this indi-
cates that e, and 7 are indeed practically fully correlated
and that R;~0. The straight line intercepts the zero
axis at the point

Ro = - (Rco + Yoy + R,fc)

I

isn
- | R ';+ Rcu+ Rm; D :’ 62
l: . ( ') i:? + aaisl) ( )

since Ry, is given by (60a) and 7, ,= (Rys+R..;) accord-
ing to Section ITl. The values for R. observed by
Chenette roughly agree with the theoretical expectations.

[3], [12], [19],

D. _tpplications to Low-Noise Circuits
[32], [39], [47], [50], [58], [59]

Most of our circuit discussions held for a grounded
base circuit. It is easily shown, however, that a grounded
base and a grounded emilter circuit have the same noise

figure F if the source impedances used in the two circuits

are identical [23]. The grounded emitter circuit usually
is recommended, since it allows a much simpler inter-
stage coupling and a much higher gain per stage.

As mentioned before, the noise figure due to shot
noise is reasonably flat for [requencies up to f,v/1—ay,
where f, is the a-cutoff frequency. It therefore is impor-
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tant to use transistors with high cutoff frequency in low-
noise applications.

Let us first consider the low-Irequency case and let us
{urther assume that Ry =4Re, R..>20, and Ru~0. The
total noise resistance of the circuit, according to (48)
and (61), is then

-Rn = Rx + bt h + %Rco + gRI(Rs + Rco + rb’b)2
+ gfl(Rs + Rt‘o + Tbvth + Rf(-)g-

In these equations gn and ga usually depend linearly on
I., whereas R., is inversely proportional to /..

First consider the case where flicker noise predomi-
nates. For minimum noise resistance at a given value of
the source impedauce R,, the last term in (63) should
then be made a minimum. For Ry:>>(Re+ris+ Ry this
leads to the condition that gy must be as small as possi-
ble, which is the case for very small emitter currents.
For R,<<(R..+rwi+ Ry.) the quantity gr1(ReotrustRye)?
should be made a minimum; experimentally it is found
that this also leads to quite small emitter currents.

If shot noise predominates and R, is given, one should
make [(R,—{—r,,',,—i—%R,.,)+gs,(R,,+rb»b+R,,,)2] a mini-
mum. We observe that the first term predominates over
the second one if ga(R,+7es+ Re) <1. For that reason
R.. does not depend so strongly upon R, as in the previ-
ous case, unless R, is large. For very large R, one should
make g, as small as possible; this leads again to very
small values of [.. I ga(Rs+res+Re)<K1, one makes
R., as small as possible; this leads to relatively large
values of 1,. For low source impedances R, the require-
ments for low flicker noise resistances and low shot noise
resistances are thus opposite.

[Low-noise p-n-p transistors, operating at emitter
currents of about 0.5 ma and fed from a source with
low source resistance R,(R, <50 ohms), may have noise
resistances as low as 1000 ohms at 10 cycles. At higher
frequencies, where shot noisec predominates, the noise
resistance niay be as low as 100-150 ohms. This is con-

- siderably better than vacuum pentodes, which have
hoise resistances of about 10°—10% ohms at 10 cycles and
about 10° ohms at frequencies where shot noise pre-
dominates. Low-noise audio and subaudio amplifiers,
operating from a source of low impedance, should thus
use low-noise transistors instead of vacuum tubes.

For signal sources with very large source impedances
R,, the vacuum tube is much better. The reason is that
the noise resistance R, of the tube is independent of the
source impedance, whereas the noise resistance of the
{ransistors varies as R,? for large R,. The total noise re-
sistance of the vacuum tube circuit is thus (R.+Runs),
whereas the total noise resistance of the transistor cir-
cuit is approximately [Rs—{—(gal—{—gﬂ)Rs?] for large R,.

Hence if:
/‘/ Rnl
R, > —————
81 + g

the vacuum tube is better than a trausistor. Neverthe-
Jess, in some applications it may happen that the tran-

(63)
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sistor amplifier, though inferior to the vacuum tube
amplifier, is still adequate for the purpose for which it is
used.

Volkers and Pedersen [58] were the first to notice the
low noise resistance of the transistor for low source im-
pedances. The units with which they worked had con-
siderable leakage noise; to eliminate this, they had to
operate the transistor at nearly zero bias. They called
this mode of operation the “hushed” operation. In
modern transistors the leakage noise is much smaller so
that the collector bias does not have to be chosenso
close to zero: it is still important, however, not to make
| V(| too large.

We now consider the case where the circuit can be
adjusted for minimum noise figure. 1f flicker noise pre-
dominates strongly and if Fa.. is the noise figure due
to shot noise,

Rnf

I = Faat +

K

(Rx + Rna + Tv'h + Rfc)2
R,

Fshot + gfl (64’)
which has its minimum value if the last term is a mini-
mum,

Fmin = Fshn( + 4gf1(Rt'n + Tuh + Rfc)2
for
(Rx)min = (Rcu + rin + R/c.

In Section 1V-C the plot showing R.s as a function of
R, intercepted the zero axis at R,= — (Ru)min. Consid-
ered as a function of I,, the minimum noise figure is
smallest if I, is quite small.

For frequencies where shot noise predominates, the
value of F was given by (48) and its minimum value
F.in was shown in (52). Substituting the values of .,
B, and Cgiven by (48a), putting Ra =4R,,, and neglect-
ing R.. vields

Fmin = 1 + 2gsl(Reu + rb’b)
+ 2\/5(%R<.0 +7 rb’b) + g512(Rm) + rb’b)é (65)

(64a)

for

) [ ; _
R, = —g_ V281G Reo + 7o8) + ga1® (Reo + 700) (65a)
8
Depending on the relative magnitude, one thus has to
minimize ga(3Re+7ms) OF ga(Reot7os); since these
conditions do not differ so strongly, we shall here mini-
mize ga(3Re+7ws). This is easily done, for ga and R..
depend upon the emitter current T, in an opposite man-
ner; ga decreases with decreasing /., whereas R
~kT/el, increases. \We have from (43a)

1 1 - [cn
W3R + ri/a) = ﬁ(w«- )[1 + —~-~-—-“]
g3 +) 4 «, a1l — a,)

[1 n 2("’1.'1.]
/. kT 1

(66)
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Assuming a, to be independent of /., this has a minimum

value.
1 (1 - a,,) [1 + /‘/——I,; 287’5'5:': ((( )
—{— .- Y0
4 a, a(l —a,) kT
for
e kT
I.= 1/—“—- -. (66h)
ao(l — o) 2eryy
Substituting into (65) vields
Iv‘min o= 1 + ng'rl(%kmj_ r;:'b)
L+®/L_%+ To 2ery, 67)
a, a kT

Taking, for example, /,,~1 ua, a,=0.98, and r,, =100
ohms, we have a minimum noise figure of about 1.25 at
[e=~80 pa. This shows that rather low noise figures can
be obtained by proper choice of the source impedance
and the emitter current.

The design conditions for low-noise transistors are
that the quantities (1 —a,) and .7, should be made
as small as possible and that el orin/RT) < (1 —au).

Next we investigate the noise figure close to the cutoff
[requency and determine how R, and /. should be chosen
in order to make the noise figure F a minimum. The
minimum noise figure is again given by (65), if we
neglect the correlation resistance R,. (which is probably
allowed). Furthermore, we assume that ga{Ru+ryy)
Kga*(R.+715)* and take into account that R.~R,, up
to the cutoff frequency. In that case

Frin >~ 1 + dga(Reo + ris) for R, ~ (R, + 7). (68)

We now minimize this expression as a function of the
emitter current /.. In a good transistor a,~1 so thuc
al*~; at the cutoff frequency. One then has at that
frequency

kT
el,

e
5] = - .+ 21..); R..~
£ sz( )

so that

Fin ™~ 1+ 2(I, + 21 >(1 g "’"") (682)
Tmin AN Ll $ 2o 11
I. kT

at that frequency. This has to be minimized as a fune-
tion of I,. The minimum value is:

F 1+ 2(1 + 1/2/ "”"’)2
min - co kT

¥ This calculation is incorrect if a, depends on I.. This is, for
example, the case in silicon transistors, where «, decreases strongly
with decreasing I, for small emitter currents. This probably will not
change the design conditions very much.
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(69)

e g

Crprp

As in our previous example, take /,,=1 pa and ;.5 = 100
ohms, then F,;,~3.4 at 1,~20 pa. The minimum noise
figure is now obtained for a much smaller emitter cur-
rent than in the previous case, in agreement with
Guggenbuehl and Strutt’s results [23]. Moreover, the
example shows that the task of designing transistors
that have a reasonable noise figure at the cutoff fre-
quency is not a hopeless one, though it is impossible to
have F.in<3 in this case (corresponding to about 5
db).

The design condition for transistors with a low noise
figure at the a-cutoff frequency is thus that I.r,.,
should be made small. The minimum obtainable noise
figure at the cutoff frequency will not change very much
if a, depends upon /..

The condition which must be satisfied for /.r,, is
actually less stringent than in the previcus casc.
For we now have to require only that (el orpn/ kT
<1, whereas it had to be <(1—a,) in the previous casc.
Viewed in that light, the requirement of a low noisc
figure at the cutoff frequency does not pose any addi-
tional restrictions upon the product ..z,

If we look at the circuit from a noise resistance point
of view, (63) has to be modified somewhat. If we now
put Ra~0 and R,.~0, which may not be too far [rom
the truth, we have for the cutoff frequency

Rn = R,, + Tuyh + gal(Rm + Ra + 7'b’b)2

i
= (R. 4+ ryp) + R (R, 4+ R, + ryp)? (70)
since
kT el.
R.~R,, = and g~ = « (70a)
el, kT 2R.,

Considered as a function of R.,, this has a minimum
value

R, ~3(R, 4+ rp) if R.,~ (R, + To'h), OF
kT
I, = — — .
e(R, + rvs)

Putting R,=0 and ry,=100 ohms, this corresponds to
/.=0.25 ma and R,~300 ohms. At low frequencies at
the same current, g, is quite small, hence

R'l s (RR + Typ + %Rea) = %(Ra + rb',,)

so that R,~150 ohms if R,=0. This shows that at the
frequency f, there is an optimum noise resistance for
small source impedance R, and that the noise resistance
only increases by a factor 2 by going to the cutoff fre-
quency. The low-noise properties of a transistor operating
from a low impedance source thus hold quite well for fre-
quencies up to the cutoff frequency.

(70b)

(70¢)
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At very large source impedances R., the noise re-
sistance R,~g.R.?; close to the cutoff frequency R, thus
increases rapidly with increasing frequency unless I.1s
of the order of I., the collector saturated current.
\Vhether or not this noise performance can be tolerated
in practical cases depends upon the required value of
the equivalent input saturated diode current 7, [see
(56)].

We finally turn to the grounded collector [6], [41] cir-
cuit (Fig. 6). In order to calculate its noise figure, we
use open-circuit output and obtain after some calcula-
tion, if the correlation impedance Z,, is neglected,

oo + R, a 2g8
F=1+bR3l+ILJ(&+Nﬁ? (71)
oy
Zy'y 2e
Zc ' die

R

Fig. 6--Equivalent circuit of a transistor in grounded collector
connection.

IFor low frequencies, Ia12_~_1 and this is only slightly
better than the other two circuits. For very high fre-
quencies (f>/,) the last term is smaller and the grounded
collector circuit has a much lower noise figure than the
other two circuits: unfortunately, this is not very use-
ful, since the circuit gives a power gain less than unity
at those frequencies.

To investigate how much improvement can be ob-
tained at lower frequencies, we determine Fuin.

Fmin =1+ 2| algga)rh'h

+2v/ | algatrn + Ra) + | algatrin®. (72)
I || 2garsy <1, this may be written, if Ra=4R..:

Fming 1 + 2\/| [24 Izgxl(rb’b + %Rivj-

If |@| ~1, this is practically identical with the value

(72a)

Fnlin =3 + zvmrzl)q'féRea)

obtained for the other two circuits from (65) under
corresponding conditions.

As far as the noise figure is concerned, the grounded
collector circuit is thus practically identical with the
other circuits. Since its power gain is much smaller, it
should be checked carefully whether the noise of the
following stage becomes important. In most cases the
other two circuits will be preferred.

V. MopurLatioNn Noist CAUSED BY SHOT EFFECT

In view of Fonger's successful treatment of flicker
noise, it seems logical to apply his approach also to the
modulation noise caused by shot effect. This has not
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been done before: but, since the various noise sources
cannot be expected to behave in different manners,
modulation noise caused bv shot effect should also
exist.

Fonger assumed that not the ac but the dc series re-
sistance of the junctions should show thermal noise.
This means that the bulk material, quite apart from
the fluctuations in the rate of injection, recombination,
and escape of the carriers will also show noise because
of the random motion of the carriers; this corresponds
to thermal noise of the dc resistance. We thus follow
FFonger’s suggestion.

First turn to the junction diode. An ac current pass-
ing through the diode will change the rate of injection,
recombination, and escape of the carriers; this is the
cause of the modulation impedance Z,;. Fluctuations
in these rates will cause the shot noise described by the
current generator ¢ [Fig. 1(a)] connected in parallel to
the junction; they will also modulate the dc series re-
sistance R of the diode in two ways.'

1) Directly, as indicated by the noise emf e, in serics
with R.

2) Indirectly, through the current generator 7; this
is taken into account (as in the flicker noise case)

by connecting ¢ across both the impedances Z and
Zmb-

The full equivalent circuit is thus as shown in Fig’
7(a). In the case of low-frequency noise Fonger found
that the noise emf e, had negligible influence; this does
not necessarily have to be true for the shot noise case.
Moreover, e, and 7 should be partly correlated. The
correlation does not necessarily have to be a complete
one, since part of e, may be caused by hole-electron
pairs that never cross the junction; they only modulate
the dc resistance, but do not contribute to 7.

If e, is neglected, the open-circuit noise emf is

e = i(/ + Zmt) + VIETRybAf. (73)

At low frequencies, Znw= R and R.»=I1(0R/3I) is
negative, whercas Z=R,=1/G,; the shot noise term
thus should be zero if (R, R..s) =0. This effect has not
yet been detected for shot noisc.

If we now introduce the noise resistance R, by equat-
ing e2=4kTR,Af and bear in mind that 2=2kTAf/R,
for I>1, at relatively low frequencies, we obtain

1 (Ro+ Rmp)® 1 Rus
— e R+
2 R, 2 2R,

9

R, (73a)
In most diodes the last term is negligible in compari-
son with the other two. The total noise power is then
practically equal to the full shot noise power of the
junction plus full thermal noise of the ac resistance;
this agrees with Champlin’s experimental data 171, [8].
Deviations should be expected for diodes with a large

16 For the meaning of these two modes of modulation see footnate
10,
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Fig. 7—Modulation noise caused by shot effect. (a) Equivalent cir-
cuit of a junction diode. (b) Equivalent circuit of a transistor.
(c) Modification of the equivalent circuit of Fig. 4.

dc resistance R operating at large currents (small R,).
Attempts are being made at the University of Minne-
sota to detect such deviations.

The same ideas can be directly applied to transistors
and lead to the equivalent circuit of Fig. 7(b). Here the
current generator ¢ is connected in parallel to Z, and
Znp, and the current generator 4, is connected in parallel
to Z. and Z,,. The noise emf ey in series with the dc base
resistance Ry, should be partly correlated with 4 and
23; it is probably not always warranted to ignore e,
(contrary to the flicker noise case).

As far as the noise figure is concerned,’® we may re-
place the circuit of Fig. 7(b) by the one of Fig. 7(c) with

1= (4, — aty); e, = il(Zc + Zms) — e (74)
This circuit is nearly equivalent to the one shown in
Fig. 4. The only differences are that the dc base resist-
ance now shows thermal noise and that e, has a different
value. The current generator 4 apparently is not affected
by the base modulation. The circuit of Fig. 7(c) should
only be used if it may be assumed that |z.| | Zo) ;
the same condition was imposed upon Fig. 4.

Defining again the quantities g,;, R,;, and R, as in
(43), we may write the noise figure F as in (48), but
with values for 4, B, and C different from the ones
given in (48a)

' The circuits of Fig. 7(b) and 7(c) do not have equal response
to the input signal, because of the different location of the current
generator ai, in the two cases. But siuce this change affects the signal
and the noise in the same manner, the two circuits have identical
noise figures. The effects of the base modulation are thus incorporated
into the noise sources ¢, and i.
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B

i

14+ 280(R. + 7y + R.);
Rh'b + Ral + gnl(Rc + ron + Rst)Z; C= 815

i

(75)

where 745 is again the ac base resistance. In these equit-
tions R, and R, are slightly different, whereas in the
first term of B the ac resistance r;5 has been replacec.
by the dc resistance Ry,

The quantity g.;, which gives the most important
contribution to the noise figure F, has not changed, and
the other terms in .1, B, and C have not changed very
much; it may thus be assumed that the theory of Sec-
tion IV-B remains essentially correct even if base
modulation noise is taken into account.

Now consider some of the changes expected at rela-
tivelv low frequencies. First let e, he assumed negligible,
then

e = idRu + Ro);

or
#(Res + Rup)? 1
Cwry 2

Rl'(’ + Rm 2
R,n< -") . @6)
RP“

Substituting into the expression for B and putting
(Rys+ Rop) =745, we have

1
B =R, = Reo+rop + — ——
2 2

+ gxl(RPo + Ty'p + Iexr)z- (77)

Without base modulation we would have had, since
R“:%Rm,

B = R,,o = -];)Ru; + Tp'p + gal(Rtu + Ty'p + R30)2' (77a)

Admittedly, the R.. values may be slightly different in
the two cases, but since the last terms in (77) and (77a)
are small in comparison with the other ones, this will
not cause a considerable difference. In that case the
two B values differ mainly by the amount $R.*/R..,
which should be noticeable for transistors with a large
dc base resistance Ry, at large emitter currents (small
R..). If ey is not negligible, the difference may be cither
larger or smaller, depending upon the correlation be-
tween e’ and 41."7 Coffey [6a] seems to have found
indications that the measured noise resistance R., for
zero source impedance is somewhat larger than would
be expected from (77a).

Now investigate the correlation resistance R, at
relatively low frequencies. In that case

O i* esi*
Rxc = Qg = = aO(Reo + Rmb) = + Ay
2 2 12
et
S (%)
72

since 7% =0 at relatively low frequencies, according to

17 & is that part of e, that is incorrelated with 7.
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(17) and (19). At low frequencies one would thus ex-
pect a measurable correlation resistance only if e, is not
negligible and if a considerable correlation exists be-
tween i and e, Hanson and van der Ziel [28] found a
measurable correlation resistance in transistors with a
low value of a, (and hence with a large base current).
This is probably a base modulation effect; il it is, it
would indicate that e, is not always negligible.

The influence of shot noise base modulation requires
further study. Work in progress at the University of
Minnesota is aimed at obtaining a better understanding
of the effect.
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The Effects of Neutron Irradiation on Germanium
and Silicon”
G. C. MESSENGERT, ASsociATE MEMBER, IRE, AND J. P. SPRATT}

Summary—The known effects of neutron irradiation upon ma-
jority and minority carrier properties of germanium and silicon are
reviewed, and used as a basis to derive a theoretical expression for
the dependence of grounded-emitter current gain of a transistor
upon accumulated neutron dose. This theoretical expression assumes
a Shockley-Read recombination mechanism in the base of the tran-
sistor; the crystal defects introduced by bombardment act as re-
combination sites. A number of germanium and silicon transistors
were irradiated at different facilities; the observed changes in tran-
sistor parameters are explained in terms of the theory. This explana-
tion enables determination for germanium of certain basic quantities
in recombination theory, viz., the position in the forbidden band of
the recombination site (E¢ — E, =0.23 ev), and the capture cross sec-
tion of the site for hole and electron capture (¢,=1.0 X107 c¢m?,
and ¢,~~4 X 107" cm?).

INTRODUCTION

HE electrical properties of semiconducting ma-

terials are extremely dependent upon disorder in

lattice structure. Nuclear bombardment of these
materials greatly increases this disorder through the
creation of Frenkel defects, i.c., regions in which atoms
have been knocked from their sites in the lattice and
placed in interstitial positions. Such defects produce
cenergy levels in the forbidden band of a semiconductor
and thus cause changes in the electrical propertics.
James and Lark-Horovitz! have proposed a model for

* Original manuscript received by the IRE, March 14, 1958, I'he
work described was carried out wnder a subcontract with Boeing
Airplane Co., sponsored by the Air Force under Prime Contract No.
AF-33 (600)-35050.

1 Res. Div., Philco Corp., Philadelphia, DPa.

P H. M. James and K. Lark-Horovitz, “Localized electronic states
in bombarded semiconductors,” Z. Physik Chem., vol. 198, nos. 1-4,
pp. 107-126; 1956,

the encrgy levels associated with Frenkel defects that
provides a qualitative, and to some extent a quantita-
tive, explanation of the observed changes in germanium
and silicon as a result of hombardment. This model
predicts that the interstitial atom will act as a donor,
and the vacancy as an acceptor. It predicts further
that for semiconductors with high dielectric constants,
such as germanium and silicon, there will occur in the
forbidden band two levels (viz., the first and secondl
ionization potentials) corresponding to the interstitial
atom, and also two levels corresponding to the vacancy.
When I'renkel defects are formed, the electrons do-
nated by the interstitial atom are redistributed amongy
the states of lower energy, so that the interstitial may
be single or even doubly ionized. Correspondingly, the
vacancy may have one or two clectrons in it.

Cleland®** and co-workers at Oak Ridge National
Laboratories have attempted to explain  radiation-
induced changes in the majority-carrier properties of
n and p-type germanium in terms of the James-Lark-
Horovitz model. Agreement between the theory and
these experiments was good at room temperatures; all
four levels were located and identified. The results of
these experiments show that the interstitial atom intro-
duces one level approximately' 0.2 ev below the conduc-
tion band and one level 0.18 ev above the valence band,

? )WL Clelund, ). H. Crawford, and J. C. Pigg, “Fast-neutron
bombardment of n-type Ge," Phys. Rer., vol. 98, pp. 1742-1750; Junc
1955.

3 J. W. Cleland, ]. H. Crawford, and 1. C. Pigg, “Fast neutron
bombardment of p-type germanium,” Phys. Rev., vol. 99, pp. 1170
1181; August, 19585,
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while the two levels due to the vacancy lie 0.066 ev and
() ev above the valence band (see Fig. 1). The conduc-
tivity behavior of # and p-type germanium under neu-

{ron bombardment can be successfully explained in
terms of this distribution of energy levels.

CONDUCTION BAND

S L

FORBIDDEN BAND
-o—w

> INTERSTITIAL

VACANCY {'O‘
o=

SO\

VALENCE BAND

Fig. 1—lLevel diagram for Frenkel defect in germanium.

In addition to changing majority-carrier properties,
nuclear bombardment would also be expected to affect
minority-carrier properties of semiconductors, since the
lattice disorder may act as a recombination center.
Many investigators'® have shown that bombardment
does affect minority-carrier lifetime drastically. The
cffect of nuclear irradiation upon minority-carrier life-
time in bars of » and p-type germanium has been de-
termined quantitatively by Curtis et al.%7 Radiation
introduces recombination sites at a linear rate, so that
the induced lifetime is inversely proportional to radi-
ation dose. A dependence of this induced lifetime upon
initial carrier concentration was observed by Curtis and
was explained in terms of the Hall® and Shockley-
Read? model for minority-carrier recombination. A
unique determination of the position of the recombina-
tion site in the forbidden band was not possible solely

£ C. D. Florida, F. R. Holt, and J. L. Stephen, “Irradiation of
transistors,” Nature, vol. 173, pp. 397-398; February, 1954.

5\V. L. Brown, R. C. Fletcher, and K. A. Wright, “Traps pro-
duced by electron bombardment of germanium at low temperature,”
Phys. Rev., vol. 96, p. 834; November, 1954.

6 0. L. Curtis, et al., “Effect of irradiation on the hole lifetime of
n-tsype germanium,” J. Appl. Phys., vol. 28, pp. 1161-1165; October,
1957.

7°0. L. Curtis, Jr., and J. W. Cleland, Annual Meeting of the
American Physical Society, New York, N. Y.; January 29-February
1, 1958.

8 R. N. [lall, “Electron-hole recombination in gcrmanium,” Phys.
Rew., vol. 87, p. 387; July, 1952.

9 \V. Shockley and \W. T. Read, “Statistics of the recombinations
of holes and electrons,” Phys. Rev., vol. 87, pp. 835-842; September,
1952,
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on the basis of Curtis’ work, but by assuming that the
assignment of levels given by Cleland was correct and
that therefore the important recombination site would
be the level corresponding to the first ionization poten-
tial of the interstitial, Curtis was able to show that E,
the position of the level, is 0.23 ev below the conduction
band.

Knowledge of the bulk properties of irradiated semi-
conductors permits the changes in parameters of transis-
tors subjected to bombardment to be deduced, if the
relationships between transistor parameters and bulk
properties of the constituent semiconductors are known.
Loferski,!® using Webster’s!! equation for the grounded-
emitter current gain of a transistor, has shown that Al/8
should be directly proportional to neutron dose, due
to lifetime degradation in the base region. This de-
crease in B is also inversely proportional to the square
of the electrical base width: thus, for a given radiation
flux level, the thinner the base, the smaller the change
in 8. Loferski also reported that observed changes in sur-
face-recombination velocity of transistors upon neutron
bombardment were transient, and did not contribute
appreciably to permanent damage.

The work of these investigators has provided a basis
for the present detailed experimental analysis of the
effects of fast neutrons on transistors; this analysis is
presented in the following sections.

DESCRIPTION OF EXPERIMENT
Radiation Sources

The radiation sources employed in this study were a
cvclotron, a nuclear reactor, and a critical assembly.
The 60-inch cyclotron at the University of Washington
in Seattle provided a high energy spectrum (peaking at
approximately 10 mev) by focusing 20-mev deuterons
on a beryllium target, which stripped the deuteron of a
proton and allowed the neutron to pass through. The
Materials Testing Reactor at Arco, Idaho, provided, in
addition to fast neutrons, a high thermal and epithermal
flux. The third radiation source, the “Godiva,” a critical
assembly at Los Alamos, N. M., provided a fission
spectrum.

The use of several neutron sources for these experi-
ments posed the problem of correlating dosimetry data;
expected cffects would depend upon the neutron spec-
trum employed, due to the following relationship.

The number of Frenkel defects
f the number of defects

The number of defects introduced per neutron as a
function of neutron energy increases from the threshold
for displacement (about 1 kev) until saturation (about

(E) X neutrons (E)dE.
neutron

10 [}, Loferski, “Analysis of the effect of nuclear radiation on
transistors,” J. Appl. Phys., vol. 29, pp. 35-40; January, 1958.

1AV, M. Webster, “On the variation of juuction-tmnsistor cur-
rent-amplification factor with emitter current,” PROC. IRE, vol. 42,
pp. 914-920; June, 1954.
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2-4 mev); N(E), the neutron spectrum, depends upon
the neutron source. Dosimetrv measurements for these
experiments were performed and correlated by members
of the Applied Physics Staff, Pilotless Aircraft Division,
Boeing Airplane Company, under the direction of Dr.
D. A. Hicks. Both neutron threshold detector foils and
transistor voltage punch-through dosimeters were used.
The results presented here are in terms of neutrons
above 4 kev in a “Godiva” spectrum. This spectrum was
chosen to fit the requirements of systems designers; it
can be related to other spectra by a multiplicative con-
stant. Neutron dose was measured in terms of neutrons
per square centimeter (nvt).

Measurements of Effect of Radiation on Transistors

Transistors provide a definite advantage over semi-
conductor bulk material for studying radiation effects
since they permit measurement of base lifetime in the
range from several hundred microseconds down to the
millimicrosecond range, whercas determination of life-
time by photoconductivity in bars of semiconductor
material is in general limited to the range greater than
1 microsecond.

One hundred and twenty transistors of 25 types were
cemployed in these experiments. The group included both
germanium and silicon transistors. The aim was to pro-
vide a range of bulk and device parameters as wide and
as representative as possible. Prior to irradiation, eclec-
trical and mechanical quantities essential to the ex-
pected analysis were measured; the quantities included

' =extrinsic base resistance
C.=collector capacitance
fmax =maximum frequency of oscillation
Vpp = punch-through voltage
Ic.o=collector saturation current
Vpe =emitter-diode-breakdown voltage
Ve =collector-diode-breakdown voltage
A.=area of the collector
A.=area of the emitter.

I

I

These quantities were remeasured after irradiation,
when possible. The dvnamic measurements consisted of
measuring grounded-emitter current gain for the 120
transistors as a function of fast neutron dose. Collector-
diode characteristics with the base open were taken for
29 germanium transistors.

After the dynamic measurements were completed,
the transistors were removed from their headers and
were etched and remeasured to detect surface effects, if
any. Germanium p-n-p graded-base transistors were
also probed to determine whether the high-resistivity
region around the collector junction had converted
from n to p-tvpe.

THEORY OF THE EFFECTS OF RADIATION uPON
TRANSISTORS
Lifetime Damage

In attempting to obtain an expression  for the
grounded-emitter current gain of transistors that have
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been permanently damaged by fast neutron irradiation,
we shall revise the equation for grounded-emitter
current gain by adapting Shockley-Read statistics to
the bulk-recombination process. Further, we shall
assume that at low neutron doses the only semicondue-
tor parameter affected by the radiation is bulk lifetime
in the base region. Experimental results indicate that
the effect of radiation upon surface properties is pri-
marily transient; therefore, in considering permanent
damage, surface-recombination velocity can be neg-
lected.

The following expressions from Shockley-Read statis-
tics are necessary in this analysis.

o p (1+cp)

U = = - 1
dt o (1 4 ap) )
(po+ p1) (no + ny)
To = Tpo Tpy 5 (2)
(1o 4+ po) (no + po)
a
Te = Tuo + Tpo = 70 — 3)
c
a (1 4+ R)(”oﬂ:*‘_?"_)__ @)
¢t + R(po + py)
R=" o GV troe 1.3 22 . (3
Tpo Cu-\vt UTnCcn a,

Here:

U =recombination rate
p =added hole concentration
no, po=initial clectron and hole concentration
71, pr=clectron and hole concentration when Fermi
level falls at trap level
To=low-level lifetime
7o, Tpo=lifetime of electrons and holes injected into
highly p and n-type material, respectively
7. =high-level lifetime
@, c=constants of recombination process
R =ratio of capture probability
C., C,=capture probability of electrons and holes
Urs, Urp =average thermal velocity of electrons and holes
Teny Ocp=Capture cross section of recombination site for
electrons and holes
N.=density of recombination sites.

Webster's!'" expression for grounded-emitter cur-
rent gain is

g = SWA. ) +[o,,u' L1 (W)?:|(1+2) ©
b= D1, ¥ aele 2 \L, ‘

Here the first term describes surface recombination.
The second term clescribes injection efficiency and vol-

2 A, Rittmann, G. C. Messenger, R. A. Williams, and E. Zimmer-
man, “Microalloy transistor,” IRE TRANS. ON ELECTRON DEVICES,
vol. ED-5, pp. 49-51; April, 1958.

13 N. H. Fletcher, “Note on the variation of junction transistor
current amplification factor with emitter current,” Proc. IRE, vol.
44, pp. 1475-1476; October, 1956,
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ume recombination. The factor (1+42Z) multiplying
1172 'L,> treats bulk recombination as a bimolecular
process. Applying the Shockley-Read statistics to de-
scribe the variation of lifetime with injection level and
combining the effects of injection efficiency and surface
recombination into a single term, 1/8s, we get

2

I
= 1/Bs h(Z 7
1/8 = 1/8 + o5 i(Z) (M

70

WZ)=II(Z)g(Z)

C 4
e
2a a

nZz) =

¢(Z)=(1+2)/(1+22)
Wi

BeE———c 8)
gDy Aeno (

Here 1V is base width, D, is hole-diffusion constant, I.
is emitter current, and 4, is emitter arca. The function
h(Z), which combines the current dependence of D, and
0, is such that for injection levels of interest,

1 Z 2a
-
2 6 c

hZzZ) = , ol
For (aZ/c)>1, the high-level case, the expression is
¢
”(Z) = — (10)
4a

The variation of #(Z) is shown in Fig. 2.
Utilizing the expression for the current-gain fre-
quency cutoff,

) 1.22D, a1
S { (6 )
Eq. (5) may be written
0.2
1/8=1/80+ - h(Z). (12)
JeaTo

Assuming that lifetime degrades with flux according
to

(13)

where 7; is the value of lifetime before any irradiation,
then

0.2/1 ¢
18=1/8.4+ ( +~i>l:(l). (1
f.-,. T ]\
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C>2a

H(Z) C =2a

C<2a

Z

Fig. 2 Variation of 2(Z) with Z for various values of
the ratio, c/a.

This is the basic equation which explains the depend-
ence of current gain on both flux and injection level.
Two useful relations for obtaining the ratio a ¢ can be
deduced from this equation if we assume a linear ap-
proximation to h(Z)

91/8  o1/8
al, Al ly—o

+ 0.2(1 i d>> 1 92 (1 2a> (15)
- — 1 - — 5
fea \7, K/ 6 al. c

91/ ) 91/Bu 1 a7 (1 241)
agal., 0 3 al. '

(16)

¢

Iere 1/By is the value of 1/8 at zero emitter current, if
the dependence of surface effects upon emitter current
is neglected.

By combining (3), (5), and (13), a relation between
damage constant, K, and the statistics of the recombi-
nation process is obtained.

e o OREARSR SRS Lo (a7
Gt 4 p0) oN,
n WP pTep ——
] f) T 1 a¢

Resistivity Damage

At relatively high flux levels, the change in effective
donor density of the semiconductor material 1s given by

Np = Npo -+ Ko (18)

where K, is the rate of change of donor concentration
with neutron dose.
The punch-through voltage of a transistor is defined

by

IV2q.‘YD
Vpr=-———=CNp
2e¢

(19)

where ¢ is the dielectric constant and Np is the donor
densitv. Combining (18) and (19) provides (20) for the
punch-through voltage as a function of flux, which can
be used to experimentally determine K.

X
pr V,,T,,<1+ ,’d’). (20)
\ Du
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Fig. 3—Plot of 1/8 vs I. at different neutron doses for a
typical germanium transistor,

GENERAL RESULTS
Lifetime-Damage Constant

It was found experimentally for all the transistors
tested that 1/8, increases linearly with accumulated
neutron dose according to (14). Fig. 3 shows curves for
a typical germanium transistor which indirectly verify
(13). It was also found that the quantity K, the life-
time-damage constant, as expected, was a function of
base type, and semiconductor type, as indicated by (17).
No conclusions could be reached about the dependence
of K upon basc resistivity, however, since the spread in
hase resistivity in available transistors is slight, and any
such dependence would be masked by experimental er-
ror. Since a large percentage of commercially available
transistors have a resistivity close to 2 ohm-cm, it is a
useful oversimplification to determine average values of
K for p and n-base silicon and germanium; these values

TABLE 1

CONSTANTS OF THE RECOMBINATION I’ROCESS 1N IRRADIATED
GERMANIUM AND SILICON

K (nvt-upsec) ‘ E¢—~E,

ap{cm?) a.(cm?) l IN/0¢

1.0X1071% | ~4 X101

nGe [5.042.0X101] 0.23 v 3
pGe [2.44£0.4X10%] 0.23ev [ 1.0X1075 | ~dX10-5 | 3
aSi | 2.8+0.8X10¢ = — =
pSi|3.2E1.1X10% — = = —

are listed in Table 1. In addition, because of the different
relative positions of trap levels and of the Fermi level
in silicon, its K is not expected to vary with resistivity,

The first and most obvious comment is to note that
K for germanium is an order of magnitude higher than

PROCEEDINGS OF TIIE IRE

June

K for silicon. K is higher in n-type germanium than in
p-type germanium of comparable resistivity, which is
consistent with theoretical expectations on the basis of
(15), provided R is close to 1. [t is also noted that this
higher value of K in n-type germanium does not agree
with Loferski’s assumption.

Damage constants for germanium p-n-p graded-base
units averaged 0.5 X 10!® nvt-usec. Preliminary calcula-
tions indicate that the expected increase in K (because
of the built-in field) is more than offset by the expected
decrease in K (because the average resistivity is much
lower than the 2 ohm-cm characteristic of homogenecous-
base units). Since K in silicon is probably not a function
of resistivity, some improvement in K is expected from
a built-in field. Preliminary experimental results indicate
that this is probably true.

Characteristics of the Recombination Site in Germanium

It has been shown that, of the four levels introduced
into the forbidden band of germanium by bombard-
ment, the recombination processes should be controlled
by the level corresponding to the first ionization poten-
tial of an interstitial atom.5 This level is known to lie
above midband so that

% = (14 R0t + po)/no+ m+ Rpo. (21

Using (21) for a/c, we see that it is possible to deter-
mine #; and therefore E,, the position of the level, by
two methods. The first consists of determining a/c for
both 7 and p-base germanium transistors for neutron
doses so small that conductivity changes can be neg-
lected. This will furnish two sets of equations in two
unknowns, #; and R, and therefore will allow us to
evaluate both these quantities. Such an analysis was
performed using germanium transistors, and the results
show that

E; = 0.23 + 0.02 ev below the conduction band. (22)

Although the determination of R from this equation is
considerably less accurate, its most probable value is
0.3. The values given by Cleland and Curtis for E, are
0.20 and 0.23 ev, respectively, while Curtis estimates R
to be in the neighborhood of 1.0.

The second method of determining E, consisted of
irradiating transistors to very high fluxes, so that con-
ductivity begins to change. The contribution to
(81/B)/31, due to conductivity modulation by emitter
current is independent of base resistivity, so that (15) is
valid even at flux levels high enough to change base
resistivity. Applying (15) and (21) to p-base germanium
transistors, it should be possible to make the quantity
(87/B8)/31, go negative for high-neutron doses since Po
increases with flux. Such an effect was actually pro-
duced on one n-p-n transistor which we were able to
irradiate to the high level necessary. The resultant
family of curves shows the slope going through zero
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Fig. +—Plot of 1/8 vs I, at different flux levels for a germanium
n-p-n transistor that exhibited slope becoming negative.

(IFig. 4). Since h(Z) levels off relatively carly for
1/2<a/c<1, it cannot be determined which curve
corresponds to which value of a/c. However, if we as-
sume that the observed case of zero slope corresponds
to a/c=1, we need make no assumption about the mag-
nitude of R. Therefore, at this value of radiation dose,

a1 al
6]¢ 6[0 ¢=0 C
therefore,
dpo
= po = Po |¢=o + ¢. (24)

d¢

The value of dpo/d¢ is taken as 1.5/ce/nvt from
Cleland’s'* data,? so that E, is 0.2 ev below the conduc-
tion band.® Recent Russian experiments'® have also
shown that it is possible to achieve a value of 1 for a/c
in a p-n junction by varying the resistivity of the
sample.

The lifetime-damage constant is related to the bulk
properties of the germanium by (17). dN,/d¢ can be
determined from measurements of the initial rate at
which the majority-carrier concentration changes in
moderate-to-low resistivity z-type germanium. For
such material, two electrons are removed for each
Frenkel defect, so that by obtaining dNpn/d¢ we can

1 Cleland's value is actually 0,75/cc/nvt. Comparison of our ex-
perimental values for dNp/d¢ on n-base germanium with Cleland’s
experimental values for dNp/d¢ on n-base germanium disclosed a
factor of two discrepancy. This was attributed to a difference in
dosimetry, so that the value of 0.75/cc/nvt was multiplied by two to
correct for this difference.

15 The value for m. used in this calculation is that m.=0.51 m,
given by B. Lax, H. J. Zeiger, R. N. Dexter, and E. S. Rosenblum,
“Directional properties of the cyclotron resonance in germanium,”
Phys. Rev., vol. 93, pp. 1418-1420; March, 1954.

6 M. I. Iglitsyn, Y. A. Kontsevoy, and A. 1. Sidorov, “The life-
time of non-equilibrium charge-carriers in germanium at arbitrary
injection levels,” J. Tech. Phys. (U.S.S.R), vol. 27, pp. 2461-2468;
November, 1957,
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obtain N,/8¢. G. L. Keister!” of Boeing Airplane Com-
pany has performed experiments on transistor voltage
punch-through dosimeters using the same spectra cm-
ploved in these experiments, and his results, based on
(20), show that

N,

-— = 3/cc/nvt.
d¢

Using this figure and the value obtained above for i,
we can determine o, (which is the capture cross section
of the recombination site for holes) from experimentally
determined values for K using (18). o, was computed,
and the value obtained was

(25

o, = 1.0 X 107% cm? (26)

., could not be determined accurately due to the occur-
rence of R in the equation. However, since

37

R=1 Q27

Tn

and since R was in the neighborhood of 0.3, o, is prob-
ably about 4 X 107! cm?,

Surface-Recombination Velocity (s)

As has been stated, the primary effect of irradiation
upon the surface of a transistor is a transient one. How-
ever, the permanent effects can also be studied, and two
different methods were used to do this. The first consists
of plotting 1/ vs nvt for some thin-base transistors.
For such units, a large flux was required to produce 8
degradation due to lifetime damage, so that variations
in 1/Br at lower fluxes could be attributed to surface-
recombination velocity. Several high-frequency p-n-p
germanium transistors exhibited variations in 1/Bar
which show that s varies with flux as shown in Fig. 5.
Other experimenters'® have reported an increase in 3
at low-flux levels, followed by degradation due to life-
time damage. This result indicates that it may be pos-
sible to obtain very low values of s by using radiation
techniques.

The other technique used to determine effects of
irradiation on s consisted of removing the transistors
from their cases after they had been bombarded, etching
them, and remeasuring their grounded emitter charac-
teristics. If the latter had improved appreciably, the
damage could be attributed to surfaces. No such effect
was noticed. Silicon transistors showed no change in
characteristics at all. Changes brought about in ger-
manium were approximately equal to those produced
in unexposed units used as controls to check the etch.

These results indicate that, aside from an interesting
effect at low values of flux, the effect of irradiation upon

17 Unpublished data.

18 B. Reich and G. E. Pavlik, “A survey of the nuclear radiation
effects on semiconductor materials,” AGET News Bull., vol. 1, pp.
8-17; July, 1957.
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fast neutron dose for a germaniinm p-n-p transistor,

surface-recombination velocity of transistors is small
compared to bulk lifetime effects.

Resistivity Conversion in P-N-P Graded-Base Germanium
Units

Since the collector-saturation current of p-n-p ger-
manium graded-base transistors increased so markedly,
and since some transistors actually appeared to have
shorted from collector to emitter, it was decided to de-
termine whether or not conversion of n-type germanium
to p-type had occurred near the collector junction.
Several of the units were removed from their cases, and
a thermoelectric probe was placed on the collector side
of the wafer. The base lead of the transistor was used as
the reference point.

On two 2N247 transistors, there were definite indi-
cations that conversion had occurred; one L.-5405
transistor exhibited slight p-type behavior on the base
wafer near the collector dot, but the thermoelectric cur-
rent was rather small, so that no final conclusion could
be made in this case. These indications were reproduci-
ble, whether a hot or a cold probe was used. Quantitative
measurements of the removal rate were difficult to
obtain from these units since the initial carrier concen-
tration was not known. However, if we assume that
no<7X10"% corresponding to p> 20 ohm-cm under the
collector, and if the average value of dNp/dN,is —0.5,
then the neutron dose to which these units were sub-
jected would have been sufficient to cause conversion.

Collector-Saturation Current

The collector-saturation current, /.y, was not obtained
directly as a function of neutron dose, but its hehavior
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can be inferred from the observed dependence on neu-
tron dose of collector-saturation current measured with
the base lead open. This latter quantity is proportional
to the product 81, and it was roughly constant over a
range of neutron dosage for homogeneous-base ger-
manium units. Therefore, it can be concluded that 1.,
increases as 8 decreases with flux, so that the product is
constant. This is to be expected from the dependence of
/co on semiconductor bulk parameters.

Discussio~n

By combining the Shocklev-Read statistics and
transistor-design equations, constants have been de-
rived which describe the damage mechanism for ger-
manium and which agree very well with results ob-
tained by other workers using other methods. Con-
stants for silicon are being derived by a similar method.
However, if, as expected, the recombination process is
more complicated in silicon, additional information,
such as data on the dependence of radiation-induced
lifetime upon temperature, mav be needed.

CoNcCLUSIONS

By modifying Webster's equation for grounded-
emitter current gain through the application of Shock-
ley-Read statistics to the lifetime term, we have derived
the dependence of current gain in transistors on injec-
tion level and radiation level. Transistor measurements
interpreted in terms of this theory gave values of 0.23
ev for E,, 1.0X10-% ¢m? for o, and 4 X10-% cm? for o,,.
The dependence of current gain on the injection and
radiation levels describes quantitatively the variation in
transistor parameters with flux level. The surface dam-
age was negligible compared to bulk damage except for
an interesting decrease in surface-recombination velocity
at relatively low flux levels.

Preliminary experiments on germanium indicate that
the lifetime-damage constant is smaller for graded-
base units than for homogencous-base units. The high-
resistivity material beneath the collector is quite likely
to convert at flux levels lower than those which cause B
degradation.
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Irradiation of P-/V Junctions with Gamma Rays:
A Method for Measuring Diffusion Lengths®

R. GREMMELMAIERY

Summary—The photovoltaic effect in p-n junctions can be used
to measure the diffusion lengths of minority carriers in a semicon-
ductor. The short-circuit current in an irradiated p-n junction is
I,=egL, where e is the electron charge, g the generation rate (num-
ber of electron-hole pairs per unit volume and unit time generated
by the radiation),and L a quantity which equals the diffusion length
if the position of the p-n junction is suitably chosen. If g is known,
the diffusion length can be calculated from the short-circuit cur-
rent. The generation rate can easily be calculated if the junction is
irradiated by v rays from a Co®® source. The method will be de-
scribed more closely in this paper. Diffusion lengths were measured
in Si, GaAs, and InP containing a p-n junction. In GaAs diffusion
lengths up to 8 u were measured, and up to 130 ¢ in InP.

1. INTRODUCTION
THERE are a number of methods which can be

employed to measure the lifetime or diffusion

length of the minority carriersin a semiconductor.
Of special interest for the production of rectifiers and
transistors are those methods which allow one to meas-
ure the lifetime in specimens containing, for example, an
alloyed or diffused p-n junction, because the lifetime
depends not only on the nature of the raw material, but
also on any further treatment of the material. One
method suitable for this purpose is that of directly ob-
serving the decay with time of the density of injected
minority carriers.! However, this method can only be
employed with difficulty if the lifetime is very short and
if, in addition, numerous traps are present as is the case
in GaAs, for example. In this case another method,
which is based on the photovoltaic effect in p-n junc-
tions, can be used.

In the case of the photovoltaic effect, the short-circuit
current through the junction is carried by the current
carriers which can reach the p-n junction by means of
diffusion. These are on the average the carriers gen-
erated within a diffusion length on each side of the p-n
junction.? Therefore, if the generation rate g is known,
the diffusion lengths can be calculated from the short-
circuit current. The calculation can be easily made if g
is constant. This is the case with radiation which is
weakly absorbed in the semiconductor, e.g., with very
fast electrons or vy rays. The monoenergetic y rays of a
radioactive isotope are very suitable for the investiga-

* Original manuscript received by the IRE, March 3, 1958.

t Research Lab., Siemens-Schuckertwerke, Erlangen, Germany.

'S, R. Lederhandler and L. G. Giacoletto, “Measurement of
minority carrier lifetime and surface effects in junction devices,”
Proc. IRE, vol. 43, pp. 477-483; April, 1955.

2 R. L. Cummerow, “Photovoltaic effect in p-n junctions,” Phys.
Kew., vol. 95, pp. 16-21; July 1, 1954,

tion; especially favorable is the radiation of Co®. The
~-ray source can be easily handled; activities in the
order of 1 curie or less are sufficient for the measure-
ments. The intensities can be calculated from the dis-
tance between source and junction. The absorption co-
cfficients for v rays of this energy range are well known,
so that the generation rate can be calculated. This
method will be described in more detail in the following.?

II. RELATION BETWEEN DIFFUSION LENGTH
AND SHORT-CIRCUITED CURRENT

The photovoltaic effect in p-n junctions has already
been dealt with by various authors.>* The following dis-
cussion is based on the model schematically illustrated
in Fig. 1. There a p-n junction is shown in a crystal, the
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Fig. 1—Model of a p-n junction.
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thickness of which should be small compared with the
mean free path of the vy rays. Let the width of the
space-charge region be W, and the distance of the junc-
tion from the electrodes (being assumed to make an
ohmic contact) d, and d,. L, and L, are the diffusion
lengths of the electrons in the p region and of the holes
in the # region, respectively. The generation rate should
be constant in the whole range. (The calculation of g
will be carried through in the next section).

If the diffusion lengths are large compared with the
width W of the space-charge region, the short-circuit
current per unit area is given by*

1 R. Gremmehnaier, Phys. Verhandlungen, vol. 7, pp. 196; 1957,
+ R, Wiesner, “Hableiterprobleme 11I,” Friedr. Vieweg & Sohn,
Braunschweig, pp. 59~74; 1956.
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@ = eg(Li + L), (1)

In (1) Li=ayl,, where o is a function of d,/L,. Cor-
respondingly, L. =aul.,, where as is a function of d, L,
Of practical interest are the following two cases:

1) d,>L, and d,>>1.,, ie., the electrodes are many
diffusion lengths away from the p-z junction. In this case
li=L,and L.=1,, i.e.,

i = eg(L, + L,). (1a)

Only the sum of the diffusion lengths is obtained by
measuring the short-circuit current. If, however, the
mobility ratio is great (as, for example, in GaAs) and
the lifetimes in the # and p regions are comparable, one
term will predominate. Then one obtains approximately
the diffusion length of the carriers with the higher mo-
bility, and from this one can calculate the lifetime.

2) The junction is situated close to the one electrode,
while the other electrode is several diffusion lengths
away, t.e.,

dy <L Ly, dpy L Lp,dy>> L, or d, K L, d, L Ly, d,> L,.
Then

i = egl, or i = egl,. (1b)

In this way one diffusion length is obtained directly
from the measurement. This result can be easily ob-
tained with alloyed and diffused p-n junctions if the
diffusion length is not too small. Conditions are even
more favorable if the measurements can be made on a
surface-barrier layer. Then one diffusion length only is
obtained from the short-circuit current even if this dif-
fusion length is very small.

The lower limit for the application of this method is
reached when the diffusion lengths become comparable
with the width 1V of the space-charge region. All the
minority carriers gencrated by the irradiation in the
space-charge region are drawn by the inner electric field
of this region into the neighboring region before they
can recombine. Consequently, the more exact equation
for the short-circuit current is

i = eg(L,+ L, + W). (2)

If the diffusion lengths are verv small, i =~egllV. Here
it is possible to determine the width of the space-charge
region from a capacity measurement and then to cal-
culate the diffusion length from the short-circuit cur-
rent. The accuracy of this method will, however, no
longer be good for L<W. If 1V is of the order of some
tenths of a micron, it will still be possible to measure
diffusion lengths of 1 x with sufficient accuracy.

In some cases it is easier to measure the open-circuit
voltage than the short-circuit current. Since, with small
radiation intensitics, the open-circuit voltage is pro-
portional to the short-circuit current (for voltages under
o kT/¢), the diffusion length can be casily determined
from the open-circuit voltage too. It is only required to
determine, in addition, the zero-voltage junction resist-
ance Ry of the p-u junction from the volt ampere char-
acteristic without irradiation.
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Fig. 2—Total absorption coefficient of v rays in InP, Ge (GaAs), Si
and Pb asa function of the energy of the v rays.

1. CALCULATION OF THE GENERATION RATE

v rays exhibit an exponential absorption in matter.
The number N, of the ¥ quanta in a homogenous ma-
terial decreases exponentially with the distance of
penetration x, 7.e.,

Ny(x) = N,(0) exp (— Xx). (3)

The total absorption coctficient & is composed addi-
tively of the absorption coefficient of the three absorp-
tion processes: 1) photoelectric effect (%), 2) Compton
effect (X.), and 3) pair production (x,)5::

X = Jcph + X+ JC;» ('l')

Iig. 2 shows the total absorption coefficient for 0%
rays in InP, GaAs (Ge), and Si and, for comparison, in
Pb as a function of the energy of the v rays from 0.1 to
10 mev.?

During the decay of a Co®® atom, one ¥ quantum of
1.17 mev and one of 1.33 mev are emitted. In this
energy range the absorption in Si, Ge, GaAs, and InD
takes place almost exclusively by Compton effect. The
two other processes can be practically ignored. (The
photoelectric effect is still most strongly observed in
InP. However, ®,, amounts only to approximately 5
per cent of X..) This makes calculation of the generation
rate considerably easier.

In Fig. 2 it can be seen that the absorption coefficient
in the relevant energy range of the Co® radiation is less

5 W. Heitler, “The Quantum Theory of Radiation,” Oxford Uni-
versity Press, New York, N. Y.; 1044,

® E. G. Segre, “Experimental Nuclear Physics,” John Wiley and
Sons, Inc., New York, N. Y.; 1953.

" Calculated according to Landolt-Bornstein, “Physikalische-
Chemische Tabellen,” Springer-Verlag, Berlin, vol. 1; 1952, See, pt.
S5, pp..351-360.



1958

than 1 cm~! for all semiconductors examined, .e., the
mean free path of the y rays is a few centimeters long.
Over the range of a few millimeters—this is large com-
pared with the diffusion length—the absorption in the
semiconductor can therefore be regarded with sufficient
accuracy as constant. Consequently, JdN,=N,X/
v quanta per unit time are absorbed in a layer of thickness
L, where N, is the number of quanta per unit time inci-
dent on the layer.

Fig. 3 illustrates further the processes connected with
the absorption. (In the following we restrict ourselves
to a discussion of the Compton effect which is alone im-
portant for calculating the gencration rate.) For each
v quantum absorbed, one Compton electron is obtained
which is preferentially emitted in the forward direction
at a v energy of 1.2-1.3 mev. The energy distribution
and distribution in angle of the Compton electrons are
schematically represented in Fig. 3 (the length of the
arrows should be taken as a measure of the energy of
the electrons emitted in this direction). The Compton
clectrons produce electron-hole pairs along their path
and, on an average, E./e pairs are obtained if E, is the
average energy of a Compton electron and e the average
energy required to produce one clectron-hole pair.

One further point should be noted here. In order to
calculate the diffusion length from the short-circuit cur-
rent, it is necessary to know the generation rate g within
a volume on both sides of the p-1 junction which is,
roughly speaking, limited by the diffusion lengths
(shaded part in Fig. 3). The range of the Compton elec-
trons now lies in the order of 1 mm, 7.c., it is generally
much greater than the diffusion length. Consequently,
the Compton electrons produced within this shaded
part lose only a fraction of their energy in this volume.
Therefore, they do not generate E./e clectron-hole pairs
there but considerably fewer. The calculation is easily
carried through if the distance of the shaded part from
the surface is greater than the maximum range of the
Compton clectrons. Then the same number of electrons
enter this region as leave it and the number of elecron-
hole pairs produced therein per unit time is equal to the
number of Compton electrons produced in this region,
multiplied by the number of electron-hole pairs gen-
erated on an average by one Compton electron. It is
assumed that the lateral dimension of the p-» junction
is very large compared with the range of the Compton
electrons. So the electrons leaving the region at the edge
and the electrons entering the region from the edge can
be neglected. Thus the generation rate is given by

g= VX (3
€
and the short-circuit current
Iy = eN,X — L. (0)
€

N, is the number of y-quanta incident per unit arca
and unit time. It can be determined from the activity of
the y-ray source and the distance. For the Compton cf-
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Fig. 3—Schematic representation of the absorption

of v rays by Compton effect.
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Fig. 4—lrradiation of a p-n junction by yrays:(a) p-n junction near
the irradiated surface. (b) p-n junction on the reverse side of the
crystal.

fect, 3 =0.13 cm~! in silicon, £ =0.27 cm~! in gallium
arsenide and germanium, and % =0.24 cm~! in indium
phosphide. The average energy of the Compton elec-
trons is 0.59 mev,’ and the average energy required to
produce one electron-hole pair in silicon is €=3.6 ev:®
no great error will be made by taking e=4 ev for GaAs
and InP.?

Since, in most practical measurements, the p-n junc-
tion lies very near the one surface or electrode (cf. Sec-
tion 11), we must discuss how the generation rate g is
modified by this. Two cases should be considered: 1) the
p-n junction lies on the side of the crystal on which
the irradiation is incident |Fig. 4 (a)], 2) the p-n junc-
tion lies on the reverse side of the crystal [Fig. 4 (b)].
In both cases the thickness of the semiconductor crystal
should be large compared with the range of the Compton
electrons.

The generation rate can be determined in both cases
from (5) if a slice of the same material is placed in front
of or behind the crystal (1 or 2 in Fig. 4), and if the

» K. G. McKay and K. B. McAfee, “Electron multiplication in
silicon and germanium,” Plrys. Rev., vol. 91, pp. 1079-1084; Septem-
ber 1, 1953.

9 Based on measurement made by 1. Plister, “Electron irradia-
l]i(());l70f p-n junctions,” Z. Naturforschg, vol. 12a, pp. 217-222; March.

e in GaAs has a highest value of 6.3 ev. However, this value is
surely too high.
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thickness of this slice is greater than the range of the
Compton electrons.

In case 1), it makes little differenceif slice 1 is replaced
by a piece of another material: the range of clectrons in
matter is inversely proportional to the density of the
material.' If the density of slice 1 is greater, the range
of the Compton clectrons in this layer is consequently:
smaller. On the other hand, the absorption coefficient
for the Compton effect is proportional to p(z/A4)
(p=density, z=atomic number, 4 =atomic weight).’
So with a greater density, correspondingly more Comyp-
ton electrons per unit volume are produced. T"he number
of Compton electrons incident on the surface of the
semiconductor crystal therefore remains almost un-
changed. There is only a slight dependence on z/4.
When the atomic number increases, the number of
Compton electrons decreases slightly. With a very great
atomic number (with Au, Pb, efc.), the number of the
incident electrons once more increases since photoelec-
trons as well as Compton clectrons are now produced
in the layer.

In case 2), the backscattering of the electrons enter-
ing slice 2 from the semiconductor becomes notice-
able.” The percentage of hackscattered electrons in-
creases with the atomic number. 1f the atomic number
of slice 2 is considerably greater than the atomic number
of the semiconductor, the short-circuit current is ex-
pected to be higher than in the case where the atomic
numbers are the same.

Measurement on silicon p-n junctions with slices of
aluminum, brass, indium, and lead gave the following
result. With an arrangement according to Fig. 4(a) and
the same y-ray density, the short-circuit current meaus-
ured changes qualitatively in the manner discussed
above. The subsequent increase for higher atomic num-
bers is slight. When using lead, the short-circuit current
lies somewhat below the short-circuit current when
aluminum is used. In all, the short-circuit current
changes only by 10-12 per cent.

Investigations with GaAs p-n junctions gave a similar
behavior of the short-circuit current as function of the
atomic number. Here the short-circuit current is
changed by a total of 20-22 per cent. This can be ex-
plained by the fact that, with small diffusion lengths,
the electrons striking the semiconductor from outside
contribute relatively more to the short-circuit current
than is the case with large diffusion lengths. The diffu-
sion length in GaAs is only a few microns, compared
with 100-400 u in the silicon measured.

Measurements of silicon p-» junction in an arrange-
ment according to Fig. 4(b) showed a steady rise in the
short-circuit current with the atomic number of the
material of slice 2. The changes in the short-circuit
current amounted to 30-40 per cent (from z=13 to
s =282).

The influence of the electrodes can be described in the
same manner. If the atomic number of the electrode

1 Landolt-Bornstein, op. cit., pp. 325-351.
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material deviates widely from the atomic number of the
semiconductor material, it is best to make the measure-
ments in an arrangement according to Fig. 4(a), that is,
with the p-n junction near the irradiated surface. The
error will then be within tolerable limits.

IV, EXPERIMENTAL ARRANGEMENT

I'rom (6) a short-circuit current of approximately
§X10712 4 /cm? is obtained with a diffusion length of 1u
and 107 vy quanta per cm®sec. One curic of Co® emits
2X3.7X10" quanta per sec. Consequently 107 quant
per cm®-sec are obtained in a distance of about 25 cm.
A cobalt source of this magnitude is adequate for most
measurements. The experimental arrangement is very
simple. All that is needed to measure the short-circuit
currents is a sensitive galvanometer or, still better, a
dc amplifier.

IFor the measurements described in Section \': a Cos
source of approximately 300 millicuries was used. The
samples were contained in a thin, light-tight aluminum
box. The distance between the y-ray source and the
samples could be varied between 10 cm and 100 cm.
The short-circuit current and, in some cases, also the
open-circuit voltage, were measured with a leeds and
Northrup de pga amplifier or de wv amplifier and a
series-connected Speedomax.

V. REsuLTs

Measurements were carried out on alloved and dif-
fused silicon p-n junctions" and on diffused GaAs and
InP p-n junctions. The alloyed silicon p-n junctions
were a few microns below the one electrode and the sili-
con slices were about 1.5 mm thick. Diffusion lengths of
the clectrons between 350 and 450 y were measured in
one group of p-n junctions. In a second group, which
had been manufactured by a different process, the diffu-
sion lengths of the electrons were between 130 and 170 M.
Both groups correspond to a series of rectifiers in which
Herlet has determined the diffusion length by another
method.?

For comparison, the lifetime in the group with the
smaller diffusion lengths was measured by the method
of Lederhandler and Giacoletto.! The deviations of
these lifetimes from the values determined by the meas-
urements of the short-circuit current amounted to a
maximum of 20 per cent.

In diffused silicon p-n junctions diffusion lengths of
the holes between 75 w and 110 i were measured. The P
material at the surface was approximately 1 u thick.

1 The author would like to express his thanks to Mr. Patalong
of the Pretzfeld Lab. of the Siemens-Schuckerwerke, and Dr. \Vies-
ner of the Halbleiterfabrik, Munchen of the Siemens, and Halske
AG for the silicon p-n junction put at his disposal.

2 A. Herlet, “Determination of the diffusion length I and the in-
version density #; from the forward characteristics of alloved silicon
area rectifiers,” Z. Angew Phys., vol. 9, pp. 155-158; April, 1957.
Herlet measured the diffusion length as a function of the concentra-
tion of injected carriers at high injection levels, whereas our method
gives the valuc of the diffusion length at very small deviations from
the equilibriuin density of the carriers.
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Contrary to the silicon p-n junctions, the p-n junc-
ions in GaAs and InP were situated more in the interior
of the material. In each case only the sum of the diffu-
sion lengths could be obtained from the short-circuit
current. Because of the great mobility ratio, it is, how-
ever, possible to equate the sum of the diffusion lengths
approximately with the diffusion length of the electrons
without incurring too great an error. The maximum dil-
fusion lengths measured and the lifetimes determined
therefrom are summarized in Table I.

The accuracy of the measurements is determined by
the degree of accuracy by which the values in (5) are
known and by the magnitude of any disturbance due to
{he electrodes. F. and & are known with sufficient ac-
curacy. For e the possible deviation is 10 per cent in the
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TABLE 1
Lmu.\' Tmax
GaAs 8u 9% 10-? sec
Inl? 130 2% 1076 see

case of Si.® With GaAs and InP the deviation may be
greater. The error in determining N, is approximately
10 per cent (inaccuracy in the measurement of the
activity of the cobalt source). These errors in determin-
ing € and N, give a systematic deviation in the results.
irrors due to the influence of the electrodes and due to
unfavorable position of the p-n junction can be kept
small by using a careful experimental arrangement (cl.
Sections 11 and 111).

Formation of Junction Structures by
Solid-State Diffusion”

F. M. SMITST

Summary—The diffusion of group III and group V impurities
into germanium and silicon is reviewed. Observed and possible vari-
ations of the diffusion coefficient with concentration are discussed,
followed by a summary of the diffusion coefficients and of solutions
to the diffusion equation. Finally, methods for the evaluation of
diffused layers and diffusion techniques are described.

INTRODUCTION
r l QHE formation of p-type and n-type regions within

a single crystal of semiconductive material is the

basis for the fabrication of semiconductor de-
vices. This paper is concerned with the application of
solid-state diffusion techniques as a method of junction
preparation. Since most studies of solid-state diffusion
in semiconductors have been performed during the past
decade, only a few review articles cover the subject.!™®
So far, most published studies of impurity diffusion in

* Original manuscript received by the IRE, March 27, 1958.

t Bell Telephone Labs., Inc., Murray Hill, N. J.

'N. B. Hannay, “Recent Advances in Silicon” in “Progress in
Semiconductors,” Heywood and Co., London, Eng., vol. 1, p. 3;
1956.

2 G. C. Dacey and C. D. Thurmond, “P-N junctions in silicon
and germanium: principles, metallurgy, and applications,” Metal-
lurgical Rev., vol. 2, pp. 157--193; June, 1957.

3 C. S. Fuller, “Diffusion Techniques” in “Transistor Technol-
ogy,” D. Van Nostrand Co., Inc., New York, N. Y., vol. 3, ch. 37,
in press.

' H. Reiss and C. S. Fuller, “Diffusion and Precipitation in Ger-
manium and Silicon,” in “Semiconductors,” Reinhold Publishing
Corp., New York, N. Y., ch. 7, in preparation.

5 J. N. Hobstetter, “Equilibrium Diffusion and limperfections
in Semiconductors™ in “Progress in Metal Physics,” Pergamon Press,
t.1d., London, Eng., vol. 7, in preparation.

semiconductors have been concerned with diffusion in
germanium and silicon while the studies in other semi-
conductors, such as 111-V compounds, are still in carly
stages. In silicon and germanium, the elements of group
111 and group V are the common acceptor- and donor-
type impurities which are used in the preparation of
junction structures. This discussion is restricted there-
fore to the diffusion of these elements in silicon and
germaniuin.

The diffusion coefficient is the basic parameter in a
diffusion process and is discussed first. Then, solutions
to the diffusion equation are given which correspond to
configurations encountered in practical applications,
followed by a discussion of methods for the evaluation
of diffused layers. Finally, typical diffusion processes
are reviewed.

THEORY
Differential Equation of Diffusion

Diffusion processes generally are described in terms
of a diffusion coefficient D, which is the factor of pro-

s
portionality relating the flow density F ol diffusing

2
atoms with the concentration gradient VN of the atoms,

— —
F = — DVN. (1)

The negative sign expresses the fact that diffusion takes
place down the concentration gradient. This definition
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of the diffusion coefficient dates back to Fick (1855)¢
and the form of (1) can be justified by more funda-
mental treatiments of the diffusion process.

In the general case, the diffusion coefficient is a tensor,
since the rate of diffusion can be anisotropic. However,
in a cubic lattice, Symmetry requires an isotropic rate
of diffusion and D in such cases must be a scalar. This
fact simplifies the treatment of diffusion processes in
silicon and germanium. Since we are generally interested
in plane parallel junction structures, we are able to re-
strict ourselves to the simplest case of diffusion flow in
one dimension.

Furthermore, we are mostly interested in single crys-
tal semiconductors, so that complications, such as grain
boundary diffusion, do not enter. The density of the
diffusing impurities generally is small enough that we
can neglect changes in dimensions which occur during
diffusion. Accordingly, we can use the crystal lattice as
a frame of reference.

The application of the continuity equation to (N
leads to what is known as Fick's Second Law:

oN 7] oV
= -(1) —) )
al dr\  Ix

Only, if the diffusion coefficient is a constant, (2) simpli-
fies to

oN lEAY
e e (3)
at dx?

Generally, the assumption of a constant D has been
made for the case of impurity diffusion in semiconduc-
tors and the diffused distributions are analyzed in terms
of solutions to (3). These solutions are readily available,
while solutions to (2) in most cases, require numerical
approximations. Before applying (3) to the diffusion of
group IIT and group V elements in silicon and ger-
manium, we wish therefore to examine the vahdity of
the assumption of g constant D,

Diffusion Coefficients

By general considerations, for an ideal solution the
diffusion coefficient can be shown to be related to the
microscopic mobility G (i.e., the velocity attained by
an atom under unit applied force) by the relation
(valid for a single mechanism operating)?

D; = kTG 4)

where £ is Boltzmann's constant and T is the absolute
temperature.

¢ A. Fick,
1855.

" A. Einstein, “Ueber die von der molekularkinetischen Theorie
der waerme geforderte Bewegung von in ruhenden Fluessigkeiten
suspendierten Teilchen,” Any. Physik, vol. 17, pp- 549-560; July,
1905.

A. D. Le Claire, “Diffusion of Metals in Metals” in “Progress in
Metal Physics,” Pergamon Press, Ltd., London, Eng., vol. 1, p. 306;
1949,

L. S. Darken, “Diffusion, mobility and their interrelation through
free energy in binary metallic systems,” Amer. Inst. Mining Metal-
lurgical Engs., vol, 175, pp. 184-201; 1948,

“Ueber ditfusion,” Ann. Phys., vol. 94, pp. 59-86;
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The subscript ¢ indicates that no force fields are affect-
ing the motion of the atoms. Departure from ideality
(activity coefficient not unity) can be attributed to
force fields and will modify the diffusion coefficient.
Certainly, a change in the microscopic mobility G also
affects the diffusion coefficient. Both sources of a vari-
ation in D can be encountered in the diffusion of im-
purities in semiconductors,

Effects of “Built-In” Fields: For the diffusion of
group Il and group V acceptors and donors, only
effects of eclectrical fields appear to cause departures
from an ideal solution; ion pairing® and compound for-
mation®! should be negligible for practical cases,!?
For a generalized treatment of diffusion, the effects of
electric fields can be included in the chemical potential
and the particle flow can be analyzed in terms of the
gradient of the chemical potential. For the present case,
such a treatment is identical to considering the force
acting on an ionized impurity atom in an clectric field
E.* This force is given by 1¢F, with ¢ as the electronic
charge. We therefore can express the flow of impurity
atoms by (we assume complete ionization):

aN

— kTG — + GgEN
dx

oN
= Dy — + uEN (3)
ax

I

where u=Gg, the more familiar field mobility (velocity
attained in a unit field).

The form of (5) is identical to the usual description of
the flow of mobile carriers as a sum of a diffusion current
and a field current. For the present case of impurity dif-
fusion it is more convenient to identify (5) with (1),
thus introducing a variable diffusion coefficient given by

< qE;V )
D=Dg1+ .
kTN /ox

(6)

Electric fields arise in an extrinsic semiconductor with
a nonuniform impurity concentration due to the rapidly
diffusing electrons and holes which, compared to the
impurity atoms, come to equilibrium instantaneously.
If, therefore, the density of diffusing impurity atoms
approaches or exceeds the density of intrinsic carriers
at the temperature of diffusion, (6) has to be considered.

In most cases, E can be found from the neutrality con-

dition. For the special case of only one diffusing im-
purity, (6) takes the form1

® H. Reiss, C. S. Fuller, and F. J. Morin, “Chemical interactions
among defects in germanium and silicon,” Bell Sys. Tech. J., vol. 35,
pPp- 535-636; March, 1956.

® H. Reiss, C. S. Fuller, and A. J. Pietruskiewicz, “Solubility of
lithium in doped and undoped silicon, evidence for compound forma-
tion,” J. Chem. Phys., vol. 25, pp. 650-655; October, 1956,

05, Zaromb, “Ap analysis of diffusion in semiconductors,” JBA/S
J. Res. Dev., vol. 1, pp. 57-61; January, 1957,

' H. Reiss, private communication.

H. L. Frisch, private communication.

2 H. J. Oel, “Diffusion von Tonen und Elektronen," 7. plvsik,
Chen., Frankfort, vol. 10, pp. 165-183; February, 1957,

% Derived by F, X, Hassinon,
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N
D DL(I + N T N?) (N
with #; the density of intrinsic carriers. This form holds
equally for donor- and acceptor-type impurities since
the fields are always in such a direction as to retard the
mobile carriers. This implies that these fields always aid
the oppositely charged impurities. The effect can ac-
count therefore for a change of D by a factor of two.
Howard observed a variation of D with concentration
for phosphorus diffusion in silicon, which could be fitted
by (7)." He evaluated his results in terms of (3) which
means that the diffusion coefficients quoted are some
average values.

Mobility Variations: Variations in the microscopic
mobility G will result in a variation of D; Such mo-
bility variations will be closely related to the particular
diffusion mechanism.

Experiments by Valenta and Ramasastry showed an
effect of heavy doping on the self-diffusion in ger-
manium.” Their experiments were performed in order
to determine the nature of the self-diffusion mechanism,
in particular, if it occurs by the vacancy mechanism.
For a vacancy mechanism the mobility term should be
proportional to the density of vacancies, and it should
be possible to change the mobility.term by changing the
vacancy density.’® A method for varying the vacancy
density is suggested by Reiss, Fuller, and Pietruszkie-
wicz? if one assumes that vacancies act as acceptors.
Reiss and co-workers conducted experiments in which
" they were able to confirm Reiss’ prediction!’ that the
solubility of donors and acceptors can be influenced by
the position of the Fermi level. The position of the
Fermi level in turn can be controlled by donors and
acceptors already present in the crystal. In particular,
Reiss showed that, to a first approximation, the solu-
bility should be proportional to the fraction of neutral
impurities. Consequently, the solubility of an acceptor,
in comparison to intrinsic material, should be increased
in n-type material and decreased in p-type material.
Since in germanium vacancies are found to act as ac-
ceptors, the self-diffusion in germanium, if proceeding
by the vacancy mechanism, should be enhanced in #n-
type material and retarded in p-type material. This,
indeed, is the finding of Valenta and Ramasastry.

Since other possible diffusion mechanisms would not
show such a behavior, these experiments must be con-
sidered as proof that the self-diffusion in germanium
proceeds by the vacancy mechanism. By analogy, one
can assume that the self-diffusion in silicon and the dif-

1 B. T. Howard, “Phosphorus Diffusion in Silicon,” presented at
the Fall Meeting of the Electrochemical Society, Buffalo, N.Y.,
October, 1957, and J. Electrochem. Soc., to be published.

15 M. W. Valenta and C. Ramasastry, “Effect of heavy doping on
self-diffusion of germanium,” Phys. Rev., vol. 106, pp. 73-75; April 1,
1957.

16 R, L. Longini and R. F. Greene, “lonization interaction be-
tween impurities in semiconductors,” Phys. Rer., vol. 102, pp. 992~
999; May, 1956.

17 H. Reiss, “Chemical effects due to the ionization of impuritics
in semiconductors,” J. Chem. Phys., vol. 21, pp. 1209-1217; July,
1953.
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fusion of group [1l—group V clements in silicon and
germanium proceeds by the vacancy mechanism also.
Therefore, this could result in a similar dependence of
the mobility term for impurity diffusion.

There is a distinct difference between self-diffusion
and impurity diffusion, since a diffusing impurity itself
is a doping agent and thus can change the location of the
Fermi level. The diffusion coefficient therefore becomes
dependent on concentration once the impurity concen-
tration approaches or exceeds the density of carriers for
the intrinsic semiconductor at the temperature of dif-
fusion. With vacancies acting as acceptors, the effect
would result in a decrease of the diffusion coefficient of
an acceptor and an increase for a donor. However, the
exact dependence might be more complicated.

So far, no conclusive experimental evidence for such
an effect on the diffusion of impurities has been reported,
and further experimental studies arc necessary. In par-
ticular, the electrical behavior of vacancies in silicon is
still uncertain.

The previously mentioned results of Howard do ot
cover a range wide enough to ascertain a constant D
(equal to 2D;) for high concentrations. The presence of
a vacancy effect in this case could result in an increasc
of D above the value 2D, It would be interesting to
obtain similar results on the diffusion of acceptors where
the field effect and the vacancy effect would tend to
affect D in opposite directions.

Recently, Karstensen found an effect of lattice de-
fects on the rate of diffusion.!® He reports a preferential
diffusion of S& along small angle boundaries in ger-
manium. In particular, he finds that the increased rate
of diffusion occurs only in the direction of the lines of
dislocations formed by the small angle boundaries; no
increase could be observed in a direction perpendicular
to the line of dislocations.

Values of the Diffusion Coefficients: From the fore-
going we conclude that in a good single crystal the dif-
fusion coefficients of group [l and group V elements
vary only if the impurity density exceeds the intrinsic
density of carriers at the temperature of diffusion.
These densities are generally fairly high. In many
cases, therefore, (3) is strictly valid. For higher concen-
trations the use of (3) may introduce errors.

The diffusion coeficients reported in the literature
are based on experiments cevaluated with solutions to
(3). They generally have a temperature dependence of
the form

D = Dyexp — (AQ/ET) (8

where AQ is an activation energy.

Table I and Table 11 give the values for Dy and AQ
for the group 111 and group V elements in germanium
and silicon respectively.

18 F. Karstensen, “Preferential diffusion of antimony along small
angle boundaries in germanium and the dependence of this effect on
the direction of the dislocation-lines in the boundary,” J. Elect. and
Control, vol. 3, pp. 305-307; September, 1957.
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TABLE 1
D1irrusioN COEFFICIENTS 1N GERMANIUM

PROCEEDINGS OF

Element | Dylem2/sec) | AQ(e V) | References
R 1.8 100 a6 | 19
Ga 35 3.1 19
In 0.15 2.6 22,19, 21
T1 0.09 2.7*% 23
P 3.6 2.5 19
As 3.6 2.4 22,19,21,20
Sh 1.2 2.3 22,19, 21
Bi 4.7 2.4 23
Ge | 7.8 2.98 24

* Fstimated value,

TARBLE 11

DiFrus1ioN COEFFICIENTS IN SILICON

Element ‘ Dy(cm?/sec) ’ Qe V) l References

B 14 3.7 25,26
Al 5.5 3.4 25
Ga 4.0 | 3.5 25

In, TN 40 4.0 28
P 1500* 4.4 14, 25
As 0.585 3.6 25
Sh 10 4.0 25,26
Ri ‘ 2200 4.7

| 25

|

* For intrinsic silicon.

Solutions to Diffusion Equation

The form of actual impurity distributions can be cal-
culated from the differential equation subject to certain
initial conditions and certain boundary conditions. The
initial conditions are specified by the spatial dependence
of the impurity concentration at time zero, while the
boundary conditions specify conditions for the concen-
tration or the flow of impurities at certain points or
planes. These boundary conditions may have a time
dependence. The differential equation describing a dif-
fusion process is mathematically identical to the dif-
ferential equation describing heat conduction. A great
variety of solutions are available in the literature.2-32
We discuss certain solutions which are applicable to
practical cases; in particular, onlv boundary conditions
which are constant in time.

YAV, C. Dunlap, Jr., “Diffusion of impurities in germanium,”
Phys. Rev., vol. 94, pp. 1531-1540; June 1, 1954,

2 K. M. McAfee, W. Shockley, and M. Sparks, “Measurement
of diffusion in semiconductors by a capacitance method,” Phys. Rev.,
vol. 86, pp. 137--138; April, 1952.

# C. S. Fuller, “Diffusion of donor and acceptor elements into
germanium,” Phys. Rev., vol. 86, pp. 136-137; April, 1952.

2 W. Boesenberg, “Diffusion von Antimon, Arsen und Indium in
festem Germanium,” Z. Naturforsch., no. 10a, pp. 285-291; 1955,

% C. S. Fuller, private communication.

% H. Letaw, Jr., W. M. Portenoy, and L. Slifkin, “Self-diffusion
in germanium,” Phys. Rer., vol. 102, pp. 636-639; May, 1956.

% C. S. Fuller and J. A. Ditzenberger, “Diffusion of donors and
acceptor elements in silicon,” J. Appl. Phys., vol. 27, pp. 544-553;
Mayv, 1956,

BAV, C. Dunlap, jr., H. V. Bohm, and H. P, Mahon, Jr., “Dif-
fusion of impurities in silicon™ (abstract), Phys. Rew., vol. 96, p.
822; November, 1954,

*"H. S. Carslaw and ]. C. Jaeger, “Conduction of Heat in
Solids,” Clarendon Press, Oxford, Fng.; 1947
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Fig. 1 —Diffusion from a concentration step.

Diffusion from a Concentration Step and from a Con-
stant Surface Concentration: Only the initial condition
has to be considered for the diffusion from a concentra-
tion step in an otherwise infinite solid. Such an initial
condition is encountered in grown-diffused and dil-
fused-meltback techniques. The initial condition can be
specified by (Fig. 1):

N = 2N, for x <0,

N =0 forx > 0.

The diffusion from such an initial condition is described
bv

N = V. erfe (x/2+/ D) ©

2 =
—g2
- €% g,
\/w]:,

At the point x =0, the concentration at all times has the
constant value N(0) = N,. The same equation describes
therefore the diffusion from a constant surface concen-
tration N, into a semi-infinite solid bounded at x =0,
Outward Diffusion : Such a reduction of a problem in-
volving a semi-infinite solid to a problem of an infinite
solid is typical for cases involving constant surface con-
centrations. Hereby, we can use purely mathematical
terms, like negative concentrations. As an example,
consider an infinite solid with a step in concentration
from — N, to +N, at x=0 (Fig. 2). For such an initial
condition the diffused distribution is described by

with

erfc v =

N = No[1 — erfc (x/2+/Di)] = Noerf (x/2/Df).  (10)

For this case the concentration accordingly remains 0
at =0 for all times. For x>0, the distribution de-
scribes the outward diffusion from an initially uniform
concentration with 0 surface concentration at all times,

28 R, M. Barrer, “Diffusion in and through Solids,” Cambridge
University Press, Cambridge, Eng.; 1951.

AV, Jost, “Diffusion in Solids, Liquids and Gases,” Academic
Press, New York, N. Y.; 1952,

W, Seith, “Diffusion in Metallen,” Springer-Verlag, Berlin,
Ger.; 1955.

3 J. Crank, “The Mathematics of Diffusion,” Clarendon Press,
Oxford, Eng.; 1956.

2V, Jost, “Diffusion,” 1), Steinkopf, Darmstadt, Ger.; 1957.
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Fig. 2—Out diffusion.

In semiconductors the difference between donor con-
centration and acceptor concentration, Np— N, de-
termines the electrical behavior of the material. There-
fore, we like to plot donor concentrations as positive
and acceptor concentrations as negative. Now negative
concentrations have a physical meaning and we can in-
terpret the purely formal use of negative concentrations.
The diffusion of an acceptor from a constant surface
concentration is described by an initial condition of
N=—=2N, for x<0 and N=0 for x>0. Since the dif-
ferential equation is linear we can superpose solutions.
Accordingly, the case of outward diffusion also can be
described by specifying an initial condition of constant
concentration N= 4+ N, for xS0 superposed on a con-
stant concentration N= —2N, for x<0 (Fig. 3). The
concentration — 2N, alone describes an acceptor dif-
fusing in the 4+ direction from a surface concentration
N(0) = Ny, while the constant concentration -+ N alone
describes a nondiffusing donor. The sum of both is de-
scribed by (10).

We conclude therefore that the outward diffusion of
a donor results in a distribution of electrically active
impurities which is equivalent to the diffusion of an
acceptor into a sample uniformly doped with a non-
diffusing donor. Such a picture is helpful in considering,
for example, the eficct of outward diffusion of the
original doping on the location of a p-u junction formed
by the inward diffusion of another impurity.

Planar Source: The condition of constant surface
concentration requires that the diffusion is the only
rate determining factor with no additional rate limita-
tion at the surface. The other extreme is a completely
impermcable surface for which case the flow across
x =0 has to vanish for all times. To obtain the diffused
distribution with such a boundary condition at the
surface, the diffusing material has to be introduced into
the solid prior to diffusion. The simplest configuration
for such a case is a planar source at x =0. Again, this
case is readily analyzed by considering an infinite solid
with a planar source at x =0. This source is described
by the total number of atoms per cm? If this number is
2N, then the diffused distribution is described by
(Fig. 4):

Ll (22/4 D)
—— exp (a? N,
/7Dt >

N = (11)
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Fig. 3—Superposition cquivalent to out diffusion.
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Fig. 4—Diffusion from a planar source.

This function is known as the Gaussian distribution.
Clearly, the gradient at x =0 vanishes for all times. This
means that there is no flow across x=0. Half of the
material of the planar source can be found on the left,
the other half on the right. Eq. (11) therefore describes
the diffusion of impurities for a planar source of a sheet
density N, into a semi-infinite solid with an imperme-
able surface. Clearly, the surface concentration for such
a distribution becomes a function of the time and can
be described by

Ny

7Dt ‘

N() = (12)

Rate Limitations at the Surface: For the diffusion into
a surface, we considered two extremes thus far: 1) for
the case of constant surface concentration, no rate
limitation at the surface, and 2) for the Gaussian dis-
tribution, a completely impermeable surface. Clearly,
if the surface would be impermeable for the case of
constant surface concentration, no diffusion would be
possible. On the other hand, for the Gaussian distribu-
tion with no rate limitation at the surface, the material
would be lost instantaneously. With a finite rate limita-
tion both cases would result in a diffused distribution
but both would be modified. For the general case, we
therefore have to consider a rate limitation at the sur-
facc which may be described as a potential barrier
which an impurity atom must surmount in order to
enter or to leave the crystal.

The appropriate boundary condition for diffusion with
a rate limitation at the surface is equivalent to the so-
called radiation houndary condition encountered in heat



1054

conduction problems. For this reason the solutions for
similar heat flow problems are applicable with a proper
change in variables.®

After a diffusion time {— =, the impurity concentra-
tion reaches a constant equilibritm value .V, which is
determined by the external phase. Under actual con-
ditions, the surface concentration therefore approaches
this equilibrium value V. The most reasonable as-
sumption one can make (and this is the only assumption
that has been treated mathematically) is that the flow
across the surface is proportional to the difference
between the actual surface concentration and the
equilibrium concentration. This low must produce an
equal diffusion flow within the solid which yields as a
boundary condition

[V, — N(O)|K = — DIN/dx .m0 (13)

The constant A thus introduced describes the rate
limitation at the surface. Clearly, K= « requires that
the surface concentration is always equal to the equilib-
rium concentration, which is the case of constant sur-
face concentration treated previously. The case A =0
means that there is no low across the surface, the con-
dition we required previously for the Gaussian dis-
tribution.

To obtain the distribution of an impurity in the solid
for the equivalent cases treated before, we have to solve
the diffusion equation subject to the boundary condition
given in (13). The solutions for similar heat How prob-
lems are applicable with a proper change in variables.
The solutions are more casily expressed in terms of the

parameters
_ K
y=ua/2V DI, z=—/DL

> (14)

The more important solutions are as follows:

Case | (solution equivalent to the case of constant
surface concentration) N,=constant, 0 initial concen-
tration in the solid:

N = N.exp (—y?%) (exp (y?) eric (y)
—exp [(y + 2)*] erfc (v + 2) = /iy, 2). (15)

Case 1l (diffusion out of the solid) equilibrium con-
centration N,=0, uniform initial concentration N, in
the solid:

N = No(1 = fi(y, 2)) = Nofaly, 2). (16)
Case Il (solution equivalent to the Gaussian dis-
tribution) equilibrium concentration N,=0, planar

source of sheet density N, initially in the solid at the
surface:

No _
N=— — (1 — 5 :
v \/tzexP( ¥)(1 — zv/Texp l();r+ 2)?]
Ng X ~
X erfe (y + 3)) = -:/—W——DTJ:‘(-\,’ 5. Q7)

® F. M. Smitsand R. C. Miller, “Rate limitation at the surface for
impurity diffusion in semiconductors,” Phys. Rev., vol. 104, pp.
1242-1245; December, 1956.
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Certainly, the last Tunction approaches the Gaussian
distribution for K—-0(z—0). With a finite & the dis-
tribution has a maximum. The distribution described in
Case 1 approaches the erfe distribution for s— x (K — =
or {— ), while for the other extreme, 3—0, the distri-
bution is given by

N =\N2 [ erfc &dE. (18)

v
The last solution corresponds to a constant Hux N A
across the surface. The surface concentration (which is
a function of time) of such a distribution is given by
N(O, t)=N,2z//.

Evaporating Surface: Diffusion may occur while the
sample surface is evaporating.® Due to the evaporation,
the surface of the sample is constantly receding with the
velocity v. Under such a condition a diffused distribution
rcaches a steady state after a certain time. Under
steady state, the surface concentration certainly will be
independent of time even in the presence of a rate
limitation at the surface, in which case the surface con-
centration would not correspond to the equilibrium
concentration. By measuring depth from the surface of
the sample, the steady-state distribution has the form

v
N = V(0) exp — (— x). 19
( P > (19)
Steady state is effectively reached for
D
t>—. (20)
??

It is instructive to compare the impurity distributions
described by (9), (11), (18), and (19). Fig. 5 gives such
a comparison showing N/N(0) against distance with
the distance normalized in such a way that all distri-
butions coincide for N/N(0) =10-% The similarity be-
tween the case of no rate limitation (9) and the case
ol an extreme rate limitation (18) is particularly
striking. This demonstrates that the skape of an im-
purity distribution for the case of a constant external
phase is not significantly affected by a rate limitation
at the surface. This finding is significant for the experi-
mental evaluation of a diffused distribution.

EvVALUATION OF DIFFUSED LAYERS
Analysis of Profiles

The standard techniques involving radioactive iso-
topes® have been successfully applied to the study of
impurity diffusion in semiconductors. These techniques
are useful in finding the exact profile of an impurity dis-

BE. M. Smits, R C. Miller, and R. L. Batdorf, “Surface Ef-
fects on the Diffusion of Impurities in Semiconductors,” presente
at the International Symp. on Semiconductors and Phosphors,
Garmisch-Partenkirchen, Germany, 1956. Also to be published by
. Viweg, Braunschweig, Ger.

% Sce, e.g., R. E. Hoffman, “Tracer and Other Techniques of
Diftusion Measurements” in “Atom Movements,” \merican Society
for Metals, Cleveland, Ohio, p. 51; 1951.
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Fig. 5—Comparison between basic distributions.

tribution by lapping thin layers off a diffused sample
and counting the activity of the impurities in the re-
moved material.

The electrical effects of the impurities also are con-
venient in studying the distribution of the impurities.
In particular, the sheet conductivity of a material is a
measure of the sheet density of current carriers and,
therefore, a measure of the sheet density of impurities.
The difference in sheet conductivity before and after
the removal of a layer, divided by the thickness of the
removed layer, gives the average conductivity of the
removed portion. The profile of an impurity distribu-
tion can be deduced easilv from such measurements.
llowever, the sheet conductivities have to be measured
very accurately since the difference of two measure-
ments is the number to be determined.

Measurement of Layer Thicknesses

The evaluation of a diffused layer is considerably
simplified if one knows the functional relationship de-
scribing the diffused distribution. In most cases, two
independent parameters are then sufficient to describe
the exact profile.

For the case of an impurity diffused into material
doped with an impurity of opposite conductivity type,
an inversion laver results with a p-z junction occurring
where Np=N,. The position of such a p-» junction is
readily obtained by cross sectioning the sample. Such
cross sectioning may be done perpendicularly to the
surface and after locating the p-n junction, gives the
true layer thickness. Since the layer depth frequently is
very small, a better accuracy is obtained by cross sec-
tioning at an angle and thus enlarging the thickness to
be measured. From this, the true layer thickness is ob-
tainable by either geometrical relationships, or one
can employ optical interference techniques, in which

3%\, L. Bond and F. M. Smits, “The use of an interference
microscope for measurement of extremely thin layers,” Bell Sys.
Tech. J., vol. 35, pp. 1209-1221; September, 1956.
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case the depth is obtainable in terms of the wave length
of monochromatic light.

Various techniques are employed to locate p-» junc-
tions. The thermoelectric voltage, occurring between
hot and cold contacts to a sample, changes sign across
the junction; similarly, the characteristic of a point
contact rectifier changes sign at the junction. Also, one
may probe the potential distribution across a reversc-
biased junction, or one can electroplate only the p-type
side of the junction by applying a proper bias to the n-
type side. The photoelectric effect can also be used.

Preferential etching between p-type and n-type ma-
terial delineates the junction. This technique, however,
is only practical for a direct cross section. IFor surface-
diffused samples, it requires that the samples be em-
bedded in, for example, a plastic resin. For the case of
silicon surface-diffused layers, a staining technique is
preferable.? For this, the cross section is wet with a
small drop of concentrated HF acid containing a trace
of HNO; (0.1-0.5 per cent by volume). Under the proper
conditions, the p-type regions turn dark (presumably
an oxidation), thus sharply defining the p-n junction.

Measurement of Sheet Resistivities

A second important parameter for a diffused inver-
sion layer is its sheet conductivity. For surface layers,
the four-point probe technique? is suitable for the eval-
uation of the sheet conductivity or its inverse, the sheet
resistivity p,. Since, in most practical cases, the layer
thickness is much thinner than the point spacing, the
logarithmic potential distribution applies. For a linear
four-point probe with equal point spacing, the sheet
resistivity on an infinite sheet is obtained as

|4 T

|4
ps=—><—-=7><4.5324---

21
I In 2 (1)

where V is the voltage between the inner points and 7
is the current flowing through the outer points. For
finite geometries the method of images can be applied to
obtain correction factors. For circular samples one
image dipole is necessary, while for rectangular struc-
tures a two-dimensional, infinite array of dipoles has to
be considered. The evaluation of this problem leads to an
expression for the sheet resistivity of the form

|4
ps = —-C.

22
i (22)

The correction factor C for various sample sizes is avail-
able in the literature.®8

Surface Concentrations

The surface concentration of a diffused impurity dis-
tribution can be obtained from the layer thickness and

37 L. B. Valdes, “Resistivity measurements on germaniwm for
transistors,” Proc. 1RE, vol. 42, pp. 420—127; February, 1954.

38 F, M. Smits, “Measurement of sheet resistivities with the four
point probe,” Bell Sys. Tech. J., vol. 37, pp. 711-718; May, 1958.
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the sheet resistivity. In general, an impurity distribu-
tion can be expressed as

N = Ng-f(A-x)

whereby A=1/2+v/D¢ for the nonsteady-state distribu-
tions discussed before and A=w/D for the steady-state
distribution (19). \With A, the original doping of the
material, the sheet resistivity is given by

I/Ps

f qu(N 4+ Np) - (N — Np)da
! (23)

a«

Nof ’qp(.'\’)f(xx)dx - Nbf gu(N)dx
[} Q

q

where « is the layer thickness. The latter {unction can
be brought into the form

ps @ = F(IV(),IV;,). (24)

In other words, the average resistivity ol a diffused
layer for a given type of distribution is only a function
of the surface concentration and the impurity concen-
tration in the parent material. For silicon the function
F(N,, N,) has been evaluated for the Gaussian distri-
bution, the erfe distribution, and the exponential distri-
bution.?® A rate limitation at the surface makes the im-
purity distribution deviate from the erfc distribution.
However, it has been shown that even for the extreme
case—for the purpose of evaluating the surface concen-
tration—the deviation in the shape of the impurity dis-
tribution is small enough to be negligible for most prac-
tical cases. As an additional parameter one can deter-
mine the gradient of an impurity distribution in a p-n
junction by measuring the small-signal ac capacitance
as a function of the reverse bias.?”* The simultaneous
diffusion into two samples of different resistivities has
also been employed to measure two points of an im-
purity distribution.?!

DirrusioNn TECHNIQUES

The magnitude of the diffusion coefficients makes the
diffusion of group Ill—group V impurities into silicon
and germanium an ideal technique for the fabrication
of diffused layers in a range of thickness from less than
10-* cm to 10~% cm or more. In designing a diffusion
process, emphasis has to be given to the reproducibility
of the results. A higher or lesser degree of control is
required for each device design. For example, a diode
requiring only a single diffusion usually does not require
the same control on the diffusion parameters as is neces-
sary for a double-diffused transistor. Accordingly, one
may select a different diffusion process for a diode ap-
plication than one would for a transistor application.

4 G, Backenstoss, “Evaluation of surface concentration of dif-
fused layers in silicon,” Bell Sys. Tech. J., vol. 37, pp. 699-709; May,
1958.

10 K. Lehovec, K. Schoeni, and R. Zuleeg, “Evaporation of im-
purities from semiconductors,” J. Appl. Phys., vol. 28, pp. 420-423;
April, 1957.
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The diffusion coefficient, the time of diffusion, the
initial conditions, and the boundary conditions deter-
mine the diffused distribution. As discussed before, the
diffusion coefficient generally has an exponential tem-
perature dependence. The control of the diffusion co-
efficient requires therefore a good control of the dif-
fusion temperature. The dependence of the diffusion
coethicient on the concentration of impurities does not
represent an independent variable and need only be
considered in the analysis of particular impurity dis-
tributions. The necessity for controlling the diffusion
coefficient and the diffusion time is common to all dil-
fusion techniques. A convenient classification of the
various techniques can be made by considering the
initial conditions and the boundary conditions in-
volved in any particular process.

Diffusion of Impuritics in Solution in the Solid

The simplest configuration is the diffusion from a con-
centration step in an infinite solid. A solid can be con-
sidered infinite if the length over which the diffusion is
carried out is small compared to the thickness of the
sample. A diffusion process involving such a principle
reduces the control problem (besides the temperature
and time control) to the control of the initial condition
established prior to diffusion.

Diffused Meltback: A typical process for such a con-
figuration is the diffused-meltback process.*1=4 The
process requires the simultancous diffusion of at least
two elements to give n-p-n or p-n-p structures. As an
example we discuss this technique as applied to the
fabrication of n-p-n structures in silicon which requires
a single crystal of silicon intentionally doped with both
donor and acceptor impurities. The doping concentra-
tions are such that the crystal grows uniformly n-type
with a low resistivity. Bars of such material are par-
tially remelted and solidified again. Since the impurities
are less soluble in the solid silicon than in the liquid, the
impurities segregate as the melted portion freezes, re-
sulting in a sharp drop in impurity concentrations to
very low values determined by the initial concentrations
and the segregation coefficients of the impurities. By
proper choice of the impurities and their concentrations
in the crystal, the conductivity in the regrown region
will remain n-type. The region of low concentration
extends only over a relatively short distance and in-
creases again to higher values because, due to desegre-
gation, the impurity concentration in the liquid phase
increases during the regrowth resulting in an impurity

# K. Lehovec and A. Levitas, “Fabrication of multiple junctions
in semiconductors by surface melt and diffusion in the solid state,”
J. Appl. Phys., vol. 26, pp. 106-109; January, 1957.

12 ], A, Lesk and R. E. Gonzalez, “Germanium and silicon tran-
sistor structures by the diffused-meltback process employing two or
three impurities,” IRE TraNs. oN ELECTRON DEVICES, vol. ED-5,
No. 3; July, 1958.

# A. B. Philips and A. M. Intrator, “A new high lrequency n-p-n
silicon transistor,” 1957 IRE NaTioNaL ConvENTION REcCorD, pi.
3, pp. 3-14.
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Fig. 6—Diffused-Meltback initial condition.

distribution as shown in Fig. 6. This meltback procedure
results therefore in a concentration step for both the
donor and the acceptor impurity exactly at the plane to
which the meltback was carried. This impurity distribu-
tion represents the initial condition for the diffusion.
Both the donor impurity and the acceptor impurity are
diffused and form distributions described by (9), super-
posed on constant concentrations corresponding to the
concentrations in the regrown region. If the acceptor
impurity has a significantly higher diffusion constant
than the donor impurity, a p-type region is formed be-
tween the region of high impurity concentration and the
region of low impurity concentration, resulting in a
n-p-n structure (IFig. 7). The increase in net impurity
concentration during the regrowth is a very desirable
feature since it reduces the series resistance without
reducing the breakdown voltage of the adjacent p-n
junction.

The limitations of such a technique are given by
simultaneous requirements on the segregation coefh-
cients and the diffusion constants of the impurities.
Since, in silicon, the acceptor impurities diffuse faster
than the donor impurities, it is possible to produce
n-p-n structures as discussed above. In germanium the
opposite is true and p-n-p structures can be made. For
best results with germanium, three impurities are re-
quired for practical reasons.4?

Grown-Diffused: A similar technique is the grown-
diffused process.?*% In this process the step of im-
purity concentration required as an initial condition is
produced during the crystal growth itself. After grow-
ing the collector region, growth is stopped, the base
and emitter producing impurities are added, and growth
is resumed. During the growth of the emitter region, the
base producing impuritics diffuse into the collector
region and thus produce a narrow base region. The
thickness of the base region depends upon the relative

4 B. Cornelison and W. A, Adcock, “Transistors by the grown-
diffused technique,” 1957 IRE WESCON CoNVENTION RECORD, pt.
3, pp. 22-27.

45 \V, C. Brower and C. E. Earhart, “70 MC Silicon Transistor,”
presented at the Third Annual Electron Devices Meeting, Washing-
ton, D. C.; October 31-November 1, 1957.
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Fig. 7—Diffused-Meltback final impurity distribution.

doping levels, the impurities used, and the growth rate
and time taken to grow the emitter region. In ger-
manium, p-n-p structures can be produced by this pro-
cedure using gallium and arsenic as the impurities. In
silicon, n-p-n structures are possible with the combina-
tions arsenic-aluminum and arsenic-boron as doping
impuritics. **

Out-Diffusion: In both previous techniques the con-
trol of the boundary conditions during the actual dif-
fusion cycle is completely eliminated and the control
of the concentrations in the diffused distributions is en-
tirely reduced to procedures preceding the actual dif-
fusion step (mainly the crystal growing). Contrary to
this, all diffusions from the surface require control of
boundary conditions at the surface. The case of out-
ward diffusion of impurities from a crystal, uniformly
doped with impurities, takes a special place. As dis-
cussed previously, outward diffusion of one impurity is
equivalent to inward diffusion of an impurity of op-
posite conductivity type into a semiconductor doped
with a nondiffusing impurity. In the absence of a rate
limitation at the surface, the equivalent inward diffusion
has a surface concentration equal to the concentration of
the impurity in the solid prior to diffusion. A rate limita-
tion at the surface modifies this picture and the original
doping level now corresponds to the equilibrium con-
centration N,. We see therefore that the outward dif-
fusion of an impurity from a previously doped crystal
represents a case in which one has only to consider the
boundary condition at the interface while the concen-
trations are determined by the initial conditions and
one can cffectively diffuse an “acceptor” with the dif-
fusion coefficient of a donor.

The magnitude of the rate constant K, as defined
before, is particularly important for an out-diffusion
technique. The rate constant has been studied for
antimony diffusion in germanium by a radio tracer
technique,* by measurements of punch-through volt-

46 R, C. Miller and F. M. Smits, “Diffusion of antimony out of ger-
manium and some properties of the antimony-germanium system,”
Phys. Rev., vol. 107, pp. 65-70; July, 1957.



1058

ages," and by a technique using the capacitance of a
rectifying metal contact.* Essentially the same tem-
perature dependence was found for the diffusion con-
stant D and the rate constant A ;" therefore, the quo-
tient D/K is independent of temperature. The length
D/K has a physical significance. It follows from (16)
that for z=(K/D)+/Dt =1 the surface concentration has
decreased to approximately half of the original concen-
tration. This condition is met for a diffusion length
vDt=D/K. Accordingly, the thinnest usable depletion
layers are of the order D/K in thickness. The values
reported for this length are 5X10~4 cm, % 1 X10~4 cm, ¥
and 5X107% cm*® respectively. The first value was ob-
tained between 800°C and 900°C, the latter values were
measured at 700°C,

The discrepancies might well be within experimental
error, and they might also reflect a slight temperature
dependence of D/K. For practical applications, outward
diffusion will have to be carried out under the very best
vacuum conditions possible.

Diffusion from a Surface Phase

A great variety of diffused distributions is obtainable
by the inward diffusion of impurities from the surface.
For this the impurities have to be introduced from some
external phase which determines the concentration of
the impurities in the solid. The application of such
procedures requires not only a control of the conditions
at the interface, but also a control of the external phase.
Ifor most applications, starting material, doped with
only one impurity, is required.

Alloy Source: Most diffusion constants were meas-
ured in a system in which the impurity was introduced
from a liquid phase on the surface of the semiconductor.
For this, the semiconductor specimen is sealed into a
quartz tube together with the impurity to be diffused.
Upon heating, the impurity forms a liquid alloy with the
semiconductor. At the interface there is a transfer of
impurity into the solid semiconductor. The concentra-
tion in the solid is related to the concentration in the
liquid by the segregation coefficient. It is safe to assume
that the rate at which the impurity crosses the interface
is fast compared to the rate at which the impurity dif-
fuses in the solid phase. This means that the concentra-
tion in the solid at the interface is constant in time and
the distribution can be described by (9). Actually, dur-
ing the diffusion, material is removed from the liquidus
phase into the solid, thus depleting the impurity con-
centration in the liquidus. This should result in a solidi-
fication of liquidus at the interface. However, the segre-
gation coefficients frequently are so small that the
amount diffusing into the solid causes only a negligible
depletion of the liquidus.

47 J. Halpern and R. H. Redicker, “Out diffusion as a technique for
the production of diodes and transistors,” this issue, p. 1068,

PROCEEDINGS OF THE IRE

June

In such a system the surface concentration of the
impurity is determined only by the thermodynamic
properties of the system impurity-semiconductor and is
equal to the solid solubility of the impurity at any
given temperature. The disadvantage in the applica-
tion of such techniques lies mainly in the fact that one
is dealing with an alloy at the surface. Therefore, the
location of the junction is determined by an alloy depth
plus a diffused depth which might result in irregularities
in the junction depth.

Such irregularities may not be significant for diode
applications,* or if one can use the diffused distribution
resulting from the simultaneous diffusion of two ele-
ments from a common alloy at the surface.®® In such a
case one of the impurities need not diffuse appreciably
if the regrown region has the corresponding conduc-
tivity type.50.51

Reaction Phase: In a system involving more than the
components semiconductor and impurity, a reaction
phase, which also can be liquid, might be formed at the
surface. Such a phase, for example, might be composed
of an oxide originally present on the semiconductor
(Si0; in the case of silicon) and the donor or acceptor
oxide employed in the diffusion. At a fixed temperature
an equilibrium concentration of donors or acceptors
can be established in the reaction phase, which concen-
tration in turn gives rise to a fixed surface concentra-
tion in the semiconductor. The ratc of transfer of jm-
purity from such a reaction phase into the semicon-
ductor is believed to be fairly rapid. Thus the impurity
distribution corresponds to the case of constant surface
concentration. It should be pointed out that the surface
concentration obtained from such a reaction phase can-
not exceed the solid solubility which is obtained for the
case of an alloy source. Frequently, the exact nature of
such a reaction phase is complicated and not well under-
stood. For example, the surface concentration obtained
for aluminum diffusion into silicon in a quartz tube® is
believed to vield a surface concentration which is
limited by a reaction since the surface concentration of
aluminum obtained under such conditions is approxi-
mately two orders of magnitude less than the surface
concentration one obtains in a true two-component
silicon-aluminum system.*2 The latter system certainly

8 J. 8. Saby and W. C. Dunlap, Jr., “Impurity diffusionand space-
charge layers in ‘fused-impurity’ p-n junctions,” Phys. Rev., vol. 90,
pp. 630-632; May, 1953.

** M. Tanenbaum and D. E. Thomas “Diffused emitter and base
silicon transistors,” Bell Sys. Tech. J., vol. 35, pp- 1-22; January,
1956.

5 J. R. A. Beale, “Alloy-diffusion: a process for making diffused-
base junction transistors,” Proc. Phys. Soc. B, London, vol. 70, pp.
1087-1089; November, 1957.

% R. S. Schwartz and B. N. Slade, “A High Speed PNP Alloy-
Diffused Drift Transistor for Switching Application,” presented at
the Third Annual Electron Devices Meeting, Washington, D. C.;
October 31-November 1, 1957,

#R. C. Miller and . Savage, “The diffusion of aluminum in
single crystal silicon,” J. Appl. Phys., vol. 27, pp. 1430-1432;
December, 1956.
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requires extreme precautions with regard to cleanliness.
[t has not been employed for practical applications.

In silicon such a reaction phase has been obtained by
a deposit from the vapor phase and also by the applica-
{ion of compounds on the surface.®

Vapor Seurce

A certain partial pressure of impurity vapor will be es-
{ablished over an impurity-semiconductor alloy. Estab-
lishing such a vapor pressurc over the solid semiconduc-
tor is sufficient to produce an equilibrium concentration
N, corresponding to the solid solubility. However, if
one reduces the vapor pressure to lower values, it corre-
sponds to equilibrium concentrations below the solid
solubility.
tion is proportional to the vapor pressure. Obviously,

In the ideal case, the equilibrium concentra-

with a vapor pressure below the one corresponding to
1he solid solubility. the formation of a liquid alloy is pre-
vented. The control of the vapor pressure s a con-
venient means to control the surface concentrations over
2 wide range of concentrations. The vapor phase does
not necessarily have to he composed of the vapor of the
impurity clement: it may be composed of a chemical
Particu-
larly for the latter case, a reaction phase is frequently

compound of the impurity, such as an oxide.

iormed at the suriace of the semiconductor. Generally.,
one will have to consider rate limitations at the surface
for the case of a vapor source. These rate limitations
might be due to a limit in mass transport in the vapor
phase or they might be due to limitations in the reac-
tions at the interface.

Vapor Pressure Control by Dilution: A\ convenient
way to produce a controlled vapor pressure correspond-
ing to a certain equilibrium concentration of impurity
in a semiconductor is to heat semiconductor material
doped with the desired cquilibrium concentration to-
sether with undoped picces of semiconductor. 11 the
syvstem 18 not completely closed, the loss of impurity
vapor will give surface concentrations which are some-
what less than the concentration in the source material.
Rate limitations at the surface tend to reduce the sur-
{ace concentration cven further. Diffused base ger-
manium transistors have been produced by such a tech-
nique.®?

Tawo Temperature Systems— Vacuam: As an alternate
technique the impurity diffusion may be performed in a
vacuum furnace having two temperature zones as the
one shown in Fig. 8 described by [Kestenbaum  and
Ditrick.? In this system the temperature of the first

53 C. J. Frosch, “Silicon Diffusion Technology” in “Transistor
Technology,” D. Van Nostrand Co., liic., New York, N. Y., vol. 3, ch.
3B, in press.

# C. A. Lee, “A high-frequency diffused base germanium tran-
sistor,” Bell Sys. Tech. J., vol. 35, pp. 23-34; January,, 1956.

s A L. Kestenbaum and N. H. Ditrick, “Design, construction,
and high-frequency performance of drift transistors,” RC:1 Rew., vol.
18, pp. 12-23; March, 1957.
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Fig. 8 —\'ncuum diffusion system for germanium.

sone is such that an arsenic vapor pressure of approxi-
mately 10-* mm Hg is obtained from a source of pure
arsenic. A metal shield in this zone prevents undesirable
condensation of the arsenic vapor in the colder portion
of the furnace tube. The diffusion specimen is located in
a second zone which is maintained at a higher tempera-
ture which is adjusted to control the diffusion process.
In such a svstem the vapor pressure determining the
surface concentration is controllable by the pellet tem-
perature and the geometry. In the system shown here
4 surface concentration of 3X10'7 em™ was obtained
{or 200°C in the first zone and 783°C in the second zone.

The same basic principle of controlling the surface
concentrations can be applied for silicon. However, in
silicon the rate of evaporation is comparable to the rate
of diffusion for group H1 and group \ elements and one
can obtain a steadv-state distribution as discussed
before (19).

Fig. 0 shows a diffusion system which is used for
the simultancous diffusion of phosphorus and gallium
into n-type silicon for the fabrication of n-p-n struc-
tures.’® In this svstem the surface concentrations are
controlled by the temperature of the gallium source
and the phosphorus source. The phosphorus source is
heated by an external heater. while the temperature of
the gallium is controlled by the position of the source
in the extension tube, utilizing the temperature g -adient
which exists along this tube when the system is heated
to the diffusion temperature.

The important parameter of the steady-state distri-
bution is the quantity D /v which has been found to have
an activation energy of only —0.95 ev. This means that
the steady-state layver thickness decreases approximately
10 per cent for 100°C increase in temperature. This
slight temperature dependence of the diffused distribu-
tion relaxes the requirements for temperature control.

Values for P/z obtained at 1300°C for phosphorus
and gallium are 1X107" em and 1.4X10~* cm respec-
tivelv. The fact that, for the steady-state distribution,
transients in the beginning of the process are unim-
portant gives such a process an inherent advantage for
diffusions requiring low surface concentrations. How-

% 1. L. Batdorf and F. M. Smits, “The diffusion of impurities into
evaporating silicon,” to be published.
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ever, the layer thicknesses cannot be changed readily.
Certainly, by choosing different impurity elements, the
layer thicknesses in steady state will be proportional to
the respective diffusion coefficients. It also is feasible to
reduce the rate of evaporation by a proper geometrical
arrangement. This would lead to an increase in the
steady state laver thickness. As a matter of fact, in-
creased layer thicknesses have been observed on samples
whose surfaces are exposed to the direct cvaporation
from other pieces of silicon.

Two Temperature Systems—Gascous Atmosphere : Dif-
fusion systems under atmospheric pressure have been
published only as applied to silicon. A typical sys-
tem described by IFrosch and Derick®” is shown in
Fig. 10. It consists cssentially of a fused silicon tube
extending through two controlled temperature zones.
The first temperature zone serves to regulate the rate of
evaporation of an impurity placed therein. The silicon
samples are located in the second temperature zone. The
positive temperature gradient between the two zones
prevents the redeposition of the impurity vapor before
reaching the silicon samples. The vapor from an im-
purity heated in the firs( temperature zone is carried by
a gas past the silicon heated in the second zone. In such
a system the source material may consist of the element
of the impurity or a properly chosen chemical com-
pound. Alternatively, one might introduce the impurity

% C. J. Frosch and L. Derick, “Surface proteetion and selective
masking during diffusion in silicon,” J. Electrochem. Soc., vol. 104, pp.
547-552; September, 1957,

PROCEEDINGS OF TIIE [RE

June

IMPURITY
ZONE .,

SILICA
TUBE i

SILICON SLICE

SILICA TuBE THERMOCQUPLE
g \ P2 SLOTTED
S = - SILICA
= HOLDER
TOP VIEW CROSS SECTION

SPECIMEN HOLDER

Fig. 10—Gas flow diffusion system for silicon,

into the gas flow in the form of a compound which is
volatile at room temperature, 5859

In such a system the carrier gas is likely to react with
the silicon surface which can result in an undesirable
erosion of the silicon surfaces. Frosch and Derick found
that the erosion is avoided by the use of an oxidizing
atmosphere.57

The continuous nonvolatile SiO, layer formed on the
silicon protects the underlying silicon and prevents its
evaporation and complete oxidation. The oxide layer
itself is easilv removed by washing in HF. Oxygen,
water vapor, and carbon dioxide have been reported as
oxidizing agents in the carrier gas.

In addition to surface protection, an SiQ, surface
layer introduces a rate limitation at the surface for the
diffusion of some donors and acceptors into silicon.
Most likely, the rate limitation will not follow the simple
law discussed previously for which case we showed that
even with a very strong rate limitation, for the case of
diffusion from a constant external phase, the impurity
distribution is very close to an erfc distribution. Ac-
cordingly, it is reasonable to assume that for the same
conditions an impurity distribution under a masking
Si0; layer can be considered also as an erfc distribution
(for the purpose of evaluating the surface concentra-
tion).

The rate limitation introduced by an SiO, layer can
vary over a wide range. [t depends on the impurity ele-
ment and the compound in which it is used. Also, the
carrier gas atmosphere and the temperature of diffusion
have a significant effect. Conditions of an extreme rate
limitation which lead to complete masking in the dif-
fusion are very desirable for device applications since
partial removal of an oxide layer grown prior to dif-
fusion makes it possible to obtain intricate diffused
patterns. A complete masking has been reported for

8 11. S. Veloric and K. D. Smith, “Silicon diffused junction ava-
lanche diodes,” J. Electrochen. Soc., vol. 104, pp. 222-226; April,
1957.

8 R. J. Andres and E. L. Steele, "\ medium power silicon rec-
tifier,” 1957 IRE \WESCON CoNVENTION RECORD, pt. 3, pp. 73-79,
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arsenic, antimony, and boron as the diffusants. IFor
phosphorus, a reduction in surface concentration by
more than two orders ol magnitudes under the oxide
laver has been observed.

Prediffusion : Basically, the surface concentration can
be controlled by the temperature of the source material.
Also, the composition of the carrier gas can have a
strong effect on the surface concentrations. This fact
must be due to certain chemical equilibria in the gaseous
phase. Ccrtainly the higher surface concentrations are
more readily controllable. To obtain lower surface con-
centrations, a two-step process might be employed.”
In a prediffusion which is carried out at a relatively low
temperature, thin layers with a high surface concentra-
tion are produced. After removing all deposits on the
silicon surface by washing the samples in HI", the main
diffusion is carried out in an oxidizing atmosphere at
high temperatures. During the prediffusion an essen-
tially planar source is produced in the surface of the
solid. If the oxide layer grown in the main diffusion has
masking properties, no impurities are lost during this
step. When the final layer thickness is deep compared
to the thickness obtained in the prediffusion, the im-
purity concentration essentially follows a Gaussian dis-
tribution. In such a process the total number of atoms
in the diffused layer is controlled by the prediffusion
and this number may be varied by changing the tem-
perature and times for the prediffusion. Subsequently,
any given prediffused layer can be subjected toa variety
of diffusion cycles to produce a complete family of layers
having characteristics suitable for both emitter and base
regions of transistors. It is evident that the masking
properties of the SiO; layer during the main diffusion
are essential in such a procedure.

A special system for phosphorus diffusion into silicon
by this technique has been reported by Howard,!* who
achieved a control of the sheet resistivity and the
junction depth of a diffused layer to within £ 35 per cent.
This corresponds to a control in the surface concentra-
tion to within +10 per cent. However, these control
limits gradually increase, once the sheet resistivity of the
diffused layer exceeds 100 €. On account of the high
reproducibility achieved in this system, it was possible
to observe the increase in diffusion coefficients with the
concentration mentioned before.

The prediffused technique has an additional inherent
advantage, since the removal of the thin prediffused
laver requires only a very slight etch of the silicon. If
such an etch is carried out with local masking of the
silicon surface (e.g., by photoengraving®) the diffused
layer can be limited to defined regions. It is important
to realize that the depths to be etched can be much
smaller than the depths of the final diffused layer.

All of the diffusion techniques described here are sub-

© . Andrus and W. L. Bond, “Photoengraving in transistor fab-
rication,” Recent News Abstracts of Electrochem. Soc. Semiconductor
Symip., Washington, D. C.; 1957, and in “Transistor Technology,”

1. Van Nostrand and Co., Inc., New York, N. Y., vol. 3, ch. 5k, in
press.
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ject to a variety of variations and modifications.®! By
the successive application of several diffusion steps, it is
certainly possible to obtain almost any structure re-
quired for device applications. Particularly, the possi-
bility of localizing the diffusions allows, for example,
transistor structures in which the base region extends
to the surface and which are therefore easy to contact.

Lifetime Effects®®

A previous drawback for diffusion techniques has been
the degradation of the carrier lifetimes as a consequence
of the heat treatment required for the diffusion. The
smaller base-layer thicknesses obtainable by diffusion
methods make these effects less important. Also, meth-
ods have been discovered to reduce the magnitudes of
these effects. In particular, it has been found that the
degradation is mainly due to the introduction of rapidly
diffusing impurities, for example, gold in silicon or cop-
per in germanium. Since these impurities are mobile at
relatively low temperatures where the group Ill and
group V impurities are essentially immobile, these un-
desirable impurities are often removable subsequent to
the main diffusion. For this purpose the sample can be
heated in the presence of a liquidus layer for which the
distribution coefficient for the undesirable impurity is
considerably less than unity and which therefore acts as
a getter for the undesirable impurity. Slow cooling also
has been reported as a method to increase the minority
carrier lifetime subsequent to the heat treatment. If the
fast diffusing, undesirable impurity has a solid solubility
which increases with temperature, slow cooling results
in a precipitation of these impurities at, for example,
dislocations. As a precautionary method it is advisable
to always cool the silicon samples slowly from the dif-
fusion temperature.
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Lapping and Diffusion Techniques*

H. NELSON+

Summary—A new approach to the fabrication of semiconductor
devices has been investigated. This approach allows the processing of
large semiconductor wafers to a point where they can be diced into
numerous and identical devices. Lapping, instead of etching, is em-
ployed for all shaping of the units, and the high degree of precision
built into the lapping apparatus is passed on to all of the devices pre-
pared. The approach is applicable to the fabrication of a great variety
of semiconductor devices. Unipolar, photo-unipolar, as well as bi.
polar transistors and negative resistance devices, have been fabri-
cated. These devices exhibit superior electrical characteristics. Sili-
con power transistors have current transfer ratios in the 20 to 40
range and power gains from 30 to 40 db. Silicon unipolar transistors
have transconductances in the neighborhood of 500 mhos and input
resistance of about 100 megohms. Silicon photo-unipolar transistors
show a dc photo response of 2 to 20 a per Im.

INTRODUCTION

NRANSISTOR-fabrication procedures have been
described'? in which impurity diffusion is en-
ploved to achieve control of doping and dimen-

sions. These procedures, however, involve the use of
troublesome etching and masking practices to delimii
the diffused regions. A different approach has been in-
vestigated that seems to be more amenable to mass
production. This approach, which involves lapping
operations, allows the precision processing of large semyi-
conductor wafers to the point where thev can be diced
into numerous finishe semiconductor units. The ap-
proach is simple and precise, and is applicable to the
fabrication of a great variety of semiconductor devices.
Unipolar and photo-unipolar, as well as bipolar tran-
sistors and negative resistance devices, have been fabri-
cated. This paper describes these devices as well as the
details of the new fabrication procedure.

CONTROL OF T'RANSISTOR GEOMETRY BY Laprpine

The use of the lapping process to confine a desired im-
purity doping to a specific region of a device structure
can be illustrated by a description of its application in
the preparation of silicon-power transistors. Large-
arca silicon wafers are used as starting material. As a
first step in their processing, these wafers are provided
with emitter grooves in a lapping apparatus of the type
shown in the photograph of Fig. 1. The wafers are at-
tached to the lap base by means of a thin film of wax.
The runners at the sides of the lap base provide for
automatic stoppage of the lapping when the desired

* Original manuscript received by the IRE, February 26, 1958.

T RCA Labs., Princeton, N, J.

' M. Tanenbaum and D. E. Thomas, “Diffused emitter and base
silicon transistors,” Bell Sys. Tech. J., vol. 35, pp. 1-22; Januarv,
1056.

2C. A. Lee, “A high-frequency diffused base germaniuwm tran-
sistor,™ Bell Svs. Tech. J., vol. 35, pp. 23-24; January, 1930,
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Fig. 1—Lapping apparatus for the preparation of

semicondnetor deviees.,

groove depth is reached. After grooving, the walers are
exposed to a phosphorus diffusion process which leads
to the generation of 4 phosplmrus--(‘ontuining glass
film on the surface of the wafer and to the establish-
ment of a p-n junction below this surface. This p-n
junction and the doped regions are shown in the Cross-
section sketch of 1y, 2(a). The diffused regions in the
lands of the grooved surface are removed by a second
lapping step. The silicon wafers are then subjected to
a diffusion step wherein the lands of the grooved sur-
face are doped with beron and the # regions with addli-
tional phosphorus.

After this final diffusion step, the wafers are plated
with nickel and subjected to further lapping to isolate
emitter from hase regions. For this process, a lap head
is used which is an exact duplicate of the one used for
cutting the original grooves, except that the groove-
cutting teeth are a few mils wider. A set of runners is
used to provide a lap depth just short of the original
groove bottom. Fig. 2(b) shows the cross section of the
wafers after the final lapping. Fig. 2{c) skows one of the
transistors diced from this wafer.

An obvious advantage of the above technique is that
it lends itself to the production of large lots of identical
transistors. The same high degree of precision, originally
built into the lapping apparatus, is passed on to all of the
transistors prepared. Base-width v wations from unit
to unit, as well as from point to point over large emitter
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Fig. 2—The preparation of diffused emitter and collector trausistors.
(a) Wafer cross section after first dir.fusion. (b) Wafer cross section
after final lapping. (¢) Transistor diced from processed wafer.

areas, may accordingly be effectively minimized. The
lapping process, also, leads to a separation of the emitter
from the base that is uniform from unit to unit as well
as from point to point along the emitter periphery.
The lapping-diffusion technique may be applied
advantageously, not only to the preparation of bipolar
{ransistors, but to the manufacture of semiconductor
devices in general. Essentially, it is a technique that
provides precisely controlled confinement of a desired
impurity doping to a specific region of a semiconductor
structurc. The technique appears to be particularly
attractive for the manufacture of semiconductor de-
vices in which achievement of this objective is essential.

TRANSISTORS PREPARED BY DIFFUSION
AND LAPPING

Diffused Emitter and Collector Transistors

Several lots of this type of transistor have been pre-
pared by the lapping-diffusion cycle described in the
preceding section. P-type silicon in the 2 to 6 ohm-cm
range has been used as starting material for #n-p-n

" power transistors. Large-area wafers, of dimensions 1 X3
inch, of this material are lapped to a thickness of 10
mils and are provided with emitter grooves 80 mils
wide and 6 mils deep. After grooving, and after re-
moval of wax and loose particles, the wafers are cleaned
by a two-minute immersion in boiling, concentrated
nitric acid and by a thorough rinsing in deionized
water. The cleaning procedure is followed by the appli-
cation of a “phosphate glass” film to the surface of the
wafers by a phosphorus pentoxide treatment® at 1200°C.

3 C. J. Frosch, “Surface protection and selective masking during
diffusion in silicon.” J. Rlectrochem. Soc., vol. 104, pp. 547-552; Sep-
tember, 1957.
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Diffusion of phosphorus is then carried out at 1300°C
for four hours. The diffused regions in the lands of the
grooved surface are then removed in a second step of
lapping. For this step, a set of runners is used which
provides for automatic stoppage of the lapping at an 8-
mil thickness of the wafers. This lapping is followed by
cleaning of the wafers and by a second diffusion step in
which the wafers are exposed to boron-trichloride treat-
ment® at 1200°C and to diffusion at 1300°C for onc
hour. After the diffusion, the wafers are cleancd by
rinsing in hydrofiuoric acid, boiling in concentrated nitric
acid, and by rinsing in deionized water. They are then
plated by an “electroless nickel” process* and subjected
to further lapping to isolate emitter from base regions.
For this lapping step, a lap-head is used which is an
exact duplicate of the one used for the original cutting
of the emitter grooves, except that the groove cutting
teeth are 86 mils instead of 80 mils wide. A set of runners
is used to provide for a lap depth of 3 mils and for the
final geometry of the wafers which is shown in Fig. 2(b).
The wafers are then diced into transistor units, onc
of which is shown in Fig. 2(c). The mounting of the
units is facilitated by the presence of the nickel coat-
ing on the electrode surfaces, since leads and cooling
fins can readily be soldered onto this coating. After
mounting, the elimination of interelectrode leakage is
readily accomplished by a light etch in CP4.

Transistors prepared in the above manner have been
subjected to cross-section studies and to such electrical
tests as would serve to evaluate the degree of success
attained in the precise control of amount and location
of doping impurities. The dimensions of the emitter,
base, and collector regions can be determined from the
cross sections. The net acceptor concentration in the
starting material is known and also, therefore, the phos-
phorus concentration at the p-n junction planes. Since
the diffusion coefficient of phosphorus® and the time
and temperature of the diffusion are known, the phos-
phorus concentration can be calculated for any parallel
plane between the p-n junctions and the surface. Pene-
tration of diffused boron in the base-lead region is cal-
culable on the basis of known values of the diffusion
coefficient of boron and its concentration at the sur-
face of the wafer. This concentration is assumed equal
to that obtained at the surface during the diffusion
process and approximately equal also to the value of
1% 10! atoms per cm?® obtained by Fuller® for the proc-
essing conditions employed in diffusing the cross-
sectioned specimen.

Emitter efficiency and base resistance of the transis-
tors have been estimated on the basis of the calculations
described above. For the lot of transistors, of which the
cross-sectioned unit of Fig. 3 is representative, the

4 M. V. Sullivan and J. H. Eigler, “Electroless nickel plating for
making contacts to silicon,” J. Electrochem. Soc., vol. 104, pp. 226~
229; April, 1957.

3 C. S. Fuller and J. A. Ditzenberger, “Diffusion of donor and
acceptor elements in silicon,” J. Appl. Phys., vol, 27, pp. 544-553;
May, 1956.
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Fig. 3—The preparation of diffused emitter and base transistors.
(a) Wafer cross section after final lapping. (b) Transistor diced
from processed wafer.

emitter efficiency was estimated to be roughly compar-
able to that of alloyed emitters. The average density
of donors in the emitter region within 0.5 mil of the p-n
junction is about 10'8 per cm?® while the density of ac-
ceptors in the base region is in the neighborhood of
10% per cm?®. It is assumed, therefore, that the current
transfer ratio of the transistors is primarily determined
by the base width and effective lifetime of the injected
carriers. Table I shows measured values of these param-
eters for five samples of the transistor lot in question,
The relatively small spread in current transier ratio,
as, and effective lifetime,® 7., is indicative of the uni-
formity of product achieved. The emitter arca of these
units is 0.04 cm? and the base width 0.75 mil (from cross-
section measurements). The aq of these units is limited
by the high recombination rate of injected carriers,
rather than by low-injection efficiency. When the sur-
face-recombination rate is lowered by a sodium-dichro-
mate treatment,” higher values of a4 and 7. are ob-
tained. Values of 28 and 1.5 uscc, for instance, were
obtained for unit No. 5 after sodium dichromate treat-
ment.

The data in Table II show results obtained for p-n-p
silicon transistors prepared by the same diffusion-
lapping cycle employed for the fabrication of the n-p-n
units. The p-n-p transistors differ from the n-p-n ones
in that 1.5 to 3 ohm-cm #u-tvpe silicon was used as
starting material and boron, instead of phosphorus,
was used for diffusing the emitter and the collector re-
gions. The base width is approximately 0.6 mil.

Diffused Emitter and Base Transistors

Transistors in which the emitter and base, instead of
cmitter and collector, are diffused have also been made.
These have been prepared through a cycle of lapping,

¢ 1. R. Lederhandler and 1., J. Giacoletto, “Measurement of
minor ty carrier lifetime and surface effects in junction devices,”
’roc. IRE, vol. 34, pp. 477-483; April, 1955,

7 A. R. Moore and H. Nelson, “Surface treatment of silicon for low
recombination velocity,” RCA Rev., vol. 17, pp. 5-12; March, 1956.
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TABLE 1
ELECTRICAL CHARACTERISTICS OF | NFFUSED EMITTER
AND COLLECTOR #-p-1 SiLICON TRANSISTORS
4-kc Current ] Effective
Transistor Transfer 4'&‘; I:(Zl“{)er Lifetime
Ratio () u (r.) usec
No. 1 11.5 34 0.85
No. 2 13.0 33.5 0.95
No. 3 11.0 33.5 0.9
No. 4 12.5 34.0 0.95
No. 5 12.0 35.0 1.0

All values of gain measured at V.=6 v, I, =50 ma. Power gain
measured with resistive input and conjugate-matched output.

TABLE 11

ELECTRICAL CHARACTERISTICS OF DIFFUSED EMITTER
AND COLLECTOR p-n-p SILICON TRANSISTORS

4-ke Current Effective

Transistor Transfer 4-(];c_]"on;er Lifetime

Ratio (&) amn ¢ (r,) usec
No. 1 35 A6 2.1
No. 2 28 34 1.2
No. 3 16 29 1.1
No. 4 27 32 1.1

All values of gain measured at Vo=6v, I.=50 ma. Power gain
measured with resistive input and conjugate-matched output.

cleaning, and diffusion processes similar to those de-
scribed above. For the preparation of #-p-n power
transistors, 9-mil thick wafers of 2 to 8 ohm-cm n-type
silicon are provided with 40-mil-wide and 2-mil-deep
grooves. These wafers are first subjected to boron dif-
fusion for the generation of a p-n junction 2 mils below
the surface. They are then relapped to remove a 1.5-mil-
thick layer from the ungrooved surface and a 0.5-mil-
thick layer from the bottom of the grooves. The relap-
ping is followed by an application of “phosphate glass”
and further lapping to remove this “glass” from the
lands of the grooved surface of the wafers. The wafers
are then introduced into the diffusion furnace, exposed
to boron tricholoride gas at 1200°C, and afterwards
brought to a temperature of 1300°C. Diffusion is then
carried out at 1300°C for about 4 hours. After removal
from the diffusion furnace, the wafers are cleaned and
plated with “electroless nickel.” Then follows a final lap-
ping step in which the emitter regions are isolated from
the base regions by removal of nickel and degenerate
silicon from the groove edges. A lap head with 44-mil,
groove-cutting teeth is used for this operation along
with a set of runners which provides for a 0.7-mil groove
penetration. Fig. 3(a) shows the cross section of one of
the wafers after this final lapping and Fig. 3(b) shows
one of the transistor units obtained after the dicing
of the wafer.

Transistors prepared in this manner have been sub-
jected to cross-section studies whercin the dimensions
of emitter and base regions have been determined. The
concentration of diffused impurities in these regions can
be roughly calculated on the basis of diffusion time and
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TABLE 111 NICKEL PLATING {~~) P+ N+
ELECTRICAL CHARACTERISTICS OF DIFFUSED EMITTER
AND BASE #-p-n SILICON TRANSISTORS
N 3 U 6 1y
Transistor . p.G.db  aw* P.G.db* BVeso BViso P
— — - o — (21)
No. 1 11.5 39.5 18.5 38 12 v 90 v
No. 2 10.0 39.0 17.0 40 13.5 140 MITTER
No. 3 12.5 40.0 18.0 41 16.0 110 NICKEL PLATING 2
No. 4 10,5 37.0 15.5 39 17.0 120 BASE

* After sodium dichromate surface treatment.
All values of gain measured at V.=6 v, I,=50 ma. Power gain
measured with resistive input and conjugate-matched output.

temperature data, and the knowledge of diffusion co-
officients and surface concentrations referred to earlier.
For one lot of transistors the average net concentration
of donors in the emitter region within 0.5 mil of the
emitter junctions was calculated to be about 10'¢ per
cm®. The average acceptor concentration in the base re-
gion, on the other hand, was calculated to be about
5% 10' per cm®. It may be expected, therefore, that
the current-transfer ratio of these transistors will be
limited by recombination loss of injected carriers rather
than by low-injection efficiency. This is borne out by
the data shown in Table I11. The current transfer ratio,
o, and the power gain obtained for four representative
samples of these transistors after a light CP4 etch are
shown in columns 1 and 2, while the values of the same
parameters after sodium dichromate treatment are
shown in columns 3 and 4. Columns 5 and 6 show
emitter and collector breakdown voltages before the
dichromate treatment.

The effective lifetime of minority carriers injected
into the base region could not be measured with avail-
able equipment (<0.1 wscc). Values as high as 1.0
usec were obtained, however, for holes injected from the
base into the collector region.

Diffused Transistor with Negative Collector Resistance

Transistors with negative collector resistance may be
prepared by a diffusion-lapping cycle similar to that
employed for the preparation of diffused emitter and
collector transistors. The procedure used for the fabrica-
tion of the latter type of transistors is modified to give
the final cross section of the processed wafer shown in
Fig. 4(a), or a final shape of the diced transistor unit
as shown in Fig. 4(b). This transistor structure is dif-
ferent in that the region of the base, By, to which the
hase lead is attached, is separated from the regions of
the base, Bs, between the emitter-collector junctions,
Iy a third region, Bs, which is so thin that its resistance
is substantially affected by the penetration of the de-
pletion layer associated with the collector junction.
When the degree of depletion-layer modulation is suit-
ably related to other pertinent electrical characteristics
of the transistor, a negative collector resistance is ob-
tained. An increase in the collector bias causes a suffi-
cient decrease in the conductance of the region B to

COLLECTOR

Fig. 4—The preparation af transistors with negative collector re-

sistance. (a) Wafer cross section after final lapping. (b) Transistor
diced from processed wafer.
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Fig. 5 -Output characteristics of silicon transistor with negative
collector resistance—load resistance = 1000 ohms.

cause lowered forward bias and lowered injection at the
emitter junction.

Measurements taken on several cross sections of this
type of transistor show that the thickness of the Bs;
section of the base can be precisely controlled by the
diffusion-lapping teehnique. One lot of devices pre-
pared showed a channel thickness range before etching
from 0.7 to 1.0 mil. These particular transistors, which
were prepared from 8 ohm-cm p-type silicon, exhibited
collector current-collector voltage characteristics  as
shown by the family of curves in Fig. 5.

Diffused Unipolar and Photo- Unipolar Transistors
To fabricate unipolar transistors,® a cycle of diffusion

and lapping is employed which leads to a final cross

#\\". Shockley, “A unipolar ficld-effect transistor,” Proc. IRE,
vol, 40, pp. 1365-1376; November, 1952,
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(d)

Fig. 6 The preparation of unipolar devices. (@) Si waler processed
for unipolar transistor preparation. (b) Unipolar transistor diced
from processed wafer. (c) Si wafer processed for photo-unipolar
transistor preparation. (d) Photo-unipolar transistor.

N

Fig. 7 Unipolar transistor operated as contbined photocell
and amplifier.

scction of the wafer as shown in Fig. 6(a). These wafers
are diced into transistor units as shown in Fig. 6(b).
The thickness of the channel, C, is susceptible to precise
control by etching after mounting the transistor.
When a unipolar transistor of the type shown in
Fig. 6(b) is operated in a circuit as shown in Fig. 7, it
will respond to light impinging upon the channel sur-
faces. Drain-current flow will increase as a result of
increased channel conductivity because of hole-clectron
pair generation and also, to a greater extent, as a result
of a lowered gate bias caused by an increased current

PROCEEDINGS OF THE [RE

June

flow through the resistor K. Unipolar devices especially
designed for this type of operation have been prepared.
These have been termed “photo-unipolar” transistors.
To fabricate these devices a lapping-diffusion cycle is
employed which produces a final wafer cross section as
shown in Fig. 6(c). The wafers are diced into photo-uni-
polar units as shown in Fig. 6(d). These units are pro-
vided with a large photosensitive area which Serves as a
source of photogenerated hole-electron pairs.

Dimensional measurements from a number of Cross
sections of unipolar transistors have shown a high degree
of channel uniformity from unit to unit. This uniform-
ity is also evidenced by the electrical properties of the
units. When the transistors have been prepared from
21 ohm-cm, n-type silicon, they have shown trans-
conductances, g,. in the neighborhood of 500 umhos.
At agatebiasof —4v and adrain biasof 10 Vv, one repre-
sentative unit shows a £ of 460 umhos, a drain resist-
ance of 3200 ohms, and a gate-to-channel capacity of
96 put. This unit was prepared from 21 to 30 ohm-cm
n-type silicon and had been provided with channels
80 mils long, 4 to 6 mils wide, and 0.5 to 0.7 mil thick.

The unipolar silicon transistors show improved electri-
cal characteristics after sodium dichromate treatment.
The curves of Fig. 8 show the 7, as a function of E,
before and after this treatment for a typical unit. The
increase in channel resistance is in conformity with the
view that application of sodium dichromate film leads to
the extraction of clectrons from the underlving silicon.’
The detailed reasons for the increase in gn are not
known.

The curves of Fig. 9 show I, as a function of V, for
another unipolar transistor at room and liquid nitrogen
temperature. The greatly increased g,, observed at the
liquid nitrogen temperature is a consequence of the
increased mobility of the clectrons at the lower tem-
perature. As expected, the reverse gate current was
found to be extremely low at liquid nitrogen tempera-
ture. In fact it was lower than 1012 a, which was the
limit of the sensitivity of the instrument used for the
measurements.

Photo-unipolar transistors have been prepared from
21 to 30 ohm-cm n-type silicon and they have been
provided with a p-n junction through boron diffusion.
The three channels are each 180 mils long and they are
connected in parallel. The channels are approximately
5 mils wide and 0.6 mil thick. The section P of the
boron-doped region, which serves as the photosensitive
clement of the device, is approximately 0.070X0.180
inch in arca and 0.001 inch thick.

Measurements on a representative unit showed a
gate-to-channel capacity of 140 uuf, a gn of 500 umhos,
and an 7, 0f 7X 103 a, at a gate bias of —4 v and adrain
bias of 10 v. An amplified photo-response of 3 a per Im
was obtained when a 2-megohm resistor was connected
in series with the gate bias,



1958

- Gm =400 umhos

BEFORE

4 Gm =600 umhos

DRAIN MILLIAMPERES

5
¥ AFTER
0 N 1 I 1 | 1 1 A I i 1
o 5 10
GATE VOLTS

Fig. 8—Drain current as & function of gate bias before and
after application of sodium dichromate— ;=10 v.
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Fig. 9--Drain current as a function of gate bius at

room temperature and at 77°K.

Discussion oF EXPERIMENTAL REsULTS

The results obtained in the course of this investiga-
tion indicate that a diffusion-lapping technique may he
applied advantageously to the preparation of a great
variety of silicon devices. Some of the advantages ex-
pected from the application of the impurity-diffusion
process have been realized. Large-area, diffusion-doped
regions of uniform thickness have been obtained with
relative case. When phosphorus and boron have been
used as diffusants, emitter-impurity concentrations
have been obtained which are compatible with high-
injection efficiency in bipolar transistors. Although the
lifetime of the silicon deteriorates as a result of its ex-
posure to the high-diffusion temperatures, this deteriora-
tion does not preclude the attainment of “high” trans-
fer ratios at thin base widths (<0.8 mil). As in the casc
of silicon transistors prepared by the alloy process, high
surface, rather than high body, recombination appears
as the obstacle to be overcome for the attainment of
high current multiplication. Steps taken to minimize
emitter and collector junctions separation at the emitter
periphery of diffused emitter and collector transistors
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have, accordingly, been found effective in reducing loss
of minority carrieis in the base.

As indicated by the experimental results, “high” trans-
fer ratios may be obtained with diffused emitter and
base, as well as with diffused emitter and collector
transistors. The fact that very thin and uniform base
widths may be obtained readily in the former transistors
favors the attainment of high-current gains in these
although the effective lifetime in the base is low (pre-
sumably because of high impurity concentration in the
base near the emitter junction). With regard to other
clectrical characteristics, it follows from a consideration
of the nature of the processing, that the steps involved
in the preparation of diffused emitter and base transis-
tors favor the attainment of high-lrequency response
and high-collector breakdown. The steps involved in
the preparation of diffused emitter and collector tran-
sistors on the other hand are more compatible with the
attainment of high-emitter breakdown and low-collec-
tor lead resistance.

The ready preparation of unipolar and photo-unipolar
devices with usefu! electrical characteristics is a good
demonstration of the versatility of the diffusion-lapping
technique. The above experimental data are included
to illustrate this fact, rather than to show what can be
ultimately achieved.

It is worth noting that unipolar, unlike bipolar silicon
transistors, show a general improvement in electrical
characteristics with decreasing temperature (an opti-
mum is reached at about 100°K—where the mobility
peaks). The virtual absence of reverse gate current at
low temperatures suggests applications for silicon-uni-
polar devices where the amplification of extremely
minute currents or light signals is desired.

Relatively few transistors with negative collector
resistance have been prepared. The experimental data
presented, therefore, represent only preliminary at-
tempts in this direction. The results obtained do, how-
ever, indicate that devices possessing predeterminable,
stable, negative resistance at low applied voltages can
he prepared by the diffusion-lapping technique.

CONCLUSIONS

By means of impurity diffusion and lapping pro-
cedures it has been possible to prepare a variety of sili-
con devices in which the shape and the location of doped
regions are subject to precise control. In bipolar tran-
sistors suitable for power applications, thin and uniform
base widths compatible with high-current transfer ra-
tios have been obtained. In unipolar transistors, chan-
nel geometries compatible with high power gain have
also been attained.

Two novel semiconductor devices have also been
prepared: a photo-unipolar transistor with a dc output
of 2 to 20 a per Im and a silicon transistor with a pre-
determinable, stable, and negative resistance.
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Outdiftusion as a Technique for the Production of
Diodes and Transistors®
J. HALPERNY, MEMBER, IRE, AND R. H. REDIKERY, ASSOCIATE MEMBER, IRE

Summary—The outdiffusion process, which consists of the ex-
traction of impurities from a semiconductor wafer by heating it to an
elevated temperature in a high vacuum, is shown to be a practical
method for the production of diodes and transistors. The usefulness
of outdiffusion as a technique for device fabrication depends on how
easily impurities can be evaporated from the crystal surface. The
surface-evaporation velocity K which characterizes the ease of re-
moval of impurities has been determined for the evaporation of
antimony out of germanium at 700°C and is (1.5 +0.5) X 1078 cm/sec.
This value is large enough to indicate that it is definitely feasible to
make high-frequency devices by outdiffusion. Narrow base germani-
um computer diodes have been fabricated that have a forward drop
of 0.11 volt at 1 ma and that switch at speeds up to 5 mc. The op-
eration of these graded base diodes is analyzed. Germanium n-p-n
graded base transistors have also been fabricated which have
grounded-emitter current gains, g8, of over 100 and alpha frequency
cutoffs, fa, of above 200 mc.

I. INTRODUCTION

HE diffusion of impurities out of semiconductors

has been described in the literature.!=* The process

consists of the extraction of impurities from a
crystal by causing them to diffuse to the surface from
where they are evaporated into a vacuum. In this paper
we will describe the application of this technique to the
production of p-n junctions and consequently to the
fabrication of diodes and transistors.

The usefulness of outdiffusion as a practical technique
for the fabrication of devices depends on how easily the
impurities can be removed from the crystal. The surface-
evaporation velocity K is a measure of the ease with
which the impurities can be removed. This quantity was
determined from punch-through voltage measurements
on the p-n junctions which were produced by the out-
diffusion process.

The value of the surface-evaporation velocity which
we have obtained is large enough to permit the fabrica-
tion of diodes and transistors from compensateds n-type

* Original manuscript received by the IRE, February 26, 1958;
revised manuscript received, March 24, 1958, The research reported
in this document was supported jointly by the Army, Navy, and Air
Force, under contract with the Mass. Inst. Tech. Preliminary reports
of this work were presented at the IRE-PGED Meeting, Washington,
D. C.,, October 25-26, 1956, and at the IRE-AIEE Semiconductor
Devices Res. Conf., Univ. of Colorado, Boulder, Colo., July, 1957,

f Lincoln Laboratory, MN.I.T., Lexington, Mass.

' B. Serin, “Heat treatment of semiconductors and contact recti-
lication, ™ Phys. Rev., vol. 69, pp. 357-362; April 1 and 15, 1946.

2F. M. Smits and R. C. Miller, “Rate limitation at the surface
for impurity diffusion in semiconductors,” Phys. Rev., vol. 104, pp.
1242-1245; December, 1956.

3 K. Lehovic, K. Schoeni, and R. Zuleeg, “Evaporation of impuri-
ties from semiconductors,” J. Appl. Phys., vol. 28, pp. 420-423;
\pril, 1957.

4 R. C. Miller and F. M. Smits, “Diffusion of antimony out of ger-
manium and some propertics of the antimony-germanium system,”
Phys. Rev., vol. 107, pp. 65-70; July, 1957.

5 Compensated germaniwm is material containing both donor and
acceptor impurity elements, the type being that of the impurity ele-
ment of greater concentration.

germanium using practicable heating times and tem-
peratures. Since it has been possible to grow germanium
with predetermined concentrations of both - and »-
type impurities, the precise impurity profile after out-
diffusion is known once K is known, and hence it has
been possible to design diodes and transistors to desired
electrical specifications. Narrow base diodes with high-
speed capability and with very low forward drop have
been fabricated by this technique. These devices have
graded base regions. This gives an cxtra degree of free-
dom in their fabrication and permits a higher optimiza-
tion for the combination of junction capacitance,
avalanche breakdown, and punch-through voltage than
for a uniformly doped base region. N-p-n graded base
transistors have also been fabricated using the outdif-
fusion process and have shown, in addition to all the
advantages of the graded base structure, extremely
high grounded-emitter current gains.

II. SEMICONDUCTOR JUNCTIONS BY QUTDIFFUSION

Junctions can be produced by outdiffusion if the semi-
conductor material with which one starts contains both
donor and acceptor impurities (i.c., it is compensated)
and the impurity having the larger diffusion constant is
present in the greater concentration, In this case the
boundary conditions at the semiconductor surface must
be such as to permit sufficient evaporation of the faster
diffusing impurity so that a surface layer of conduc-
tivity different from that of the bulk can be produced.
It is also important that the evaporation rate of the
semiconductor material itself be smaller than that of the
impurities. For germanium at most practical tempera-
tures this last condition is always fulfilled. If all these
conditions are satisfied it is then possible to produce
p-n junctions by heating the material to an elevated
temperature in high vacuum.

The rate at which an impurity evaporates from the
surface can be assumed to be proportional to the devia-
tion of its surface concentration from equilibrium. The
boundary condition at the surface is then

dC
KlC©, 0 - Cu) = D= (1)
(I'.\f =0
where the left-hand side of (1) is associated with evapo-
ration of impurities from the surface and the right-hand
side with diffusion of impurities from the bulk to the
surface. The quantity D is the diffusion constant,
C(x, t) is the impurity concentration at a depth x from
the surface at a time ¢, and C.q is the equilibrium con-
centration at the surface. All the outdiffusion runs were
performed in vacua of better than 10~¢ mm of Hg in
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which case Ceq can be assumed to be zero. The quantity
K in (1), which is called the surface-evaporation ve-
locity, is a measure of the ease with which an impurity
atom can be removed from the surface of the semi-
conductor and a knowledge of it is necessary for the
controlled utilization of the outdiffusion process.

If a compensated semiconductor is initially uniformly
doped with Nao acceptors/cm?® and Ny donors/cm? the
net acceptor concentration as a function of distance at
A time f can be determined from the solution of the dif-
fusion equation subject to the boundary condition given
by (1) and is:®
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knowledge regarding the impurity profile to the theo-
retical curves in Fig. 1 we have been able to obtain a
value for the pertinent surface evaporation velocity, K,
for antimony.

The experimental quantity which has been used in the
determination of the surface-evaporation velocity is the
reverse junction voltage at which the space-charge re-
gion of the junction penetrates through the p-type out-
diffused skin. This reverse voltage is the well-known
punch-through voltage. The sample whose theoretical
impurity densities are plotted in Fig. 1 was then indif-
fused at 600°C for 4.5 hours from a surface concentra-

)

e[ e [ R e () + (o v )
Nao 1erf [2\/5.1_11 + c.\p[ Y erfc i + o v Dl {° (2)

where the subscripts @ and d refer to acceptors and
donors, respectively.”

If the surfacc-evaporation velocities and diffusion
constants are known, the precise impurity profile can be
determined from (2). This is unlike the indiffusion case
where both the concentration of the impurity atoms in
the gaseous phase and the partition function must be
known. An impurity profile calculated from (2) is
shown in Fig. 1 for an outdiffusion run which was per-
formed at 700°C for 24 hours using a germanium wafer
initially doped with 7.4% 101 atoms/cm? of indium and
10.4 X 10% atoms/cm?® of antimony.? Fig. 1 has been
plotted using the appropriate values for the diffusion
constants for antimony and indium at 700°C (1.6 X107
and 9% 1015 cm?/sec, respectively) and different values
of surface-evaporation velocity. The lower branch of the
curve for Kg»=10"% in the figure has been plotted
assuming a value of Kiagium = ®- The other curves have
been plotted assuming Krnaium =0 (i.e., No remains con-
stant throughout the material after outdiffusion). In our
work the value of Kindium is immaterial since that region
where the impurity profile is affected is relatively small
because of the small diffusion constant for indium.
{‘urthermore, in the fabrication of transistors or diodes
this region is either indiffused or removed (see Section
IV-C and Section IT1-E). By relating experimental

5 The problem is identical in form to that in heat flow: constant
initial temperature and radiation at the surface into a medium at zero
temperature. See H. G. Carslaw and J. C. Jaeger, “Conduction of
Heat in Solids,” Oxford Univ. Press, London, Eng., p. 54; 1947,

2 u
i erfy = ——f exp (—&)de=1— erfc v.
\/;T ) :

8 There should not be more than 5 per cent inaccuracy in these
impurity concentrations. The underdoping was determiined by grow-
ing three p-type indium doped uncompensated crystals under the
same conditions that the compensated one was grown. It is assumed
that when two types of dopant are put into the melt, no interaction
occurs to change the underdoping profile as measured on the control
crystals. This seems reasonable when one considers the small amount
of impurities put into the melt.

tion of 5% 101 atoms/cc of arsenic. The indiffused n-p
junction was found using sectioning and etching tech-
niques to be at a depth of 1.6 microns from the surface.’
The theoretical impurity profile for the sample after
the indiffusion is shown in Fig. 2. There are two ad-
vantages to be gained by this additional indiffusion
process. Firstly, the effect of the unknown surface-
evaporation velocity for indium on the impurity profile
has been considerably reduced and therefore the evapo-
ration velocity for antimony can be more accurately de-
termined. Secondly, the punch-through is sharper to the
heavily doped n-type indiffused layer than it is to in-
version layers or low lifetime regions of unknown depth
below the surface. I{ one makes the valid assumption of
complete depletion in the space-charge region of the out-
diffused junction when it is reverse biased, the rate of
change of electric field with distance in this region is ob-
tained from Poisson’s equation:
dE q

—_— = — (‘Vn — ]th), (3)
dx €

where ¢ is the electronic charge and e is the dielectric con-
stant in rationalized mks units. This quantity, which we
have called df£/dx punch-through is shown as ordinate
in Fig. 2. By integrating the curves of Fig. 2 (for each of
the parametric values of K) from the indiffused junction
through the outdiffused junction to the point of total
charge neutrality, the field E in the space-charge region
at punch-through is obtained as is shown in Fig. 3. The
area under cach of the curves is the punch-through
voltage corresponding to the particular value of K. Per-
forming these graphical integrations yields the result
that if K were 10~* cm/sec the punch-through voltage
would be 9.4 volts while if K were 2X10-8 cm/sec the

% Because the indiffused junction is relatively abrupt its depth
from the surface can be accurately measured by sectioning and etch-

ing techniques, The outdiffused junction, on the other hand, is very
graded.
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Fig. 2-—Theoretical impurity protiles for outdiffused wafer of Fig. 1

after an indilfusion at 600°C for 4.5 hours. From Poisson’s equa-
tion these can also be given in terms of dE/dx as shown on the
left-hand ordinate.

punch-through voltage would be 24.4 volts. The meas-
ured punch-through voltage on a number of dice from
this sample wafer was 15 +0.5 volts.!9 These results indi-
cate a value of the surface-evaporation velocity K for
the diffusion of antimony out of germanium at 700°C
of (1.540.5) X 1078 cm/sec. An attempt has been made
to include uncertainties in the theory and in the experi-
ment in the indicated probable error. This value of X for
antimony is in agreement with the value obtained by us
over the past 18 months in other experiments on the
punch-through voltage of outdiffused junctions. It is
slightly smaller than the value 3 X108 cmi /sec reported
by Lehovic and collaborators.? It is larger than the

19 To make sure that the measured breakdown voltage was associ-
ated with punch-through and not avalanche, indiffusions to various
depths were performed on dice all of which had originally come from
the same outdiffused wafer. The breakdown voltage front sample to
sample varied as would be expected for punch-through. In addition
the breakdown voltage was measured as a function of temperature
and the temperature dependence was as expected for punch-through
(see O. Garretta, “Variation of the punch-through voltage of a
transistor as a function of the temperature,” C. R. Acad. Sci., vol. 241,
pp. 857-859; October, 1955) and opposite to that expected for
avalanche.
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Fig. 3—Punch-through field as a function of distance into the crystal.
These curves have been obtained from those of Fig. 2 by a point
by point integration. The punch-through voltage corresponding
to each of the A values is also given.
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Fig. 4—Cross section of an outdiffused diode (not to scale).

mean value for K of 6 X10~? ¢cm/scc as determined from
extrapolating the data of Miller and Smits® to 700°C but
is within their indicated probable error.

It can be seen from [IFigs. 2 and 3 that the punch-
through voltage is far more sensitive to variations in A
than is the base width. Ilence this method enables one
to determine K more accuratelv than would a determi-
nation of the outdiffuscd junction depth.

The value we have obtained for the surface-evapora-
tion velocity for antimony, the more rapidly diffusing
impurity, is sufficiently large to malke feasible the fabri-
cation of diodes and transistors using outdiffusion tech-
niques." These devices will now be described.

L. Ourpirrusen Diobr
A. Impurity Distribution

The outdiffused diode is a narrow base diode pro-
duced by the outdiffusion of a compensated n-type ger-
manium wafer. The graded p-type skin so formed serves
as the base of the diode. Fig. 4 illustrates the geometry
of the outdiffused diode.

The starting material and the outdiffusion cycle used
in the fabrication of most diodes give impurity profiles
after outdiffusion which are very similar to the curves
shown in IFig. 1. The impurity profile corresponding to
any K value within our probable error [K=(1.54+0.5)
X10=% cm/sec] will fall between the two curves in the

1 1t has been pointed out by the reviewer that it is also possible
to produce junctions by outdiffusion from compensated material in
the case where the rapidly diffusing impurity has a smaller surface-
evaporation velocity and a smaller concentration than that of the
slower diffusing impurity. It also has been pointed out that if one had
impurities with suitable diffusion coefficients and surface-evaporation
velocities one could obtain two junctions by outdiffusion alone.



1958

figure. An examination of Fig. 1 indicates that the net
impurity density in the p-type base region can be much
more closely represented by a linear function of distance
than by the exponential approximation which gives a
constant built-in field and which is usually assumed in
calculations for graded regions. It is assumed that the
material near the surface, in which the impurity density
may deviate from this linear behavior because of the
outdiffusion of the indium, will be absorbed into the
ohmic contact when the device is fabricated (see Section
11-E).

B. Current-Voltage Relationship

The current-voltage relationship for the outdiffused
diode will be derived under the assumption that the net
impurity density in the base region is a linear function
of distance:

Ny — Ng = (x/w)N, (4)

where N, is the net impurity density at the ohmic con-
tact, w is the base width, and x is here defined as the
distance from the junction towards the ohmic contact
as is shown in Fig. 5(b). If conductivity modulation at
high injection level is neglected, this doping distribution
gives rise to a built-in field:

kT N, 1

g 2na /‘/(A\’,,x >2 +1
2nw

where % is the Boltzmann constant, T the absolute tem-
perature, ¢ the electronic charge, and #; the intrinsic
carrier density. This built-in field, which is shown in
Fig. 5(c), can be approximated by a constant field

E=

&)

ET N,
g=

¢ 2naw

from the junction to the point 8 =2nw/N, and by a
hyperbolic field, E=kT/qx, from the point § to the
ohmic contact. Using this approximation it would be
necessary to solve the diffusion equation for each of the
two regions and to match boundary conditions. How-
ever, in the case of the doping gradients that are being
used, it turns out from transition region theory" that
the junction width at zero applied voltage extends to
the point x,> 8 as is shown in Fig. 5(c) and hence one
need only solve the diffusion equation:

d*n dE(x)
Dy, — 4 pant

dx? dx

dn
4+ u,E(x) — =0 (6)
dx

between the limits of x,, and w, where E =kT/qx and n
is the minority carrier concentration in the base. The

12 The theory for the transition region for exactly this case is given
in \W. Shockley, “The theory of p-n junctions in semiconductors and
p-n junction transistors,” Bell Sys. Tech. J., vol. 28, pp. 435-489;
July, 1949,

Iulpern and Rediker: Outdiffusion Production Technique

1071

n P

(a) ]\DNMIC

CONTACT

z
&

(b) _—

(© B

gl s}__-_--

Fig. 5—Representation of the outdiffused diode (a) showing the as-
sumed doping distribution (b) and the built in field (c) which re-
«ults from this doping distribution. (Figure not drawn to scale.)

lifetime term in the diffusion equation has been neg-
lected because the base width is much smaller than a
diffusion length.

The boundary conditions that must be satisfied by
the solution to (6) are: first, at x =w, the current density

is
7 ( n,-2> 7 (dn+ u)
w = gs\n— = — A—+—),
g ATo q dx w

where we have characterized the ohmic contact by a
contact generation velocity, s, defined by the first equal-
ity in (7) as the ratio of the current density to the change
in the charge density of minority carriers at the contact.
The quantity #?/N, is the cquilibrium value of this
minority carrier density. The expression on the right-
hand side of the second equality in (7) includes the cur-
rent due to both diffusion and electric field. Second, at
x =x, the minority carrier density is

(7)

ntw

n= eV kT, (8)

NoxXm
It should be noted that the quantity ndw/Noxms in (8) is
the equilibrium carrier density at Xm only if x.>>0,
which condition implies that the net impurity density at
%, is significantly larger than the intrinsic carrier den-
sity. This is also the condition for the validity of the
assumed hyvperbolic field. For the impurity densities
used, this condition is reasonably satisfied. The de-
termination of %., the transition-region boundary, is
discussed by Shockley'? and can be determined for the
case of complete depletion by solving the two equations
relating the junction potential ¢ with %m.
N, nw

< 2,2 and xn =
3¢ w N,

'pm = eq\bm I’CT. (9)

From the solution of the diffusion equation (6) sub-
ject to the boundary conditions (7) and (8) the current-
voltage relationship can be obtained:
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where n,=n2/N, is the equilibrium value of the minor-
ity carrier concentration at the ohmic contact. If
yn?Kw?, which is usually the case in practice, the cur-
rent-voltage relationship can be written as

1

sw

J = gites (ew kT — 1), (10a)

1
( +ZDnJ

In the derivation of (10) the minority carrier lifetime
has been assumed large, the leakage resistance shunting
the junction has been neglected (these assumptions can
be fairly well approximated in fabricated diodes), and
the hole current flowing in the n-tvpe region has been
neglected, since the ratio of this current to the electron
current into the p-type skin is small because of the nar-
row base width. Eq. (10) may be compared with the cur-
rent-voltage relationship for a uniformly doped narrow
base diode, which has been derived under equivalent
assumptions.!3

(e kT — 1),

(11)

J = qnus

14 =

( D

IFor narrow base diodes, as the reverse voltage is in-
creased the space-charge region eats into a significant
portion of the base region and the effective base width
w is reduced. For a perfect ohmic contact, defined as
s = =, the diode reverse current will vary as the recipro-
cal of the effective base width and hence will strongly
depend on the reverse voltage; therefore the diode will
not saturate. However, if the ohmic contact is not per-
fect, the reverse current will vary with effective base

width as
(1 n sw)_‘
2D

for the outdiffused diode and as

: +sw)"
(+3

for a uniformly doped narrow base diode. The factor
multiplying the term sw/D in the expression for the
outdiffused diode reduces the dependence of the reverse
current on the effective base width and thus improves
the diode saturation characteristic. The physical reason
for this improved saturation characteristic is that the
field due to the graded doping in the base region helps to
collect a greater percentage of the electrons that are
generated at the ohmic contact even at larger base

Y R. H. Rediker and D. E. Sawyer, “Very narrow base diode,”
Proc. TRE, vol. 45, pp. 944-953; July, 1957,
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thicknesses. Thus as the effective base thickness is re-
duced and the collection efficiency of the junction in-
creased, there are fewer additional electrons which
can be collected.

In the above treatment conductivity-modulation ef-
fects which occur at high injection levels have been
neglected. Because of its narrow base width the out-
diffused diode requires a relatively small amount of
carrier injection to produce the concentration gradient
necessary for forward current flow. Conductivity mod-
ulation is advantageous, however, in that at large for-
ward currents it reduces the built-in field which opposes
the flow of this current.

C. Switching Speed

The switching speed of a narrow base diode such as
the outdiffused diode is determined by the time it takes
to switch the diode from the forward low-impedance
state to the reverse high-impedance state. This reverse
recovery time consists mainly of the sum of the time re-
quired to clear the stored minority-carrier charge from
the base region and the time required to charge the
junction depletion layer capacitance.

It has been shown®™ that a figure of merit for the
minority-carrier storage switching time is the ratio of
the forward current to the charge of the minority car-
riers stored during forward conduction. For linear grad-
ing in the base region such as assumned above in the
derivation of the J-V relationship this figure of merit is

I, 2D 1

6 0?2 2D w 1 S ’
14+—)})In———+
S 2

&% 2w?

(12)

while for a uniformly doped base region it is given by
I, 2D 1

w? 2D
0 AEL

sw

(13)

Because the built-in field opposes the flow of minority
carriers when the outdiffused diode is biased in the for-
ward direction, more minority carriers must be stored
in the base region to produce a given forward current.
As can be seen by comparing (12) and (13) for a given
base width, the figure of merit for minority-carrier stor-
age for an outdiffused diode is smaller than that for a
uniformly doped diode.

Outdiffused diodes whose impurity profiles are similar
to that indicated in Fig. 1 and whose base contacts have
penetrated about 1.5X10-* cm from the surface, have
base widths w of approximately 3 X10~*cm and junction
widths v, at zero bias of approximately 0.1 X10~* cm.
If the ohmic contact is characterized by a generation
velocity s =5X10* cm/sec, the figure of merit for these
diodes as determined from (12) is I/Q~4.5X 107 sec™},
which value is about three times smaller than that for a
diode with a uniformly doped base region of identical
base width. However, for the outdiffused diode the elec-



1938

tric field in the base region helps to clear the stored
minority carriers when the diode is switched from for-
ward to reverse bias and most of them are removed from
the base region at the maximum current permitted by
the external circuit. Thus argood approximation to the
minority-carrier storage switching time for these out-
diffused diodes is 22 musec (which is just the reciprocal
of the figure of merit) multiplied by the ratio of the
forward current to the maximum current permitted by
the external circuit to clear the stored charge."

In the outdiffused diode the entire base region is to a
good approximation in the active region between the
junction and the ohmic contact, as is shown in Fig. 4.
Thus in this diode the problem of charge stored in re-
gions of the base which are laterally displaced from the
active region can be neglected, and the one-dimensional
analysis presented above is applicable.”

In some narrow base diode designs the time required
to charge the depletion layer capacitance is larger than
the time required to clear out the stored minority car-
rier charge and becomes the major factor in determining
the reverse recovery time. Outdiffused diodes have been
fabricated in which this is indeed the case. Because of
the grading of the net impurity concentration, the re-
sistivity rising as the p-m junction is approached, the
outdiffused diode will have a smaller depletion-layer ca-
pacitance than an equivalent diode with a uniformly
doped base region of identical geometry and punch-
through voltage (and therefore the same maximum volt-
age rating). The ratio of the capacitance of the outdif-
fused diode to that of this uniformly doped base-region
diode (which may for the purposes of this discussion be
assumed to be of alloy junction type's) is

Cout

_ J(V + Vnullny)llgl 1
— = 0.9
C:lllo_\' \l (V + V('mn)”sj (VI’)”G

for any reverse voltage V. V, , —and V,, are aApproxi-
mations to the internal contact potentials of the alloy
and outdiffused junctions, respectively,’®!" and have
been neglected in the second [raction of (14) as they are
small compared to punch-through voltage Vo At any
appreciable applied reverse voltage the junction contact
potentials may be neglected and (14) reduces to

Cout V s
cas(2)"
Vy

Cul loy

1 For analyses of minority carrier storage switching time for di-
odes with uniformly doped base regions see: R H. Kingston, “Switch-
ing time in junction diodes and junction transistors,” Proc. IRE,
vol. 42, pp. 829-834; May. 1954, and B. Lax and S. F. Neustadter,
“Transient response of a p-n junction,” J. A ppl. Phys., vol. 25, pp.
1148-1154; September, 1954,

15 [n many other diodes and transistors, however, this charge
exists and must be laterally removed. This adds appreciably to the
minority carrier storage time and does not permit a one-dimensional
analysis to be made for these devices.

16 The condition for which (14) is derived is that the equivalent
diode has a depletion layer which penctrates the base region only.
"I'he most common diode for which this condition applies is the alloy
junction diode.

171, R. Muss, “Capacitance measurements on alloyed indium-
germanium junction diodes,” J. Appl. Phys., vol. 26, pp. 1514-1517;
Decenber, 1955.

(14)

(15)
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To the same approximation, the ratio of the charge in
the depletion layer of the outdiffused diode to the
charge in the depletion layer of the equivalent alloy-

type diode is:
Qout 3 (V )”5
inloy 8 Vp )

Thus in switching from a given forward current to a
given reverse bias more minority-carrier charge must be
removed from the outdiffused diode than from the
cquivalent diode with a uniformly doped base region,
but less charge must be put into the depletion layer.

(16)

D. Maximum Reverse Volluge

The two breakdown effects, the lower of which deter-
mines the maximum reverse voltage of the diodes dis-
cussed, are avalanche and punch-through. To maximize
the reverse voltage capability of a uniformly doped
base-region diode of any given base width, it is neces-
sary to choose the resistivity such that avalanche break-
down and punch-through occur at the same reverse
voltage since if one is increased the other will decreasc.
The higher resistivity near the junction gives the out-
diffused diode a greater avalanche voltage, while the
lower resistivity ncar the ohmic contact causes the rate
of penetration of the space-charge region to tend to bog
down, giving a greater punch-through voltage. Hence
for any given base width the outdiffused diode can al-
ways be designed with a greater maximum reverse-volt-
age rating than can a diode with a uniformly doped base
region.

E. Fabrication

\Most of the diodes have been fabricated from 0.5
ohm-cm n-tvpe compensated germanium wafers con-
taining both antimony and indium as impurities
(N,=10.4X10%; N,=T7.4X10"% atoms/cc). The indium
underdoping if uncompensated would be equivalent to
0.5 ohm-cm p-type. After suitable surface treatment
the wafers are outdiffused for a period of 24 hours' in
vacua of better than 1077 mm of Hg at fixed tempera-
tures which have ranged from 700°C to 800°C. After
outdiffusion the p-type skin on one face of the waler is
etched or lapped off. Ohmic contact to the n-type bulk
is then made by bonding this entire face to a gold-anti-
mony plated tab. Ohmic contact to the p-type skin has
heen made in a number of ways including sandblasting
followed by indium plating, and aluminum evaporation
and alloving. These contacts absorb approximately one
micron of germanium thus removing from the base of
the diode that region where the net impurity distribu-
tion is not linear with distance. (Hence the analyses
given in Sections I11-B and 111-C hold.) The ohmic
contact is then masked and the area of the p-n junction
defined by etching. Diodes have been fabricated having

18 "T'his time was chosen only because of its convenience for lab-
oratory operation.
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Fig. 6—Artist’s representation of a typical outdiffused diode.

junction diameters varving from 0.010 inch to 0.030
inch. An artist’s representation of a tvpical outdiffused
diode is shown in Fig. 6.

Computer diodes have been fabricated by the out-
diffusion process which meet the clectrical specifications
shown in Table I which has been adapted from Rediker
and Sawyer."” It is believed that the outdiffusion process
is eminently suited for the production of many unique
tvpes of fast diodes, the electrical specifications of just
one of which are given in Table .

TABLE |
IZLECTRICAL SPECIFICATIONS FOR THE OUTDIFFUSED D10DE
ALl PARAMETERS DEFINED AT (25 +1.5)°C

1 volt I>1 ma
Svolt I>100 ma
/.. <25 ygamp
Vm-nx >15 VOhS

(Voltage at which I>100 gamp)
r>750 KQ (31 volts)
C<15 puf (3% volts)

7
Forward characteristics } g :

i

Reverse characteristics | 4

Reverse recovery time
<0.15 usec

Reverse recovery time is the time for the

back resistance to recover to 100 K

(7 <85 wamp) when the test diode is

| switched from 2 ma forward current to

6 volts reverse bias (initial reverse cur-
rent 6 ma).

V. DounLie DIFFUSED #-p-n TRANSISTOR
A. General Considerations

The #n-p-n transistor here described is a doubly dif-
fused germanium transistor whose narrow-graded base
region is produced by the outdiffusion of a compensated
n-type germanium wafer and whose emitter is produced
by indiffusion. Fig. 7 illustrates the geometry of the
doubly diffused transistor.

As in the case of the outdiffused diode the impurity
distribution in the base region of the double diffused
transistor can best be represented by a net impurity
concentration that is linear with distance. This impurity
distribution gives rise to a field which aids in the trans-
port of minority carriers, eclectrons, from emitter to
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Fig. 7—Cross section of an #-p-n graded base transistor
(not to scale).

collector. It therefore has the advantages of graded base
or “drift” transistors which have been described in the
literature!®=22 and have been well publicized. The calcu-
lation of Moll and Ross? of the frequency response and
transit time for a transistor with a linear impurity dis-
tribution in the base region is of interest here. They
show that, to within their clearly indicated approxima-
tions, a transistor with a linear impurity distribution in
the base region has a transit time of one-half and a fre-
quency response 2v/2 times that of a transistor with a
uniformly doped base region of identical base width.

From a fabrication standpoint ultraplanar junctions
and extremely fine control of base-layer thickness can
be obtained as a consequence of the double diffusion
process.

B. Electrical Characterization of Fabricated Transistors

The technique of outdiffusion and then indiffusion is
amenable to the production of devices with extremely
high emitter-injection cfficiencies. This high emitter cf-
ficiency may be ascribed to two factors. Firstly, since
the emitter is diffused in, there is no liquid phase during
its fabrication as there is in the case of evaporated and
microalloved emitters. This greatly reduces the de-
pendence of the shallow emitter region on the surface
condition of the germanium and also climinates the
problem of finding, for the n-type impurity, a carrier
which does not have a detrimental effect on the subse-
quent cleanup of the emitter junction. Secondly, it is
casy to sufficiently dope the emitter region by means of
indiffusion of an n-type impurity so that the ratio of the
total number of charge carriers in the emitter region to
the total number in the base region is large. Indicative
of this very high emitter cfficiency are the values for
grounded-emitter current gain 8 which have been ob-
tained for outdiffused transistors. Curves of 8 as a func-
tion of collector current are shown in Fig. 8 for three
“large area” experimental units. These devices have

19 H. Krémer, “Der drift transistor,” Naturwiss., vol. 40, pp. 578-
579; November, 1953.

20 Kromer, “Zur theorie des diffusions und des drift tran-
sistors,” Arch. eleck. Ubertragung, vol. 8, pp. 223-228, 363-369, 499—
504; 1954.

2 C. A. Lee, “A high frequency diffused base germanium tran-
sistor,” Bell Sys. Tech. J., vol. 35, pp. 23-34; January, 1956.

% ]J. L. Moll and I. M. Ross, “Dependence of transistor parame-
ters on the distribution of base layer resistivity,” Proc. IRE, vol. 44,
pp. 72-78; January, 1956.
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Fig. 8—Grounded-emitter current gain as a function of collector
current for three “large area” laboratory #-p-n germanium tran-
sistors.
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Fig. 9—Circuit for the measurement of gain-bandwidth product. The
resistors have been so chosen as to give a gain of 5 in the calibrate
position. The oscillator frequency is raised until the meas. and
cal. positions give identical readings on the detector. Gain-band-
width product is then just five times the indicated oscillator fre-
quency.

circular emitter and collector areas, respectively 0.015
inch and 0.025 inch in diameter, and base widths of ap-
proximately 2.5X 10~ cm. Differences in the curves of
Fig. 8 can be explained by modifications in the fabrica-
tion technique from unit to unit. For these and similar
units, low-frequency values of B measured in the
grounded emitter configuration have consistently aver-
aged better than 100 over the range of 2-40 ma collector
current and in some units have peaked at as high as
350. At lower currents, of the order of 100 pa, 8's on
some units have still been found to be as high as 10-15.

Gain-bandwidth product, which is an indication of
frequency response, has been measured in the circuit
shown in Fig. 9 and has been found to be of the order of
60 mc for these devices (at V=35 volts and I,=5 ma).
The gain-bandwidth product for these transistors is
definitely limited by the large collector capacitance,
which is of the order of 15 uuf.

Efforts are now being directed towards increasing the
frequency response of these devices by reducing the elec-
trode areas. As a step in this direction units have been
fabricated which have had collector areas reduced by a
factor of three from that of the above described large
geometry transistors. These more recently fabricated
devices have grounded emitter current gains, 3, of over
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100 and alpha frequency cutoffs, fa,,, of above 200 mc-
A more complete set of electrical specifications which
these units have met is shown in Table II.

TABLE I1

ELECTRICAL SPECIFICATIONS FOR THE 7-p-n GRADED BAsE
GERMANIUM TRANSISTOR

ALL PARAMETERS DEFINED AT (25+1.5)°C

Gain-bandwidth product at 5 volts 5 ma >100 mc
(Measured in circuit of Fig. 9) 10 volts1.5ma > 50 mc
1.5 volts10ma > 50 mc
Buia at 20 ma > 50
ﬁmnx at 5 ma <200
IoatSv < 25 pa
CcatSv < 4 ppf
chm“‘Im at chmx<2 Jer at 5v} > 15 volts
V EBureakdown(Le <50 pamp) > 0.2 volt
Vit max at [e=20 ma < 1 volt
>200 mc

aco

These laboratory units which have been made, while
showing the feasibility of the use of the outdiffusion
process to make high-frequency n-p-n germanium tran-
sistors, have by no means exhausted the potentialities
of the process in this direction.

C. Fabrication

Fabrication procedures for these units are identical
with those described for the diode of Section III through
the preparation of the outdiffused skin. Emitter regions
are then produced by the diffusion in of arsenic. (A
typical indiffusion is performed for 4.5 hours at 600°C.)
Ohmic contact is made to the collector region by alloy-
ing on a gold-antimony plated kovar tab after etching
to expose the n-type bulk. Ohmic contacts are made to
the emitter and base regions with the aid of photolitho-
graphic techniques.?® Masks of appropriate geometry
are formed by the exposure of photosensitive lacquer
(with which the germanium dice are coated) through
photographic transparencies. For the emitter contact
gold-antimony is evaporated on and microalloyed in.
In view of the inherent difficulties in the production of
extremely thin, injecting n-type regions by means of
evaporation and alloying, or by shallow alloying, one
cannot overemphasize the importance of the injecting
region being built into the device thus necessitating only
an ohmic contact to be made to the emitter. Base con-
tact is made by controlled etching? through the emitter
region after suitably masking the device and then
evaporating on and microalloying in an aluminum layer.
The collector area is also defined using photographic
masking techniques and then etching. An artist’s repre-
sentation of a typical unit is shown in Fig. 10.

2 These techniques were discussed in a paper presented by J. W
Lathrop and J. R. Nall at the IRE-PGED Meeting, Washington,
D. C., November, 1957.

% Etching has been controlled to +£0.5X107* cm using an etch
composed of 10 cc HF, 10 cc H:0; and 40 cc H,0.
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Fig. 10—Artist’s representation of a typical n-p-n
double diffused transistor.

CONCLUSIONS

The diffusion of antimony out of germanium has been
studied and the use of this process has been shown to be
an easy way of producing p-» junctions in compensated
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n-type germanium. Qutdiffusion has been used to pro-
duce high-speed narrow base diodes and high-speed
n-p-n germanium transistors. While diodes and tran-
sistors which have been fabricated using this technique
have many desirable and presently unavailable electri-
cal characteristics, the potentialities of the process have
been by no means exhausted, either for the production
of these or other types of semiconductor devices.
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The Evolution of the Theory for the Voltage-Current
Characteristic of P-/V Junctions”
J. L. MOLL, MEMBER, IRE}

Summary—The rectifying action in semiconductor p-n junctions
is controlled essentially by the equilibrium densities, diffusion con-
stants, and recombination times of minority carriers. The low-level
behavior of germanium junctions at room temperature is adequately
described by a theory which is based on the rate of diffusion and
recombination of minority carriers on either side of the barrier
region. It is necessary to include the effects of carrier recombination
and generation in the barrier region to explain the low-level behavior
of silicon.

At high current densities, the junctions depart from the ideal
low-level rectifier law because of effects associated with majority
carrier modulation. As a consequence of recombination current to
the barrier region at low levels and conductivity modulation effects at
high levels, the simple I,(exp g¢V/kT —1) behavior is rarely observed
in silicon junctions at room temperature.

~ VER since the observation of nonohmic behavior
in metal-semiconductor contacts, the theoretical
explanation of rectification has received a great
deal of attention. Most of the theories that were pro-
posed prior to Shockley’s definitive article! in 1949 con-
tained some features in common with modern theory.

* Original manuscript received by the IRE, April 4, 1958.

t Bell Telephone Labs., Inc., Murray Hill, N. J.

1 W. Shockley, “The theory of p-n junctions in semiconductors
and p-n junction transistors,” Bell Sys. Tech. J., vol. 28, pp. 435-
489; July, 1949.

However, the theories generally omitted the important
role of minority carriers and, for this reason, can be
considered of value only to the extent that they helped
workers in the field to reach present-day concepts.
There is one very notable exception to the preceding
statement, v¢z., a theoretical paper by Davydov in
1938.%2 In this paper Davydov considered most of the
essential features of modern low-level rectification
theory and specifically pointed out the importance of
minority carriers in determining the rectifying action.
He also included the concepts of nonequilibrium den-
sity and finite lifetime, with perhaps the most notable
lapse being the assumption that equilibrium minority
and majority carrier density was related to lifetime.
An extremely abbreviated list of pre-1949 contribu-
tions would include such names as Wilson and Nord-
heim who independently proposed the tunnel effect as
an explanation of rectification.# This theory was
quickly discarded since it gave the wrong direction of

2 B. Davydov, “The rectifying action of semiconductors,” Tech.
Phys., (USRR), vol. 5, pp. 87-95; February, 1938.

3 A. H. Wilson, “A note on the theory of rectification,” Proc. Roy.
Soc., vol. 136, p. 487; May, 1932.

4 L. W. Nordheim, “Xur Theorie der Detector wirkung,” Zeils. f.
Phys., vol. 75, p. 434; April, 1932,
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rectification. However, Esaki has noted rectification
by tunneling in extremely thin (i.e., highly doped)
junctions.b

The possibility of relatively thick barriers between
the p and n-type regions was also considered at an
early date, and the role of impurity density in determin-
ing barrier-layer thickness was recognized.®” If Davy-
dov’s paper is disregarded (as was generally done at the
time even though it was published in English in 1938),
the general view of rectification until 1949 was that #n-
type and p-type semiconductors were “boxes” of Max-
well-Boltzmann gases of electrons and holes, respec-
tively, with a potential barrier at the p-z boundary. The
potential barrier keeps the two gases from spilling across
the boundary, and the thickness of the potential barrier
is determined from the height of the barrier and the
density of ionized impurities. As the applied voltage is
changed, escape of particles from the two gases becomes
more or less difficult depending on the direction of the
applied voltage.® Now this view of the rectifying action
gives the right qualitative result of an exponential law
for rectification and is, in fact, consistent with present
theory. However, the theory which has been built up
with Shockley’s 1949 paper! as a basis is more useful for
understanding p-» junctions. In Shockley’s theory the
elementary processes of the escape of the Maxwell-
Boltzmann gas have been separated, with the result
that the various modifications of the theory which are
necessary to fit specific situations are easier for the
intuition to grasp. With Shockley’s theory it becomes
possible, for the first time, to make a quantitative check
of the theory in terms of the basic semiconducting prop-
erties of the component parts of the junction.®

The escape of an electron from the #z side to the p
side of a junction involves:

1) Surmounting the potential barrier at the junction,

2) Disappearance on the p side by recombination (or
removal across a reverse junction in the case of a
transistor).

In addition to the process of escape of carriers with
recombination, there is, of course, the inverse process of
generation of minority carriers which diffuse to the
junction where they are swept down the potential
barrier. Where the generation is thermal, the process of
generation appears as simply a negative recombination
or vice versa. If the generation is by means of photons

§ L. Esaki, “A new phenomenon in narrow germanium p-» junc-
tions,” Phys. Rev., vol. 109, pp. 603-604; January, 1958.

6 N. E. Mott, “The theory of crystal rectifiers,” Proc. Roy. Soc.,
vol. A171, p. 27; May, 1939.

7 W. Schottky and E. Spenke, “Zur Quantitativen Durch fﬁhrung
der Rauinladungs-und Randschichttheorie der Kristallgleichrichter,”
Wiss. Veroff. Siemenswerke, vol. 18, p. 225; October, 1939.

8 See for example, H. C. Torrey and C. A. Whitmer, “Crystal
’Iilectigﬁers,” McGraw-Hill Book Co., Inc., New York, N. Y., pp. 78—

9; 1948.

? F. S. Goucher, G. L. Pearson, M. Sparks, G. K. Teal, and
W. Shockley, “Theory and experiment for a germanium p-n junc-
tion,” Phys. Rev., vol. 81, pp. 637-638; February, 1951.
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Fig. 1-—Idealized planar step junction. (a) Assumed distribution of
impurity distribution. It is assumed for purposes of analysis that
all of the mobile carriers have been swept out of the barrier region
resulting in a space-charge density which is simply the ionized
donor or acceptor density. (b) Field distribution and potential
in a step junction. The width of the barrier region adjusts itself so
that the resulting dipole will sustain the contact potential plus
the applied voltage.

or other particles, it is usually easiest to treat the gen-
eration as a separate process. It is not our object here
to treat any situations other than the rectification of
p-n junctions.

Following Shockley’s treatment! the mathematical
model which is used to represent the p-z junction is
illustrated with the aid of Fig. 1. The junction and infi-
nitely long pieces of p-type and n-type semiconductor
are divided into three separate regions: 1) the neutral
n-type region, 2) the neutral p-type region, and 3) the
barrier region, or depletion region on both sides of the
p-n boundary. It is assumed that the majority carriers
have been essentially all swept out of the barrier region,
and that a space charge of the ionized donors and ac-
ceptors exists. The essentially field-free nature of the
neutral region requires that the positive charge per unit
area of the donors on the n side of the boundary be
balanced exactly by the negative charge per unit area
of the acceptors on the p side. Thus, the barrier region
extends far enough on either side of the junction to sus-
tain the barrier potential, with the relative extent of the
region on the two sides being governed by the require-
ment of net neutrality. The validity of the assumption
of an abrupt transition from neutral material to swept-
out material is considered in some detail in Shockley’s
paper! where the assumption is shown to be wvalid
for junctions with steep concentration gradients. For
junctions with sufficiently shallow concentration gradi-
ents, there is no space-charge region or rectification. For
the case of the very shallow gradient, the change in
equilibrium carrier concentration with distance is so
slow that it is not possible to disturb the equilibrium
with applied field, and there is no rectification. The
change in equilibrium conditions at the p-n boundary is
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essential to the rectifying action. The junctions that are
of interest in semiconductor technology generally fall
well within the required range of steepness to justify the
assumption that the transition between neutral material
and material which has had all of the majority carriers
swept out is infinitely sharp.

The part of the conduction process which involves
surmounting the potential barrier at the junction is
most easily understood as a deviation from the thermal
equilibrium condition. At thermal equilibrium, the
product of electron and hole densities throughout the
sample is constant. Thus, we may write!

pn = n? (1)
where

P =hole density
n=electron density
ni=intrinsic carrier density.

The intrinsic carrier density is a characteristic of the
semiconductor and is a strong function of temperature.
The value of #;? for germanium at room temperature is
approximately 102, and doubles with each increase in
temperature of 8°C. On the n-type side of the junction,
the number of electrons is very nearly equal to the
number of excess donors, so that electrons outnumber
holes by many orders of magnitude for reasonably
large excess donor density. Reciprocal considerations
hold for the p-type side. The solid curves in Fig. 2 show
the variation of electron and hole density through the
junction at equilibrium. The sum of the logarithms of
the equilibrium densities is a constant, independent of
position.

When a bias is applied to the junction, the equilibrium
is disturbed. The p-n product changes in the barrier
region by a Boltzmann factor,! and becomes

pn = n? exp (qV/kT) (2)
where

V is the applied voltage (p positive with respect to n)
¢ =electronic charge

k=Boltzmann constant

T'=absolute temperature.

The dotted curves in Fig. 2 show the disturbed carrier
densities for a forward applied bias. The p-n product is
constant through the barrier region and approaches the
thermal equilibrium value in the neutral material as the
excess carriers diffuse away from the junction and
recombine.

The effect of (2) is that when the injected minority
carrier density is small compared to the equilibrium
majority carrier density, the majority carrier density
on either side of the barrier region remains unchanged.
However, the minority carrier density at the boundary
of the neutral regions and the barrier is increased by the
exp (¢V/kT) factor. We see then that the effect of a
given voltage on a junction is to disturb the carrier
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Fig. 2—Carrier density at and near a p-n junction. The solid curves
are log n and log p, respectively, for the thermal equilibrium
conditions. The sum of the logarithms is constant throughout
the specimen. The dashed curves show the densities with a
moderate forward bias. The sum of the logarithms is essentially
constant in the barrier region implying a constant n-p product.
The #n-p product decreases in the neutral material from its value
in the barrier to the thermal value far from the junction,

densities. The actual current through the junction is
limited by the rate of disappearance (or appearance) of
the excess (or deficit) minority electrons and holes.

The rate of disappearance of the minority carriers is
governed by their rate of diffusion and recombination in
the neutral regions. The problem of determining the
junction current now becomes the problem of calcu-
lating hole and electron densities (and flow) in each of
the two neutral regions subject to the boundarv condi-
tions of (2) at the boundary of the barrier, and (1) at
x—+ o,

The transport equations for minority carriers are par-
ticularly simple for small densities (linear equations)
and uniform semiconducting regions (no build-in fields).
The result of the calculation of carrier densities for this
simple case, interpreted in terms of current, is!

I = Llexp (qV/kT) ~ 1)], (3)
where

I'=junction current amp/cm?
V =junction voltage—volts
I, =saturation current =g [(n,0/7s) L.+ (Pno/Tp)Lp)
Tn=electron lifetime in p-type semiconductor
Tp=hole lifetime in #-type semiconductor
7np0 =thermal electron density in p-type semiconductor
Pno=thermal hole density in n-type semiconductor
L.=+/D,r,=electron diffusion length
L,=+/D,r,=hole diffusion length
D, =electron diffusion constant
D, =hole diffusion constant.

We will refer to this result (3) as the ideal rectifier
equation since it was derived for the p-n junction with
quite drastic simplifying assumptions on the nature of
the p-n boundary and the conduction process. In addi-
tion, the resulting rectification ratio is the best that is
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possible in a simple electronic process. For a forward
bias (V>0) greater than a few k7T/g, the current in-
creases exponentially with voltage. For reverse bias
(V<0), I saturates at —I, which corresponds to the
rate of generation of minority carriers in the slice which
is L, thick on the n side and L, thick on the p side of
the junction. The solid curve in Fig. 3 is a plot of the
ideal rectifier (3). In the case of a reverse bias greater
than several £T/gq, the boundary condition (2) does not
give the correct minority carrier densities.!® For this
case, practically no carriers surmount the barrier, and
the density is determined by the rate of flow of holes
from the % side and of electrons {rom the p side across
the junction. However, the minority carrier density has
become so small that (2) continues to give the correct
answer in most practical problems. Eq. (3), which pre-
dicts a saturation of current with reverse voltage, con-
tinues to hold.

One of the high points in the evolution of junction
theory was the development of (3) which predicts the
current-voltage characteristic in terms of basic semi-
conductor properties and its quantitative verification
in germanium p-n junctions.!»® The simple theory of
Shockley?! has served as a basis for many extensions and
modifications. In particular, it was found that the range
of current and voltage for which junctions satisfied (3)
was limited in the case of germanium to low-level
operation and in the case of silicon was nonexistent at
room temperature. The departures from (3) are always
in the direction of poorer rectification, where rectifica-
tion is taken as the ratio of forward to reverse current at
some low voltage. As based on the semiconducting
properties of the two neutral regions and the simple
theory (3), more current is conducted in the reverse or
blocking direction than I,, and in the forward or easy
conducting direction more voltage than the amount
specified in (3) is required. This departure is illustrated
in Fig. 3 where voltage is plotted on a linear scale, and
current on a logarithmic scale. The slope of the ideal
forward characteristic is £T/q volts per e (naperian log
base) of current or 2.3 kT/q per decade of current. We
will refer to the ideal case as a kT /q slope or exp gV/kT
behavior in discussing departures from the simple case.
The degraded rectification characteristic in Fig. 3 has a
slope steeper than 2T/q.

The reasons for the departure from the ideal case are
seen most easily as modifications of the simple theory.
Our approach will be to consider departures first in the
reverse characteristic, then at low forward bias, and
finally at high forward bias since this is generally in the
direction of increasing complexity. It is convenient to
divide the diode V-I characteristic into four distinct
regions for the purposes of analysis. These are: 1) high
reverse bias, 2) low and medium reverse bias, 3) low
forward bias, 4) high forward bias. The boundaries of

10 C, T. Sah, R. N. Noyce, and W. Shockley, “Carrier generation
and recombination in p-n junction characteristics,” ProcC. IRE, vol.
45, pp. 1228-1243; September, 1957.
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Fig. 3—Rectifier characteristics. Modifications of the ideal theory
lead to degradation of the rectifier characteristic. In (a) the con-
duction mechanism is dominated by the space-charge region
carrier recombination and generation. Note the lack of satura-
tion in the reverse characteristic and extra conduction at low
forward voltages. As the forward voltage is increased the diffusion
current becomes dominant and there may be a tendency towards
ideal behavior (b). At high-level injection (c) the diffusion current
departs from the ideal law, with an increase in the semilogarith-
mic slope. Finally the current is limited by series ohmic resistance

(d).

these regions are not very sharp but general distinctions
can be made.

The problem of high reverse bias is the problem of
the mechanism of reverse breakdown and is a subject
unto itself. It is not within the scope of this article to
consider the breakdown mechanism in detail; however,
a short discussion is warranted. In 1953 McKay and
McAfee showed that the breakdown in moderately wide
junctions occurs through a mechanism of carrier multi-
plication or avalanche in a manner almost completely
described by the Townsend gaseous discharge mecha-
nism.}=1 In the avalanche process, electrons and holes
acquire enough energy from the applied field to cause
secondary production of electron-hole pairs. The second-
ary pairs, in turn, can cause further ionizations. In very
thin junctions, the breakdown is believed to be by the
Zener mechanism whereby electrons are pulled out of
the valence bond by the excessively high fields that
occur.! In silicon junctions the breakdown which
occurs at voltages greater than about 6 v is avalanche
breakdown. However, through no fault of Zener, the
breakdown has been called “Zener breakdown.” A name
more appropriate than the erroneous “Zener Diode,” as
applied to the usual voltage-regulator diode, might be

1 K. G. MaKay and K. B. McAfee, “Electron Multiplication in
silicon and germanium,” Phys. Rev., vol. 91, p. 1079; September,
1953.

13 K. G. McKay, “Avalanche breakdown in silicon, “Phys. Rev.,
vol. 94, pp. 877-884; May, 1954.

18 S Miller, “Avalanche breakdown in germanium,” Phys. Rev.,
vol. 99, pp. 1234-1241; August, 19535.

4 A, G. Chynoweth and K. G. McKay, “Internal field emission
in silicon p-n junctions,” Phys. Rewv., vol. 106, pp. 418-426; May,
1957.
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simply, “Avalanche Diode” or perhaps “V-R Diode”
(Voltage Regulator Diode), in analogy to the V-R tube
which performs the same function in circuits and actu-
ally uses the avalanche mechanism. We will take me-
dium reverse bias as being reverse bias sufficiently
small that avalanche effects are negligible. This re-
quirement is satisfied for silicon and germanium diodes
at voltages roughly less than half the breakdown
voltage. (Since the multiplication increases the alpha
of a transistor above unity, this restriction to half the
breakdown voltage is generally not nearly strict enough
for the case of the transistor collector.)

For medium reverse bias, measurements on actual
diodes generally result in more current than I, as given
in (3). Part of this current may be a result of surface
leakage, inversion layers,'5:1% or simply gross body de-
fects in the junction. The surface leakage as well as
inversion layers can be eliminated by proper treatment
of the surface while body defects can be eliminated by
making the junction so small that there is a statistical
chance that all gross defects have been excluded. After
all of these precautions have been taken, excess current
is still observed in silicon junctions at room tempera-
ture and in germanium junctions at lower temperatures.
This extra (over the simple theory) current has been
attributed to charge generation in the barrier re-
gion.!%:17=1% The rate of carrier generation by recombi-
nation-generation centers® in the barrier region, where
almost all of the mobile carriers have been swept away,
is approximately

4

whereas the generation rate in a region where only the
minority carriers have been removed is

Gbarrier = nl’/‘r

()

where #min is the equilibrium density of minority
carriers, and 7=lifetime.

The equilibrium minority carrier density is much less
than the intrinsic density so that the generation rate in
the barrier region is much greater than in the neutral
material. The saturation current in (3) varies as the
second power of intrinsic carrier density, but the gener-
ation current that arises from the generation rate in (4)

Gneuu’nl = nmin/‘r

15 N. Cutler and H. M. Bath, “Surface leakage current in silicon
fused junction diodes,” Proc. IRE, vol. 45, pp. 3943; January, 1957.

16 W. T. Eriksen, H. Statz, and G. A. DeMars, “Excess surface
currents on germanium and silicon diodes,” J. Appl. Phys., vol. 28,
pp. 133-139; January, 1957.

17 H. Kleinknecht and K. Seiler, “Einkristalle und ph Schicht-
kristalle aus Silizium,” Zeits. f. Phyisk, vol. 139, pp. 599-618; De-
cember, 1957.

1B E. M. Pell and G. M. Roe, “Reverse current and carrier life-
time as a function of temperature in germanium junction diodes,”
J. Appl. Phys., vol. 26, pp. 658-665; June, 1955.

¥ H. 5. Veloric and M. B. Prince, “High voltage conductivity-
modulated silicon rectifier, “Bell Sys. Tech. J., vol. 36, pp. 975-1004;
July, 1957,

2 W. Shockley and W. T. Read, Jr., “Statistics of the recombina-
tions of holes and electrons,” Phys. Rev., vol. 87, pp. 835-842; Sep-
tember, 1953.
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varies as the first power of intrinsic carrier density. As
a result, this generation current is dominant when the
intrinsic carrier density is small as is the case for silicon
at room temperature or germanium at lower tempera-
tures. The reverse space-charge generation current is
proportional to the volume in which generation occurs
and is thus proportional to the barrier width. The bar-
rier width generally increases with reverse voltage so
that there is no true reverse saturation of current for
the case where space-charge generation dominates re-
verse current. For germanium at room temperature,
the intrinsic carrier density is large enough for the
saturation current of (3) to be dominant, so that ger-
manium p-n junctions obey the simple theory for
moderate reverse bias.

If the barrier region generation term is dominant in
the case of small reverse bias, this effect will also domi-
nate the conduction mechanism of (3) for a small for-
ward bias.!® As a result, more current will be conducted
at a small forward voltage than is predicted by (3). This
current!® will have a semilogarithmic slope greater than
kT/q at biases of several kT/q and explains the depar-
ture of silicon p-» junctions from the simple theory even
at small biases (Fig. 3).

As the forward bias is increased, the diffusion cur-
rent into the neutral region increases faster than the
recombination current in the barrier layer until, finally,
the diffusion and recombination of carriers in the neutral
region is the essential conduction mechanism. At this
point we might expect the diffusion theory that results
in (3) to give the correct diode behavior, i.e., a kT/q
slope and, in fact, a small region where the V-I tends
towards exp (¢V/kT) behavior has been observed in
silicon rectifier diodes.!®* However, at high forward bias
s0 many minority carriers are injected across the junc-
tion that the minority carrier density becomes of the
same magnitude as the majority carrier density, and (3)
must be modified. For this case of high injection, the
assumption of charge neutrality outside the barrier
region is still satisfied. However, the electric field in the
neutral region is no longer negligible. Majority carriers
move to the junction to neutralize the minority carriers
—thus establishing a gradient of majority carriers.
Fig. 4 shows the near equality of majority and minority
carriers under conditions of high injection. In this case
the p-type side is more heavily doped (more extrinsic)
than the n-type side so that modulation occurs essen-
tially on the n-type side only. The gradient of electrons
results in a diffusion current of electrons; however, a
small unbalance of charge results in a field that is just
strong enough to result in an equal and opposite drift
current. Exact analysis is difficult since the transport
equations for carriers become nonlinear.?!:22 The result-

' W. M. Webster, “On the variation of junction-transistor cur-
rent-amplification factor with emitter current,” Proc. IRE, vol. 42,
pp. 914-920; June, 1954.

# E. S. Rittner, “Extension of the theory of the junction tran-
sistor,” Phys. Rev., vol. 94, pp. 1161-1171; June, 1954.



1958

DENSITY

ﬂ\

l-unnltn—a__’__

7
/

Log p— A t—Llog n

NeSIDE

DISTANCE

— HIGH LEVEL DENSITY

""""" EQUILIBRIUM DENSITY

1g. 4—The solid curves show carrier density near a p-n junction
under conditions of high-level injection. The p-n product is
constant in the barrier region, and p=n in the neutral n-type
side near the junction. For reference, equilibrium densities are
shown in the dashed lines.

ing minority carrier drift current is in the same direc-
tion as the minority carrier diffusion current, thereby
increasing minority carrier current.

We must re-examine the boundary condition in the
barrier as expressed in (2) for application to the high-
level case. The solid curves in Fig. 4 show the carrier
densities under high-level injection conditions on one
side (n side). The p-n product is constant, as before,
through the barrier region. However, the majority
carrier density (electrons) at the edge of the barrier on
the 7 side has increased to several times the equilibrium
number (conductivity modulated). Eq. (2) can still be
used to obtain the p-n product in the barrier if the volt-
age V is interpreted to include the voltage associated
with the field that holds the majority carriers in place as
well as the voltage that appears across the barrier region,
but excluding ohmic drops.’® The near equality of ma-
jority and minority carriers under high-level injection
conditions results in an exp ¢ V/2kT rate of increase of
minority carriers. Thus the high-level rate of increase
of minority carriers is slower than the low-level rate,
and is in the direction of less current than (3). An addi-
tional complication analyzing the junction characteris-
tic is the fact that carrier lifetime is a function of
carrier density with lifetime increasing with minority
carrier density in silicon.

The general approach to the problem of calculating
the voltage-current characteristic for the p-n junction
with high-level forward bias has been to simplify the
problem in some respect until the differential equations
can be handled. A junction of particular interest is the
PIN structure. In order to reduce series ohmic resist-
ance to a minimum (and still maintain high reverse
breakdown), high conductivity contacts are placed near
enough to a junction where one side is only weakly
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extrinsic so that conductivity modulation extends from
one contact to the other at high injection. The density
of impurities in the weakly extrinsic part of the junc-
tion, and even the question of whether the conductivity
is p or n-type becomes immaterial in the high injection
condition. Thus the three-layer junction which consists
of 1) heavily doped p-type, 2) a central layer of lightly
doped p or n-type, and 3) heavily doped n-type semi-
conductor is called the PIN diode. At low biases the
PIN diode (as usually constructed) behaves like a junc-
tion between heavily doped and lightly doped semi-
conductors of opposite conductivity types. In 1952
Hall® set up a model for the PIN structure in which he
assumed that all of the recombination occurs in the
central region, with the result that for almost all forward
biases, the junction follows exp ¢V/2kT. In this case,
equal voltages must be supplied at the p+7 and IN+
junctions to get carriers into the central intrinsic region.

In 1956 Kleinman?® considered the same problem with
the assumption that recombination in the central 7—
region was negligible, with the result that the voltage
drop across the central region is negligible, and the high-
level, forward current-voltage characteristic is deter-
mined by the P+ and N+ end regions. Kleinman con-
cluded that a nonlinear recombination law was neces-
sary to explain the departure of the diode from the ideal
theory.

The actual PIN diode has a finite amount of re-
combination in each of the three regions, and is un-
doubtedly a compromise between the two idealized
models. However, the analytic problem of the PIN
diode with finite recombination rates that are functions
of density in all three regions is extremely difficult. At
the present time we can take the results of Hall® and
Kleinman® to give the qualitative result that the semi-
logarithmic slope of the forward characteristic should
be greater than k7/q.

The p-n step junction has also received considerable
attention in the high forward bias range. In this case the
high injection range begins when the minority density
on one side becomes comparable with the majority
carrier density.19:?5 High injection begins on the high
resistivity side since the minority carrier density is
always greater on this side as compared to the heavily
doped side. The calculation of the diffusion current
again involves solution of nonlinear differential equa-
tions, with the result of various approximations again
indicating exp ¢V/2kT behavior.

A p-n junction that is simple enough for the separate
high-level effects to be separately considered is the
emitter of a transistor. In this case the carriers that are
injected into the base layer disappear in an average time,

% R. N. Hall, “Power rectifiers and transistors, " Proc. IRE, vol.
40, pp. 1512-1519; November, 1952.

uD. A. Kleinman, “The forward characteristic of the PIN
diode,” Bell Sys. Tech. J., vol. 35, pp. 685-706; May, 1956.

% J. S. Saby, “Junction Rectifier Theory,” Proc. Rugby Con-
ference, Rugby, Eng.; 1956.
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which is the diffusion time across the base layer, and the
injected current is given by?

anDmin

f ndx
1]

p and # are the carrier densities just inside the base
layer at the emitter junction,

Diin is the average diffusion constant for the mij-
nority carrier in the base, and

J.¥ ndx is the integral of majority carrier density
the base layer and is the total number of majority
carriers per cm? in the base layer.

I (6)

where

From (2) and (6) we see that for the one-dimensional
transistor case the emitted current is not reduced until
the average number of majority carriers in the base
layer is increased. It is possible, for example, in diffused
emitter transistors for the emitter to be in a high
injection state but for the total number of carriers to re-
main essentially constant. In this case, the high-level
injection condition holds, but the emitter diode follows
the ideal diode formula. When high injection (p=n)
extends across most of the base layer, the number of
majority carriers in the base is proportional to the den-
sity at the emitter and the current-voltage characteris-
tic follows an exp (¢V/2kT) law where V must be in-
terpreted as the voltage across the emitter and includes
the contribution to voltage of the field in the neutral
region which arises as a result of majority carrier modu-
lation but does not include resistive drops.

A modification of the emitter junction, which is of
some interest, is the emitter junction of the diffused
base, diffused emitter transistor where the contact is
made to the base by alloying through the emitter layer.??
In this case a relatively small contact is obtained and
the problem must be considered as a two-dimensional
one. Lateral flow of base current in the relatively high
resistivity base causes the emission to be concentrated
around the base contact so that the effective area is re-
duced as the current increases. The result for some
cases of idealized geometry is exp (g V/2kT) behavior.28
Emission concentration can occur simultaneously with
high-level injection with the result that behavior
ranging from exp (¢ V/1.5kT) to exp (g V/3kT) has been
observed. In silicon alloy transistors made on high
resistivity base material, the lateral concentration effect
crowds emission to the edge of the emitter region re-
sulting in a semilogarithmic slope greater than kT/q.

A fairly wide range of exp (¢ V/ET) behavior has been

* J. L, Moll and I. M. Ross, “The dependence of transistor pa-
rameters in the distribution of bass layer resistivity,” Proc. IRE,
vol. 44, pp. 72-78; January, 1956.

27 M. Tanenbaum and D. E. Thomas, “Diffused emitter and base
silicon transistors,” Bell Sys. Tech. J., vol. 35, pp. 1-22; January,
1956.

* F. M. Smits (private communication).
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observed in the emitters of diffused base silicon transis-
tors with alloyed emitters. The minority carriers were
removed by the collector so that the effective lifetime
was the essentially constant diffusion time across the
base layer. In addition, the conductivity of the base
was high enough that there was no appreciable emission
crowding. This type of junction did exhibit exp
(¢V/2kT) behavior at low currents due to space-charge
generation of carriers.

CONCLUSIONS

The low level p-n junction theory of Shockley, which
is based on the statistical escape of particles across a
barrier and diffusion into the region beyond the barrier
predicts the ideal diode formula, (3), for rectification.
This theory adequately explains the low-level operation
of p-n junctions that have fairly large saturation cur-
rents such as germanium junctions at room tempera-
ture.

The low-level operation of junctions made from ma-
terials with low saturation currents (such as silicon at
room temperature) requires the inclusion of the effects
of generation and recombination of electron-hole pairs
in the barrier region. In silicon at room temperature and
germanium at low temperatures, the generation-recom-
bination dominates the low-level operation with a result-
ing departure from ideal rectification.

The high-level forward biased junction has a greater
voltage drop than predicted by the ideal rectifier for-
mula. This extra voltage arises because of the phe-
nomena associated with conductivity modulation in
part of the diode. Exact theory for the conductivity
modulated case is difficult to obtain, but solutions for
various limiting cases result in a qualitative explana-
tion of the diode characteristics.

As a result of the departure from the ideal law at low .
biases due to space-charge recombination and genera-
tion, ideal rectifier behavior is never observed in silicon
junctions at room temperature. The departures from the
simple theory at high biases limits the possible range of
kT/q behavior to moderate forward bias, and in most
cases there is no range of £7/q behavior at all. However,
germanium does show ideal behavior at low biases.

The exact formulation of the problem of calculating
the V-I of the p-n junction is very difficult when either
the low-level effect of barrier region recombination and
generation or the high-level effect of conductivity
modulation is included. In addition, it is impractical to
obtain better than order-of-magnitude guesses as to the
magnitudes of some of the semiconductor parameters.
As a result, close agreement between theory and experi-
ment is difficult. However, effects that have been dis-
cussed are in good qualitative agreement with experi-
ment in both silicon and germanium p-n junctions.
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Analog Solution of Space-Charge
Regions in Semiconductors®
L. J. GTACOLETTOTf, SENIOR MEMBER, 1RE

Summary—Analytical solutions of space-charge regions in semi-
conductors can be carried out when a one-dimensional symmetry
exists. Analog solutions can be used to solve Poisson’s equation for
more complex geometries. An analog method is described which has
been used with some success. This method consists of a rubber
membrane with surface mass loading being used to simulate the
semiconductor space charge.

INTRODUCTION

OR 2 one-dimensional rectangular geometry the
depletion of mobile carriers in a semiconductor by
a junction biased in the reverse direction is gov-
erned by the following Poisson equation!
av P q

Fria — —=—(Na— Na,

1
Kes Keo )

where V is the voltage at distance, x, into the semicon-
ductor, p is the space-charge density, K is the relative
dielectric constant, € is the permittivity of free space,
g is the charge of an electron, and N, and Ny are the
acceptor and donor impurity densities, respectively.
The solution of this equation using the boundary con-
ditions,

av
V=0, — =0 at x =X,
dx
is
‘I(Na_Nd)
=" (x — X)} 2
2Ken ( ) (2)

where X, the distance to the edge of the depletion re-
gion, is determined with (2) by applying the boundary
condition that V= V34 Vyat x=0.

X—1/ e Vst V0
B q¢(Na — Ng) ? v

In this equation V3 is the applied bias voltage, and Vo
is an internal contact voltage. The per unit area capac-
itance of the junction is

©)

It is possible to obtain similar solutions of space-charge

* Original manuscript received by the IRE, February 20, 1958.
This investigation was carried out while the author was with RCA
Labs., Princeton, N. J.

t Scientific Laboratory, Ford Motor Co., Dearborn, Mich.

1t Relevant material on the space-charge depletion problem and
associated junction capacitance will be found in L. J. Giacoletto,
“Junction capacitance and related characteristics using graded im-
purity semiconductors,” IRE TRANSACTIONS ON ELECTRON DE-
VICES, vol. ED-4, pp. 207-215; July, 1957.

regions in semiconductors when a one-dimensional
symmetry exists.2® Solutions for cylindrical and spherical
geometrys are shown in Fig. 1.

For a two-dimensional rectangular geometry the
problem is to solve Poisson’s equation

Vv

ox?

%V q
6y2 Keo

(No — Naj, )
with the boundary condition that V=0,V /dx=0, and
dV/dy =0 at the boundary of the depletion. Attempts to
solve this problem analytically are complicated by the
fact that the boundary condition is not fixed but is, in
fact, the part of the solution that is of greatest interest.
One method of starting an analytical solution would be
to formulate the space charge as a function of voltage
such that the function is constant for any finite voltage
of a given polarity, changes discontinuously to zero
when voltage becomes zero, and then remains zero for
any voltage of the opposite polarity.

VOLTAGE
g
I} -—r‘-
{ O =

Yyt )
\, IL
., 4
+— RADIUS

A 0 R

CYLINDRICAL GEOMETRY

] - Lod 28y, NN
KEO(NO Ng) =D 72 4r g ) ® e, (NaNg) =D

SPHERICAL GEOMETRY

L d, dv,,
r dr('dr)

ator= LRt 1n (] | (et vod s R[5 42 ]

4T €= Keg F;lvR

In({£)? Tt

Fig. 1—Voltage and capacitance for space-charge regions in
semiconductors with one-dimensional geometry.

ANALOG SOLUTION

Analog techniquest have been used to obtain solu-
tions of the two-dimensional space-charge depletion
problem. One method of analog solution is to use a re-
sistance net, as employed for solving Laplace’s equa-
tion, with constant current of appropriate value in-
jected at each node point to simulate space charge at
that point. Current injection is moved progressively

2 H. L. Armstrong, E. D. Metz, and I. Weiman, “Design theory
and experiments for abrupt hemispherical p-z junction diodes,” IRE
TRANS. ON ELECTRON DEVICES, vol. ED-3, pp. 86-92; April, 1956.

3 H. L. Armstrong, “A theory of voltage breakdown of cylindrical
p-n junctions, with applications,” IRE TRANS. ON ELECTRON DEVICES,
vol. ED-4, pp. 15-16; January, 1957.

47. H. O. Harries, “The rubber membrane and resistance
paper analogies, Proc. IRE, vol. 44, pp. 236-248; February, 1956.
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Fig. 2—Resistance net analog of space-charge regions
in semiconductors.

outward from the simulated junction electrode until
the node voltage is zero. This method of solution is
shown in Fig. 2. Semiconductor variable impurity
density can readily be simulated by injecting different
currents at the various node points rather than constant
current. The boundary condition at the air-semicon-
ductor surface can readily be accommodated by suitably
altering the mesh resistance as shown in Fig. 2. For
a typical semiconductor depletion problem, the number
of meshes required to give a reasonable accuracy gen-
erally will be prohibitively large. Some experiments were
attempted using resistance paper in place of the resist-
ance net with current being injected through the paper.
The results were not satisfactory due, in large part,
to the inappropriate ratio between surface resistivity
and transverse paper resistivity.

It is possible to obtain an analog solution of Poisson’s
equation with the aid of a rubber membrane as has been
extensively employed for the solution of Laplace’s
equation. Mass loading of the membrane as shown in
Fig. 3 is used to simulate space charge. The mass load-
ing is moved progressively outward from the simulated
electrode until the deflection of the rubber membrane
(simulated voltage) is zero. The furthermost extent of
the loading determines the depletion contour. In the
event that the membrane is on a supporting table, the
mass loading can be applied uniformly over the entire
membrane, and the depletion contour is determined by
the line of initial contact between the membrane and
table. The scaling factor between mass and space charge
involves the determination of the tension per unit length
in the rubber membrane; this is not easily evaluated. A
convenient way for determining the scaling factor is to
set up the analog solution of a one-dimensional rec-
tangular depletion problem whose solution is known.
The simulation of the air-semiconductor boundary con-
dition could be obtained by adjusting the elastic con-
stant of the rubber membrane so that the membrane
gradients at the simulated air-semiconductor boundary

LENGTH

OEPLETION l
WIDTH
CROSS SECTION

Fig. 3—Rubber membrane analog of space-charge
regions in semiconductors.

are in the same proportion as the relative dielectric
constants. The adjustment of the membrane elastic
constant is rather difficult. If the relative dielectric
constant of the semiconductor is large (as in the case for
Ge and Si), the assumption can be made that there is no
flux extending beyond the semiconductor and therefore
that the voltage gradient in the semiconductor at the
air-semiconductor boundary is parallel to the boundary.
This approximate boundary condition can then be
simulated by making the air-semiconductor surface a
plane of symmetry.

TypicaL SOLUTIONS

Figs. 4 and 5 illustrate the use of a loaded rubber
membrane for analog solutions of two-dimensional
semiconductor depletion problems. Fig. 4 illustrates
depletion from a surface electrode of a finite length.
Sheet-lead squares one centimeter on edge were used to
simulate space charge. At places where the membrane
deflection gradient was large and at the edge of the de-
pletion, lead squares 1/4 centimeter on edge were used.
The membrane was loaded on both sides of the simu-
lated electrode to provide a surface plane of symmetry
to accommodate, as mentioned above, the air-semicon-
ductor boundary. The parabolic variation expected for
a one-dimensional depletion problem is clearly evident
near the center of the electrode. It also is evident that
the greatest deflection (voltage) gradient occurs along
the surface of the simulated semiconductor rather than
inside the semiconductor. This is another reason why
surface treatment is so important in obtaining high
breakdown voltages for semiconductor junctions.b

Fig. 5 illustrates the simulated solution for depletion
from two surface electrodes of finite extent. Interaction
between electrodes is now apparent; independent de-
pletion takes place until the depletion contours touch
after which the membrane height (voltage) increases at
the center and lateral depletion occurs in the ¥ di-
rections.

* C. G. B. Garret and W. H. Brattain, “Some experiments on, and

a theory of, surface breakdown, J. 4ppl. Phys., vol. 27, pp. 299-306;
March, 1956.
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Fig. 4—Rubber membrane analog of space-charge region with
depletion occurring from a single surface electrode.

CONCLUSIONS

With considerable care quantitative results can be
obtained using the loaded rubber membrane. However,
it is believed that the real merit of the rubber membrane
analog is the use of it as an aid for mentally visualizing
complex depletion problems. For such problems, one
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Fig. 5—Rubber membrane analog of space-charge region with
depletion occurring from two surface electrodes.

should first visualize the rubber membrane solution of
the Laplace problem associated with the particulae
geometry and then visualize the modification of thr
membrane height as unit area loading is added starting
from the simulated electrodes and moving outward.

CORRECTION

Henry G. Booker, author of “The Use of Radio
Stars to Study Irregular Refraction of Radio Waves in
the Ionosphere,” which appeared on pages 298-314 in
the January, 1958 issue of PROCEEDINGS, has advised
the editors of the following numerical errors.

On page 307, (1) should read

)\N2 =

and (4) should read

e

x4

(An )2 1 (AN )2
n/) 4 MW\N/’

Consequently, on pages 307-310 the expression
(AN)? should be replaced everywhere by (AN)?/(4r?).
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Germanium and Silicon Rectifiers®
H. W. HENKELST, SENIOR MEMBER, IRE

Summary—Two general types of rectifier are singled out for re-
view in this paper. These are the silicon and germanium large area
p-n junction rectifying cells. A discussion is given of various phe-
nomena which have a bearing upon the volt-ampere characteristics.
Methods for fabricating the various kinds of p-n junctions into recti-
fying cells are described and typical volt-ampere characteristics are
given. Finally, a brief summary of the kinds of applications these
rectifiers have filled is provided with some typical illustrations.

I. INTRODUCTION

EMICONDUCTOR rectifiers from a variety of
S materials have been employed in limited applica-

tions for very many years. The industry rapidly
expanded with the introduction of, first, the copper
oxide, and then the selenium rectifier. No sooner had
standards for the latter units, termed at times dry
plate or metallic rectifiers, been finalized than the
germanium alloyed junction device was introduced.
The initial impetus given the study of germanium and
silicon during World War 11, and the acceleration of
activities with the discovery of transistor action, have
resulted in the germanium device noted, and more
recently, in the power silicon rectifier.

This review will be concerned almost exclusively with
germanium and silicon rectifiers with readily discernible
single-crystal p-n junctions. Thus, point contact diodes
and their modifications, in which local alloying or
diffusion of impurities to form a doped semiconductor
phase may result, metal-to-semiconductor rectifiers,
and surface barrier rectifiers will not be expressly
treated. Parts of the basic theory are applicable to such
devices but additional developments are needed in
considering the general problem of practical metal con-
tacts to semiconductor surfaces. There exists a quite
extensive literature on point contact diodes. Some
selected references are given here.'"!4 Recent work on

* Original manuscript received by the IRE, March 3, 1958.

T Westinghouse Electric Corp., Youngwood, Pa.

1J. H. Scaff and R. S. Ohl, “Development of silicon crystal rec-
tifiers for microwave radar receivers,” Bell Sys. Tech. J., vol. 26,
pp. 1-30; January, 1947,

2 W. H. Brattain and J. Bardeen, “Nature of the forward current
in germanium point contacts,” Phys. Rev., vol. 74, pp. 231-233;
July, 1948.

3 H. C. Torrey and C. A. Whitmer, “Crystal Rectifiers,” Mc-
Graw-Hill Book Co., Inc., New York, N. Y.; 1048.

4 J. Bardeen, “On the theory of the a-c impedance of a contact
rectifier,” Bell Sys. Tech. J., vol. 28, pp. 428-434; July, 1949.

8S. Benzer, “High inverse voltage germanium rectifiers,” J.
Appl. Phys., vol. 20, pp. 804-815; August, 1949,

8 V. A. Johnson, R. N. Smith, and H. J. Yearian, “D-C charac-
teristics of silicon and germanium point contact crystal rectifiers. I1.
The multicontact theory,” J. Appl. Phys., vol. 21, pp. 283-289;
April, 1950.

" H. J. Yearian, “D-C characteristics of silicon and germanium
point contact crystal rectifiers,” J. Appl. Phys., vol. 21, pp. 214—
221; March, 1950.

8 M. Cutler, “Point contact rectifier theory,” IRE TRrANS. ON
ELecTRON DEVICES, vol. ED-4, pp. 201-206; July, 1957.

the subject is covered by Uhlir.’® Early theories of the
metal-to-semiconductor contact are found in references
to the work of Mott,® Schottky and Spenke,!7:18
Davydov,'® and Jaffe,” and are summarized in a book
by Henisch.> More recent studies are contained in the
work of Billig and Landsberg? and Landsberg.?? Much
of the difficulty with the treatment of metal-semicon-
ductor contact lies in the problem of the contact po-
tentials of surfaces. Considerable attention has been
given to the subject in the literature.~ More recently
the development of new experimental techniques (jet-

? P. C. Banbury, “Theory of the forward characteristic of inject-
ing point contacts,” Proc. Phkys. Soc. B (London), vol. 66, pp. 833-
840; October, 1953.

10 J. H. Simpscn and H. L. Armstrong, “Reverse characteristics of
high inverse voltage point contact germanium rectifiers,” J. Appl.
Phys., vol. 24, pp. 25-34; January, 1953.

1 P. M. Tipple and H. K. Henisch, “Thermal effects at point
contact diodes,” Proc. Phys. Soc. B (London), vol. 66, pp. 826-832;
October, 1953.

2 J. A. Swanson, “Diode theory in the light of hole injection,”
J. Appl. Phys., vol. 25, pp. 314-323; March, 1954.

3 M. Cutler, “Forward characteristics of germanium point con-
tact rectifiers,” J. Appl. Phys., vol. 26, pp. 949-954; August, 1955.

% °T. E. Firle, M. E. McMahon, and J. F. Roach, “Recovery time
measurements on point contact germanium diodes,” Proc. IRE, vol.
42, pp. 603-607; May, 1955.

% A. Uhlir, “The potential of semiconductor diodes in high-fre-
quency communications,” this issue, p. 1099,

® H. F. Mott, “The theory of crystal rectifiers,” Proc. Roy. Soc.,
vol. 171A, p. 27; May, 1939.

7 W. Schottky and E. Spenke, “Zur Quantitativen Durchfuhrung
der Raumladungs und Randschichttheorie der Krystall Gleich-
richter,” Wissenschaftliche Veroffentlichungen aus dem Siemens-
Werken, vol. 18, p. 225; 1939.

'® W. Schottky, “Simplified and extended theory of barrier layer
rectifiers,” Z. Phys., vol. 118, pp. 539-592; 1942,

* B. Davydov, “On the contact resistance of semiconductors,”
J. Phys. USSR, no. 1, p. 167; 1939.

20 A. Jaffe, “Electrical resistance of contact between a semicon-
ductor and a metal,” J. Phys. USSR, vol. 10, pp. 49-60; 1946.

2 H. K. Henisch, “Metal Rectifiers,” Oxford University Press,
New York, N. Y.; 1949,

2 E. Billig and P. T. Landsberg, “Characteristics of compound
barrier layer rectifiers,” Proc. Phys. Soc. (London), vol. 63A, pPp.
101-111; 1950.

% P. T. Landsberg, “Further results in the general theory of
barrier layer rectifiers,” Proc. Phys. Soc. (London), vol. 65B, pp.
397—409; June, 1952.

% J. Bardeen, “Surface states and rectification at a metal-to-
sem7iconductor contact,” Phys. Rev., vol. 71, pp. 717-727; May,
1947.

% W. E. Meyerhoff, “Contact potential difference in silicon recti-
fiers,” Phys. Rev., vol. 71, pp. 727-735; May 15, 1947.

% W. H. Brattain and W. Shockley, “Density of surface states on
silicon deduced from contact potential measurements,” Phys. Rev.,
vol. 72, p. 345; August, 1947.

W. H. Brattain, “Evidence for surface states on semiconductors
from change in contact potential on illumination,” Phys. Rev., vol.
72, p. 34; July, 1947,

27 J. J. Markham and P. H. Miller, Jr., “Effect of surface states
on temperature variations of the work function of semiconductors,”
Phys. Rev., vol. 75, pp. 959-967; March, 1949.

28 R. J. Rothlein and P. W. Miller, Jr., “Measurements of the
variation of work function of silicon with temperature,” Phys. Rev.,
vol. 76, p. 1882; December, 1949,

29 H. H. Smith, “Temperature dependence of the work function
of semiconductors,” Phys. Rev., vol. 75, pp. 953-958; March, 1949
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etching and plating) in connection with the surface
barrier transistor has awakened renewed interest in the
subject.’0-%

This paper presents the general field of germanium
and silicon rectifiers. An attempt will be made to treat
the general synthesis of contacts and rectifiers. A sec-
tion on rectifier preparation is presented. The basic
features of these methods, among the possible ones
noted, that are presently used commercially, are re-
viewed. The final device properties, appearance, static
characteristics, and typical ratings are discussed in the
next section. Finally, a number of important uses are
shown to illustrate the wide range of application of
these devices which have been available for only a few
years.

II. RECTIFIER THEORY

A discussion of germanium and silicon rectifier
theory must begin with the treatment of single crystal
p-n contact theories. These describe simplified struc-
tures which are for the most part one-dimensional
models. Unfortunately, the correlation of most proper-
ties of practical rectifiers with the contact theories re-
quires a posteriori evaluation of essential parameters
from measured characteristics. The approach neglects
problems of structure synthesis and uniqueness. The
latter may be of little concern provided consistent
theories can indicate qualitatively valid paths to follow
in the improvement of rectifiers, but the former problem
of synthesis is the one of principal concern to the recti-
fier industry. In addition, no attempt is made in con-
tact theory to treat the more mundane problems of
making electrical connections to the semiconductor, of
providing for heat dissipation, and of enclosure to per-
mit the finished units to function under the conditions
of interest in applications.

A. Contact Theory

The contact theories applicable to germanium and
silicon single crystals are those which developed after
the discovery of the nonequilibrium steady-state carrier
injection condition in single crystals. Consequently, the
early theories already referenced are neglected. A his-
torical development begins with the early work of
Shockley,* which is more applicable to the germanium
contact, and has been followed by important contri-

© W. E. Bradley, “The surface barrier transistor. Part I. Princi-
ples of the surface barrier transistor,” Proc. IRE, vol. 41, pp. 1702—
1706; December, 1953.

st'F. A. Schwartz and J. F. Walsh, “The surface barrier tran-
sistor. Part V. The properties of metal-to-semiconductor contacts,”
Proc. IRE, vol. 41, pp. 1715-1720; December, 1953.

® E. H. Borneman, F. A. Schwartz, and J. J. Stickler, “Rectifica-
tion properties of metal-semiconductor contacts,” J. Appl. Phys.,
vol. 26, pp. 1021-1028; August, 1955.

a E. C. Wurst, Jr. and E. H. Borneman, “Rectification properties
of metal-silicon contacts,” J. Appl. Phys., vol. 28, pp. 235-240;
February, 1957.

s W. Shockley, “The theory of p-n junctions in semiconductors
and p-n junction transistors,” Bell Sys. Tech. J., vol. 28, pp. 435~
489; July, 1949.
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butions by Shockley and Read,® Hall,* Pell,3” and Sah,
Noyce, and Shockley®® to a bulk contact theory in-
volving both diffusion currents, and additional contri-
butions from current generated at traps in the space
charge layer. The breakdown conditions involve sepa-
rate consideration of McKay and others.?** High for-
ward current conditions with consideration of the base
contact are noted by Fletcher.# Additions to the
theories must be made to account for surface leakage
effects (see Law,® Christensen, McWhorter and
Kingston,* and Cutler and Bath*®). Finally, one very
important subject—the current through contacts im-
mediately after switching from reverse to forward di-
rections—has been treated in the literature (see Shul-
man and McMahon,*® Kingston,? and Steele®).

B. Junction Synthesis

The first junctions were made by crystal pulling tech-
niques. By altering the composition of a semiconductor
melt during the operation of pulling a single crystal, the
desired p-n junction can be produced. Such junctions
are generally more perfect than those made in other
ways, and give breakdown voltages more in line with
those theoretically predicted. However, except in spe-
cial cases where high-voltage capabilities or very low
leakage characteristics must be used, because of the low
current handling capacities, the rectifiers from pulled
crystals find restricted application. Consequently, these
types will not be discussed further.

% W, Shockley and W. T. Read, Jr., “Statistics of recombinations
ogéuzoles and electrons,” Phys. Rev., vol. 87, pp. 835-842; September,
1952.

# R. N. Hall, “Electron-hole recombination in germanium,”
Phys. Rev., vol. 87, p. 387; July, 1952.

31 E, M. Pell, “Reverse current and carrier lifetime as a function
of temperature in germanium junction diodes,” J. Appl. Phys., vol.
26, pp. 658-665; June, 1955.

8 C. Sah, R. W. Noyce, and W. Shockley, “Carrier generation
and recombination in p-# junctions and p-n junction characteris-
tics,” Proc. IRE, vol. 45, pp. 1228-1243; September, 1957.

» K. G. McKay, “Avalanche breakdown in silicon,” Phys. Rev.,
vol. 94, pp. 877-884; May, 1954,

© K. G. McKay and K. B. McAfee, “Electron multiplication in
silicon and germanium,” Phys. Rev., vol. 91, pp. 1079-1084; Septem-
ber, 1953.

WP, A. Wolff, “Theory of electron multiplication in silicon and
germanium,” Phys. Rev., vol. 95, pp. 1415-1420; September, 1954.

S, L. Miller, “Avalanche breakdown in germanium,” Phys.
Rev., vol. 99, pp. 1234-1241; August, 1955.

@ H. S. Veloric, M. B. Prince, and M. J. Eder, “Avalanche break-
down voltage in silicon diffused p-z junction as a function of impur-
ity gradient,” J. Appl. Phys., vol. 27, pp. 895-899; August, 1956.

4 N. H.Fletcher, “The high current limit for semiconductor junc-
tion devices,” Proc. IRE, vol. 45, pp. 862-872; June, 1957.

4 J.T. Law, “A mechanism for water induced excess reverse dark
current on grown germanium #-p junctions,” Proc. IRE, vol. 42,
pp. 1367-1370; September, 1954.

# H. Christensen, “Surface conduction channel phenomena in
germanium,” Proc. IRE, vol. 42, pp. 1371-1376; September, 1954.

41 A, L. McWhorter and R. H. Kingston, “Channels and excess
reverse current in grown germanium p-7_junction diodes,” Proc.
IRE, vol. 42, pp. 1376-1380; September, 1954.

« M. Cutler and H. M. Bath, “Surface leakage current in silicon
fused junction diodes,” Proc. IRE, vol. 45, pp. 39-43; January, 1957.

¥ R. G. Shulman and M. E. McMahon, “Recovery currents in
germanium p-n junction diodes,” J. Appl. Phys., vol. 24, pp. 1267-
1272; October, 1953.

® R. H. Kingston, “Switching time in junction diodes in junc-
tion transistors,” Proc. IRE, vol. 42, pp. 829-834; May, 1954.

S E. L. Steele, “Charge storage in junction diodes,” J. Appl.
Phys., vol. 25, pp. 916-918; July, 1954.
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Of paramount importance to the production of recti-
fiers is the quality of the semiconductor.

Germanium is commonly zone refined and doped in
a horizontal crystal furnace. Crystals may be grown in
such a furnace or in the conventjonal vertical pulling
furnace. Silicon is doped and grown in the latter furnace
or in zone levitation equipments. Most of the group II1I
and V elements have been employed in producing the
desired doping, but As and Sb doping in n-type Ge, Ga
doping in p-type Ge, As in n-type silicon, and residual B
or Ga doping in p-type silicon are common. The values
of breakdown voltages as a function of resistivity given
by the theory are achieved only in selected small junc-
tions. In larger units in germanium near-intrinsic dop-
ing is commonly employed; in silicon higher ranges as
indicated later.

Average lifetimes in the initial ingots of well over
100 psec in germanium and over 50 psec in silicon are
usual. Recently, crystals with lifetimes to the milli-
second region have been employed. Trap densities for
the most part cannot be detected directly. Crystals with
lineage, aggregations, or dislocations give poor results
regardless of lifetime measurements. It is difficult to
detect bad effects of twinning in production. Crystals
in both the (111) and (100) orientations are used.

Some of the mechanical properties are pertinent to
later discussion: the thermal expansion coefficient, the
bulk or Young’s modulus, and the ultimate stress. In
germanium the values are 6 X 10~¢ inch/inch®C, 5x 108
psi (100), 23 X 106 psi (111) and 25,000 psi (tension, est.),
respectively; in silicon they are 4.1 X106 inch/inch°C,
25X 108 psi (111), and 17,000 psi (tension).

1) Fused Rectifiers: The first of the two widely used
methods for producing p-n junctions is that of fusion.
This technique produces a p-n junction by melting an
alloy in contact with the semiconductor, dissolving the
semiconductor surface to some extent, and redepositing
the dissolved semiconductor on the single crystal sub-
strate by cooling the system.

The reverse diffusion current through the p-z junction
can be minimized by having a highly doped region of
appreciable thickness in contact with a region of op-
posite low conductivity. The extent of doping of the
redeposit is the product of the distribution coefficient,
defined as the ratio of the concentration of the impurity
in the solid semiconductor to that in the liquid alloy,
provided the solubility of the impurity in the solid
semiconductor is not exceeded. If the alloy is that of
the dissolved semiconductor and a pure metal, the
distribution coefficient alone can be obtained directly
from the binary phase diagrams (which have been
detailed in the high semiconductor region with com-
mon group IIl and V doping agents as one of the
constituents). Little information exists on distribu-
tion coefficients for other than the simple semicon-
ductor-element binaries. Data on solubilities of other
than group 11T and V elements are limited. Besides the
requirements that the acceptor or donor metal or alloy
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redeposit in the semiconductor to give a highly doped
region, there are additional restrictions in the counter-
electrode material: 1) it must dissolve sufficient semi-
conductor to give a redeposit which is reasonably thick
at conventional processing temperatures; 2) in general,
it must not form diffusable traps in the semiconductor.
(In certain cases, however, traps have been added to
the counterelectrode material to reduce the charge
storage effect noted in Section I1.) In the highly doped
p-to-n cases, the indium and aluminum element-semj-
conductor binaries can be and are widely used on ger-
manium and silicon, respectively. In the complemen-
tary, highly doped n-to-p cases, the n-doping agents are
always carried in a matrix of other metals because of
the nonmetallic nature of the pure elements.

Besides the requirements of the alloy or metal con-
cerned with the p-n contact formation itself, there are
others associated with the problems of mechanical sta-
bility, lead attachment, heat transfer, and encapsula-
tion. They are as follows.

1) It must be liquid at a temperature as far as possible
below the melting temperature of the semicon-
ductor or other components of the cell.

2) It must wet the semiconductor and counterelec-
trode contact metal.

3) It should be solid at all temperatures encountered
during processing after the fusion cycle, and solid,
mechanically and chemically stable during storage
or operation (to required specifications).

4) It should have a low vapor pressure at all temper-
atures encountered in the fusion cycle.

5) It should have high thermal conductivity.

6) It should not produce excessive strain in the semj-
conductor.

The first condition arises from the desire to retain the
original lifetime of the semiconductor as much as possi-
ble. It is not absolutely necessary for the counterelec-
trode solder to remain solid during processing. Good
cells have been made in which the condition was vio-
lated, but a solid electrode simplifies post-fusion process
controls. The fourth condition is desirable from the
standpoint of the ease of post-etching, but again is not
essential. The temperature drops in the solders should
be low to permit the greatest possible heat dissipation
within the cell. The electrical properties depend upon
strain to some extent, but it is more important for the
semiconductor to be safely below its ultimate elonga-
tion in the range of temperatures found in the processing
of the basic diode and the application of finished recti-
fiers.

Condition 6) can be re-expressed quantitatively in
terms of the properties of the counterelectrode solder
and semiconductor for certain geometries of cell con-
construction,’ and restated in fundamental terms.

%2 H. W. Henkels, “The fused silicon rectifier,”
Electronics, vol. 28, pp. 733-746; January, 1957,

Commun. and
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7) The product of thickness, modulus of elasticity,
and difference of thermal coefficients of silicon
and the alloy must be as small as possible.

8) The solidus temperature of the alloy should be as
low as possible consistent with condition 3).

The eight conditions should be considered before
noting the doping effect of the alloy since the addition
of trace elements will in most cases adequately dope the
the redeposited layer without greatly affecting those
listed properties except for condition 2) which may be
very sensitive to trace impurities.

a) Germanium contact solders: In the case of the ger-
manium rectifier, the operating junction temperature
(condition 3)) is restricted to about 100°C by the proper-
ties of the p-n junction itself. Consequently, low-tem-
perature solders are perfectly satisfactory as long as
melting points are safely above this temperature (say
150°C) and processing steps subsequent to the p-n
junction fusion operation can be carried out without
damage to that junction. It has been noted that junction
lifetimes in germanium rectifiers deteriorate badly if the
processing temperature exceeds 600°C or so. Thus, a
range of solidus and liquidus temperatures from 150°C
to 600°C is possible. Conditions 7) and 8) favor a low
melting soft solder; condition 5), harder solders with
better thermal conductivity. The higher melting possi-
bilities are Ag, Au, and Al. The former appears to affect
badly the junction for reasons unknown to the author.

Counterelectrodes on n-type material will be con-
sidered first. The aluminum electrode has been employed
in emitter contacts of transistors to give good emitter
efficiency on low resistivity base material. This situa-
tion is not present in rectifiers. Conditions 2) and 6) lead
to restricted use despite the good thermal conductivity.
Au must be doped to form a p* contact. Of the doping
possibilities, only Ga is readily carried out and has been
used in some small fused wire rectifiers (“gold bonded”).
Au-B, Au-Al alloys are brittle and difficult to prepare
and fabricate. Practically all p+n rectifiers presently
made employ the low melting alloys despite the low
thermal conductivities. (The high thermal resistance
may be relatively unimportant in certain designs in
comparison with air and liquid film resistances.) Most
common of all counterelectrode materials for n-type
silicon is pure In. The melting point is satisfactory and
operations subsequent to fusion can be carried out
without damage to the recrystallized p* region. The
only drawback is the low thermal conductivity which
has been a problem in some cases. The use of In-Ga
alloys has been largely restricted to emitter preparation
for high injection efficiency. Pb-In alloys with sufficient
In have been tried with success but have no particular
advantage over pure In.

Counterelectrodes on p-type material employ the
same basic materials except for Al. Thus, Au-Sb or Au-
As are possibilities. The low melting elements, including
In, can be doped to produce n* regions. Thus, binaries
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of Sn, Pb, and In with As and Sb and the ternary Sn,
Pb, Sb have been used.

The same mechanical considerations noted for the
counterelectrode alloy apply to the base. Electrically,
the materials must form either a highly doped region of
of the same conductivity type as the base or a metallic
recombination contact. Base solder’ materials to form
n+ regions are the same as those discussed in connection
with rectifying junctions on p-type material. One of the
most commonly employed materials, especially in large
units, is pure Sn which acts as a metallic recombination
surface. For ohmic solders on p-type material the range
of materials Au-Ga, In, PbIn, PbSnln are possibilities
and have been used.

b) Silicon contact solders: The increased fragility of
silicon, the more difficult wetting problem, and the
higher ambient processing and application temperatures
make the choice of electrode materials for silicon recti-
fiers somewhat more difficult. The same higher melting
elements as in the germanium case—Al, Au—are possi-
bilities. In addition, Ag has been employed with success.
Aluminum is used in most cases as counterelectrode on
n-type material. The contact is not ideal in that the
silicon and aluminum eutectic temperature is too high
(577°C) and the product noted in condition 7) is too
large. The silver-silicon alloy suffers the same deficien-
cies as Al (eutectic 830°C, brittle redeposit). The condi-
tions in the silver-silicon alloy are bad enough to cause
cracking of the silicon despite the presence of backing
electrodes. The Au-Si alloy is also brittle but the eutectic
temperature is low (370°C). Additions to the pure metals
can be made to improve the situation. In lowering the
solidus temperature of the Al-Si alloy, Mg and Ga would
appear to be of interest (lowering the solid to about 450°
and 425°C, respectively). Al-Mg alloys have about the
same values of the product in condition 7); the Al-Ga
alloys are soft. Sn-Al alloys have a phase that melts at
232°C which restricts processing somewhat. Both Pb
and Sn-Al alloys present difficulties in vacuum fusion
operations. Additions of Al, In, Ga, or Ge, to Ag will
lower the solidus somewhat. The solid solutions with
Ga or In may be expected to have lower bulk moduli.
Small In or Ga additions to Au dissolve but phase
diagrams are not available. The bulk moduli of the Au-
Si and Ga or In ternaries should not be adversely
affected. Small lead additions to Ag have been used to
lower the solidus to the region of 500°C and soften the
silicon alloy.

Of the metals mentioned Al, Al-Ga, Al-Sn produce
p* regions on # material, Ag-Al, Au-Ga, Au-In do not
seem to. Au and Ag-Pb alloys with Sb or As have been
employed to make n+ contacts on p material. Au-Sb
alloy has been most widely used in commercial rectifiers.

Base contacts on p-type material can be made with
Al and the Al-Ga and Al-Sn alloys. On n-type material
the Au-Sb, Au-As, AgPbSb, AgPbAs alloys are possi-
bilities, the Sb alloys being more convenient to prepare
and use.
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Except in the cases of smaller junctions, all the harder
alloy solders must be thin foils a few mils thick to pre-
vent undue stress in the silicon. Again in large area junc-
tions the hard solders are usually backed up by metals
matching the silicon in thermal expansion coefficient.

c) Counterelectrode and base electrodes: The counter-
electrode material must satisfy several requirements.

1) Itshould have close to the same thermal coefficient
as the semiconductor over the entire range of tem-
peratures encountered during operation and
processing.

2) It should have a bulk modulus which is high if the
coefficient in requirement 1) matches well, and low
if it does not.

3) It should have high thermal conductivity.

4) It should have fabrication possibilities and be
reasonable in cost.

5) It should, if possible, be inert to the action of
etches employed in processing the basic diode.

6) It should not contaminate the redeposited silicon.

7) It should be wet by the counterelectrode in the
range of fusion temperatures employed.

8) It should be wet by solders used in attaching ex-
ternal leads.

Table I lists properties of a number of interesting
electrode materials. Chromium and zirconium are not

TABLE 1
PROPERTIES OF COUNTERELECTRODE MATERIALS

Coefficient of Ther- Thermal

Elastic : Conductivity,
Modulus, TalhE}’)‘pa?Slol? Calories Per
PsiXx 108 ncc X?B_,nc Second (cm?)
(C Per cm)
Mo 50 5-6 0.35
Mo, Kovar-alloy-
clad 50 5-6 0.35
Mo, Ni-clad 50 5-6 0.35
Kovar alloy 19.5 4 to 445 C 0.03
>S5 at high tem-
perature
Zi 11 0.04
w 50 4.3 0.48
Ta 27 6.5 0.13
Invar alloy 21 2.7 to 200 C 0.025
(36 per cent Ni, Fe) 11.5 to 200-315 C
15.5 to 315425 C
Hypernik alloy (47—
50 per cent Ni, Fe)| 24 5.5 in small range 0.029

Cr 36 6.2 0.16

available in sheet form for general industrial use. The
counterelectrode contact and the base contact in small
rectifiers where the internal thermal resistance is not
important need not have a good thermal conductivity
and the Kovar and similar alloys have been used in both
germanium and silicon with high-temperature solders.
However, difficulty is experienced if an alloy freezes
much above the inflection point in the thermal coeffi-
cient of expansion. Similar difficulties occur with some
of the other Ni, Fe alloys.

Of the elemental metals, tungsten best matches sil;-
con, and molybdenum, germanium in thermal coeffi-
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cient of expansion. Tungsten and molybdenum have
been used with both semiconductors. Molybdenum con-
tacts can be readily punched from sheets, and tungsten
electrodes are most easily prepared by sintering tech-
niques. Molybdenum can be easily welded or soldered
to with soft solders when clad with Kovar alloy, plated
with Ni or noble metals, or tinned with Ag, Sn, or In.
When the material is used as counterelectrode material,
the surface next to the counterelectrode solder is not
clad or plated. Tantalum can be easily fabricated and
isrelatively inert to action of etches employed in process-
ing. The element can be welded, but cannot be wet by
soft solders unless clad or plated. It is expensive. The
Kovar alloy and similar ones can be readily welded.

2) Diffused Rectifiers: The application of diffusion
techniques in the production of rectifiers and transistors
has grown rapidly in the last few years but attention has
been focused on the silicon unit as far as rectifiers are
concerned. A p-n junction is obtained by diffusing an
appropriate impurity into the surface of the base ma-
terial. In principal, any of the acceptors B, Al, Ga can
be diffused into 7n-type material, and the donors P, As,
Sb into p-type material, but in practice most units are
made by diffusion of phosphorus and boron.

The theory is discussed elsewhere in this issue in a
paper by Smits.53

Two different methods have been developed, one at
static reduced pressure, the second at atmospheric pres-
sure in a dynamic gas system. The second method is
most widely used for rectifier preparation.

Furnaces with two controlled temperature zones are
employed. A quartz furnace tube is connected at one
end to a source of different gases, Ng, O, Hj, He, water
vapor, or combinations. A suitable source of the dif-
fusant, usually the oxide, is located in the zone at lower
temperature. The vapors from the heated source are
carried by the gases over wafers of silicon in the hot
zone of the furnace. Under these open furnace condi-
tions, a SiQ, film forms on the silicon surface and pre-
vents evaporation of the silicon. The surface concentra-
tions N, which are required for calculation of junction
depths have been determined for a variety of carrier
gases and source and silicon temperatures. The diffusion
constants vary somewhat with the degree of surface dis-
turbance of the crystal. Quite uniform diffusion results
from a lapped surface. With uniform diffusion con-
stants, junction depths still vary somewhat because of
change of resistivity of the silicon crystals (especially
those of high resistivity for high-voltage units) in the
heat treatment at the high temperatures employed.
Adequate provision must be made for such effects in
rectifier processing. The lifetime of crystals usually de-
grades badly in the operation and considerable atten-
tion is being given to the temperature gradient during
heating and cooling, to elimination of stresses on the
crystals and the high temperatures, and to annealing
procedures.

% F. Smits, “Formation of junction structures by solid-state dif-
fusion,” this issue, p. 1049.
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After the diffusion operation, the oxide layers must
be removed in HF before the surfaces of the blanks
can be prepared for plating by lapping or chemical
roughening.

The silicon surfaces are then plated with Au, Ni, or
Cu by electroless techniques. Soft solders are employed
in soldering the basic cells to heat sinks and electrodes.

The static reduced pressure method for carrying out
the diffusion is not commonly employed for rectifier
manufacture and will not be discussed.

III. RECTIFIER PREPARATION
A. Germanium Rectifiers

1) Small Diodes: Two types of small germanium
diodes will be discussed which are analogs of silicon
types treated later. The first of these is commonly
called the “gold bonded” diode and is similar to the
fuzed aluminum wire diode in silicon. Small n-type
square dice about 50 mils on a side with thickness about
15 mils are used. These are fused to Dumet pedestals in
appropriate jigs in N; atmosphere. The Dumet alloy is
used because the units are glass encapsulated. An Au-Ga
alloy wire a few mils thick is welded to another Dumet
wire. The free end is welded to the surface of the ger-
manium with a high current pulse. The glass capsule is
sealed. Units made in such a manner have low power
ratings (approximately 0.1 watt).

The second type of germanium rectifier is larger and
is prepared in much the same manner as some of the
large units. A small indium dot comprises the counter-
electrode solder, tin the base solder. The latter solder is
directly connected to a steel base. Much of the discus-
sion of the larger units given next applies to the smaller
device.

2) Large Power Rectifiers: The basic cells of the large
area germanium rectifiers available are remarkably
similar. Although a number of alternate structures are
possible as discussed in Section II, the indium n-type
germanium-tin system, giving a ptar or ptant
device, is widely used because of its simplicity and the
satisfaction of all the requirements noted. This is not
to say that very appreciable differences between basic
cells do not exist, but rather to point up the extreme
importance of the starting germanium materials and
fine processing details.

High resistivity n-type germanium of resistivity 20
to 50 ohm-cm is employed. The crystal orientation may
be (111) or (100) but the latter may be preferred. The
material is zone refined to a high degree and doped to
the desired resistivity in a horizontal furnace. The in-
jected carrier lifetimes exceed 100 usec and may run
into the millisecond range. Lineage and aggregations of
dislocations must be absent. There is an optimum range
of etch pit densities. The crystal must be relatively free
of dislocations for best results but if the number is too
small difficulties are encountered in containing the
indium counterelectrode solder. A value of about
10%/cm? etch pits represents a good compromise.
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The crystal is sawed into slices of diameter up to
about one inch. These are then etched or lapped and
etched to the desired thickness of 15-30 mils in the
common HF, HNQO; solutions containing iodine, bro-
mine, and/or acetic acid. Thin films of gold may be
evaporated onto the surfaces to improve wetting.

Pure indium counterelectrode solder of thickness (3
to 60 mils) appropriate to the fusion process and ger-
manium thickness employed is cleaned by physical,
chemical, or electrolytic means. The base solder of Sn
or Sn-Sb alloy is likewise carefully cleaned.

The above components are then assembled in appro-
priate jigs with or without bottom and/or top contacts
mentioned previously. These are fused sometimes in
inert gas with a preliminary outgassing in vacuum. Tem-
peratures range from 550°C to 600°C. The units are
then etched chemically in the mixed acid etches or
electrolytically in NaOH solution. In cases, no post-
etching at all is employed.

A variety of cases have been employed by different
manufacturers. These may be filled with dry air or in
cases with resins. Designs are available for both water
and forced air cooling.

B. Silicon Rectifie