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MelIonics offers new automated diag-
nostic tools for detecting functional 
logic faults in sequential digital circuits. 
These computer programs have already 
cured test headaches in dozens of cir-
cuits, some with more than 400 logic 
elements. 

Specifically, we have programs for: 
Logic Simulation which certifies design 
correctness; Test Sequence Validation 
which verifies that all potential func-

tional faults in a logic design will be 
detected by your test procedure; Auto-
matic Test Sequence Generation which 
produces a test procedure assuring that 
all testable functional faults in a logic 
design will be detected. 

These services are economical and easy 
to use with guaranteed full data secur-
ity. For more information contact Test 
Systems Marketing. 

MELLONICS SYSTEMS DEVELOPMENT DIVISION 
urroN INDUSTRIES 
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Forum 
Readers are invited to comment in this department on material previously pub-

lished in IEEE SPECTRUM; on the policies and operations of the IEEE; and on 

technical, economic, or social matters cif interest to the electrical and electronics 

engineering profession 

Patent rights 
"A Plea for a Proper Balarce of Pro-

prietary Rights" by Robert H. Rines in 

the April issue of IEEE Spectrum (pp. 
41-46) was very timely in view of the 
fact that in January, after a year and a 
half of legislative research, Congress-
man John E. Moss of California intro-
duced in the House of Representatives 
H.R. 15512: "A bill to create a compre-
hensive Federal system for determining 
the ownership of and amount of com-
pensation to be paid for inventions and 
proposals for technical improvement 

made by employed persons." 
The bill would, in effect, invalidate 

blanket agreements requiring employees 
to relinquish and preassign all paten' 

rights to employers as a condition of 
employment. 

In brief, it would require an employee 
to give his employer prompt notice of 
his inventions; but it would also require 
the employer to take prompt action in 
declaring a claim to each invention (or 
else releasing it to the inventor), filing 
for a patent, and compensating the em-
ployee by an amount representing the 
fair market value of the employer's 

right to the invention, adjusted to reflect 
the position and duties of the employee 
and the degree to which the operations 

of the employer (such as furnishing 
laboratory facilities) contributed to the 

invention. 
Special provisions are included for 

the protection of an employer's trade 
secrets, where public disclosure of an 

invention might jeopardize the em-
ployer's position in the market. 

For amicable settlement of disputes, 

the bill would create an Arbitration 
Board in the Patent Office. In each case 
referred to it, the Board would consist 

of five members—three appointed by 
the Commission of Patents, plus one 

named by the employee and one named 
by the employer to represent their re-

spective interests. The Board's decision 
would be final and binding. 

To describe the need for such legisla-

tion, Mr. Moss also had placed in the 
Congressional Record (January 22, 

1970, pp. H191 and H192) an article 
entitled " Patent Rights for Employee 
Inventors" by Robert J. Kuntz, then 
first vice president (now president) of 

the California Society of Professional 
Engineers. Kuntz's article covers many 
of the same points as Rines' paper. 

The National Society of Professional 
Engineers has not yet taken an official 
position on the bill, but is currently 
seeking the consensus of its member-
ship. 

Keith W. Henderson, P.E. 
Mountain View, Calif. 
Senior National Director from 

California 
National Society of Professional 

Engineers 

A three-point program for 
retirement security 

There now is a substantial awareness 
among engineers of the difficulty ex-
perienced in building up retirement 
equity. The problem is particularly 
acute within the aerospace industry be-
cause of its dependence upon govern-
ment contracts and the tendency, usu-
ally involuntary, for engineers to follow 
these from company to company. With 

each such move, whatever has been 
accumulated in equity is generally left 
behind and the waiting period is begun 
anew. Consider further that there are 
companies that offer no pensions at all 
and it is clearly possible for an engineer 
to reach retirement age and find him-
self without a nickel to retire on unless 
he has provided it for himself out of his 
own taxable income. 

Other segments of the working pop-
ulation do much better. Doctors, law-
yers, and other self-employed persons 
enjoy the benefits of the " Keough Act," 
a provision of the tax law that allows 
them to invest 10 percent of their in-

come up to $2500 for retirement, and 
this amount is tax-exempt. Teachers 
and college professors have portable 

policies provided through the TIAA. 
A three-part program suggests itself 

for dealing with this problem. The pro-

gram has the virtue that each of its 
parts is individually advantageous so 

that they may be and should be pur-
sued in parallel. 

1. Extend the Keough plan to the 
salaried engineer. This would allow any-
one who does not enjoy a company-
sponsored pension plan, or does not 

consider its benefits adequate, to buy 

his own out of tax-deductible income. 
Likewise, employee contributions would 
be tax-free. Federal legislation will be 
required to bring about this change. 
My suggestion is that you make a copy 
of this letter and enclose it with a per-

sonal note to both your Congressman 
and Senator. 

2. Urge the IEEE to provide a group 
retirement policy similar to its present 
life and disability policies. This would 
permit those who purchase their own 
policies, with or without Keough plan 
extension, to do so at the lowest possi-
ble rates. 

3. Urge industry to provide a retire-
ment plan cash option. The employee 
would then have the options of partici-
pating or of retaining the employer's 
contribution as income or of applying 
it as premium to his own policy. The 
prudent engineer will have purchased 
his own policy early in his career and 
carried its costs during those periods 
when there were no employer contri-
butions. If the Keough plan is extended, 
he enjoys its tax advantages. If the 
IEEE sponsors a policy, he enjoys its 
group rates. 

Industry will not adopt such a plan 

overnight. Nevertheless, enlightened in-
dustry leaders will appreciate the legiti-

mate aspirations of the engineering 
community and will begin to respond. 
That response may not be in the form 
of the suggested cash option, but rather 
by reduction of the waiting period for 

participation and vesting. In any case, 
industry must respond to the problem 
because the alternatives will be a 
greater drift toward unionization and 
fewer young men entering the profes-

sion. 
Arthur L. Rossoff 
Vice Chairman 
IEEE Long Island Section 

Computers available 

In " Spectral Lines," April 1970, Dr. 
M. E. Van Valkenburg pointed out the 

need for modern laboratory equipment 
for electrical engineering education and 

the urgency of satisfying that need if 
education is to meet the challenges of 

the day. I know of a way partially to 
solve one of the problems that Dr. Van 
Valkenburg outlined. This problem has 

to do with providing laboratory equip-

ment in the computer systems area 
where the products of a rapidly develop-

ing technology have a high price tag 
that may be out of reach of many. 

It seems desirable to provide hands-
on experience with a dedicated com-
puter such as a minicomputer if the 
cost can be justified. These computers 
can be used to control laboratory in-
struments, record data, and perform 
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Now There's A Storage Terminal 
That Does What 

Storage Terminals Can't Do! 

'i\\   
14111 

A Revolutionary Scan Converter and Video/Graphic Storage Terminal 

The PEP-400 is the only unit that combines all the desirable 
Video and Graphic storage functions in a single, yet, low cost 

terminal. 
Like 1200 TV line resolution (with an 800 line option) at a 
cost of just $4,250.00*. 
Like full gray scale. 
Like retention time of 15 minutes to an hour under active 
"30 frame/sec" readout. 
Like scan conversion from DC to 30 MHz. 
Like electronic zoom capability of 50 to 1. 
Like selective write and erase capability, a video write speed 

of 30 MHz in full gray scale and at least a dozen other ex-
clusive new advantages. 
No other storage media does all these things. They do far 

less but usually cost more. No other terminal is so well suited 
for video, x-y and scan conversion applications. 

Circle No. 4 on Reader Service Card 

An important new breakthrough makes it possible. The 
PEP-400 utilizes the LITHICON T", a new storage tube that 

goes places other tubes can't. 
But we've got a brochure that gives you all the details. 

You'll be doing yourself a favor if you send for it before you 
buy any storage unit now on the market. 

•FOB North Brunswick, N. J. 

le% ( 4, t tt e 

PRINCETON ELECTRONIC PRODUCTS, INC. 
P.O. Box 101, North Brunswick, N. J. 08902 • 201/297-4448 
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4 new books 

in electronics 

from Wiley-

Interscience... 

DIFFERENTIAL AMPLIFIERS 
By LAWRENCE J. GIACOLETTO, 
Michigan State University 

The author establishes a sound basis for 
analyzing the performance of these widely used 
electronic components and covers the use of 
electron tubes and bipolar transistor, field-
effect transistor, and integrated circuits. 
Performance considerations embrace unsym-
metrical operation, thermal and large signal 
considerations, multi-stage operation, exami-
nation of limiting performance, measurement of 
conventional and conversion amplifications, 
noise, and stability. 

1970 256 pages $12.95 

ASYNCHRONOUS SEQUENTIAL 
SWITCHING CIRCUITS 
By STEPHEN H. UNGER, Columbia University 

This comprehensive work on asynchronous 
sequential switching theory is the first devoted 
solely to this topic. Topics nclude a thorough 
treatment of flow table reduction (applicable to 
synchronous as well as to asynchronous cir-
cuits), row assignment techniques, hazards. 
delays, feedback, speed independent circuits 
'Ipproached with the aid of flow tables), 2-

...phase clocked systems, and binary counters. 
1970 290 pages $13.95 

ACTIVE AND NONLINEAR WAVE 
PROPAGATION IN ELECTRONICS 
By ALWYN SCOTT. University of Wisconsin 
The objective of this book is to define the area 
of active and nonlinear wave propagation as a 
legitimate subject of graduate study for applied 
scientists. Emphasis has been placed upon 
introducing the generally useful theoretical 
tools which are currently available and pointing 
out those areas where future research is 
needed. 

1970 304 pages $14.95 

DC AMPLIFIERS IN 
INSTRUMENTATION 
By RALPH MORRISON, Astrodata Inc. 
This book is written for the practicing engineer 
and the senior technician. It is a practical treat-
ment of the basic types of dc amplifiers, their 
design criteria and specifications, methods of 
evaluating them, and their application. It will be 
of special value for all those who are interested 
in complete system integration techniques. 

1970 320 pages $13.95 

older 
NILEY-INTERSCIENCE 
a division of JOHN WILEY & SONS, Inc. 
605 Third Avenue, New York, N. Y. 10016 
In Canada: 
22 Worcester Road, Rexdale, Ontario 
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on-line computation. Hardware and soft-

ware system design projects that can 
motivate many of today's students are 
also possible. But most universities do 

not have the funds to purchase such 

new and expensive equipment. Extra-
mural sources for equipment are 
needed. 

A potential source of more than 1000 
reliable minicomputers from the Minute-

man I missiles, originally costing the 

U.S. taxpayer $234 000 each, are 
scheduled to be declared excess by the 
Air Force during the next four years. 
Tulane has acquired two of the NS- 10Q1 

airborne guidance and control systems 

for use on DOD research contracts. 
Several other universities have also ac-
quired identical systems for use on DOD 
and other government-supported re-

search projects. Although these systems 
were designed by Autonetcs for a 
specific application, the D17 general-

purpose computer portion is an ex-
tremely flexible minicomputer. 

The memory of the D17 consists of 
approximately 65 kilobits organized 
around a basic 24- bit word. Split-word 
computation is possible with an in-
struction repertoire that consists of 39 

flexible instructions. Such operations as 
instruction modification are possible. 
Any university with government-sup-

ported research can acquire a D17 at a 
cost of $40 for shipping if the Govern-

ment Contracting Officer will approve 
the relevant use of the computer on the 

research project. How can an electrical 
engineering computer systems labora-
tory benefit? We acquired two D17 com-
puters for on-line data acquisition, but 

it was necessary to make certain hard-
ware modifications. Also, a complete 
software development was required. The 
hardware design and software develop-
ment provided the basis for several 

laboratory and M.S. thesis projects. The 

government excess equipment provided 

a source of assistance to the electrical 
engineering laboratory, and the labora-

tory projects contributed significantly to 
making the equipment useful for the 
intended research. The portable, gen-
eral-purpose characteristics of the D17 

permit it to be shared efficiently be-
tween research and educational tasks. 

The Minuteman Computer Users 

Group met at Disneyland Hotel on June 
11-12,1970. This meeting provided an 

opportunity for the sharing of hardware 
and software developments, education 

and research applications, and related 
questions. Both those who have ob-

tained these computers and those who 
are considering acquisition attended 

this meeting. Government representa-
tives discussed other available equip-

ment items. Autonetics has provided 

considerable assistance to this reutiliza-
tion effort, and appropriate personnel 
participated in this meeting. 

The following contact can provide in-

formation concerning acquisition of a 
D17 computer: Robert E. Fink, Defense 
Supply Agency, DSAH-LSR, Cameron 
Station, Alexandria, Va. 22314, or (202) 
OX 4-6317. 

Charles H. Beck 
Tulane University 

New Orleans, La. 

The Esclangon diagram 

In his article describing the Es-
clangon diagram that appeared in the 

February 1970 issue of the IEEE Spec-
trum, Michel Poloujadoff apparently 
overlooked W. C. Johnson's textbook. 

"Transmission Lines and Networks" 
(New York: McGraw-Hill, 1950). On 
pages 112-115 of his book. Johnson 
describes in detail both the construction 
and use of the Crank diagram, which, 
except for notation, is the same as the 
Esclangon diagram. It is interesting to 
note that Johnson does not reference 
his source for the Crank diagram. 

As a student who has just learned 
about transmission lines, I would like 
to comment that, although the Es-
clangon or Crank diagrams do offer an 

interesting model for visualizing the 
variation of voltage and current down a 

transmission line, they do not offer any 
real computational aid. 

John A. Latimer 
Tennessee State University 
Nashville, Tenn. 

Mr. Latimer's comment is welcome. 
It is well to note that Professor Polou-
jadoff presented Esclangon's method 
not as something new, but as some-
thing old that merited wider diffusion. 

The Editor 

Guarantees to consumers 
This letter was prompted by two 

-items in your "News from Washington" 
feature in March Spectrum. 

I believe that minimum standards are 
needed for guarantees on consumer 

products. I, and many of my friends, 
have had sad experiences with products 
on which the manufacturer refused o 

respect his own guarantee. Minimum 
standards should in fact benefit reliable 
manufacturers of quality products, by 

forcing all manufacturers to respect 
comparable guarantee standards. 
I also believe that the consumer has 

a right to be informed of hazardous 

products. A home burned in our neigh-

borhood recently, and as a result we 

are all acutely aware of the color tele-
vision fire hazard. 

Regarding both guarantee laws and 
hazard information, the government 
agencies should, of course, make every 
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TOMORROW 
MOSINCS 

+5 
Plus 5 years in developing and perfecting MOS technology. Plus 5 new 

Tomorrow MOSINCS here today. All with the same advanced features that 
make it the optimum line to use: Low threshold voltages, low channel 

resistance, and faster speeds. 

GENERAL PURPOSE 
300-OHM SWITCH 

HDGP1000. A 300-ohm 
diode- protected general-
purpose switch. 
Breakdown — 20 Volts, 
threshold 2 Volts. For 
long-time delay, low-
frequency circuitry. 
70c each ( 100 up). 

GENERAL PURPOSE 
30-OHM SWITCH 
AMPLIFIER 

HDGP1001. General 
purpose 30-ohm diode-
protected P- channel 
enhancement mode 
device. For easy 
interface of DTL or TTL 
circuits to MOS levels. 
Ideal for low cost 
applications. 80c each 
(100 up). 

SIX-STAGE BINARY 
COUNTER 

HCTR0206. Six circuits 
cascaded on a single 
chip. Buffered true 
outputs of each octave 
isolate cascading logic. 
Ideal for organ 
frequency divider 
applications. $3.30 each 
(100 up,). 

HUGHES 
AIR,CRArT COMPA•., 

MOS DIVISION 

TV SYNC CIRCUIT 

HSUB0525. The first IC 
for digitally controlling 
horizontal and vertical 
raster generation in TV 
sync circuit applications. 
Ideal for cable or closed 
circuit TV. $ 15 each 
(100 up). 

• 

DIFFERENTIAL 
DIGITAL ANALYZER 

HSUB5021. For serial 
operation. Applied in 
implementing 
algorithims for 
rectangular and 
trapezoidal integration, 
or multiplication and 
division. $ 18.00 each 
(100 up). 

• 

We'll send you data on the newest MOSINCS, plus the entire line. Just write us: 

Hughes MOS Division. 500 Superior Avenue, Newport Beach, CA 92663. 



effort to be accurate, complete, and 

fair in their treatment of manufacturers. 

At a time when traditional markets 

like defense and space are slowing in 

growth (be that desirable or not) and 

emphasis is shifting to the needs of 

people, the electronics industry would 
do well to reevaluate its attitude toward, 

2nd its standing in the eyes of, the con-

suming public. 
J. H. Seamon 

St. Louis, Mo. i 

Normal-mode analysis 
The April 1970 issue of IEEE Spec-

trum contained a review of the book, 

"Introduction to Modern Electromag-

netics," by C. H. Durney and C. C. 

Johnson. This generally complimentary 

review contained the statement that a 

normal- mode analysis of transmission 
systems is " unnecessary and unnatu-

ral." 
We feel that this statement is ill-ad-

vised and needs considerable qualifica-

tion. Normal- mode analysis may be 
unnecessary for simple ideal TEM trans-

mission lines. However, for the analysis 

of more complicated multimode wave-

nuides it is absolutely essential. Omis-

sion of this concept from a modern 

book would be inexcusable. We feel 

that one of the recommendable tech-

niques of this book lies particularly in 

the inclusion of this powerful and es-

sential concept. The authors should be 

commended for introducing this type of 

analysis. 

D. Marcuse 

D. T. Young 

Bell Telephone Laboratories 

Holmdel, N.J. 

Corrections 
In the May article " Outlook for Binary 

Power Plants Using Liquid- Metal MHD," 

by L. L. Prem and W E. Parkins, there 
is an error in the equation in text near 

the bottom of page 40, column 2. The 
equation for the overall efficiency of the 

binary plant should be as follows: 

qi• ± il — 

In the May article by H. T. Hochman 

and D. L. Hogan, "Technological Ad-

vances in Large-Scale Integration," the 

flip-flops (tinted boxes) in Figs. 3 and 

5 ( pp. 51 and 52) were mislabeled. In 

Fig. 3 they should read, from top to 

bottom, FF„ FF„, FF,, FF,. In Fig. 5 

the first column should read FF,, FF 

FF,,, FF,,, FF-.,. The second column 

should read FF,„, FF„,, FF_„, FP„, FF:„. 

For automated 
manufacturing 
you need 

1 C1500 
Because... 
we supply a complete system operable by: 

1. Computer Control 
2. Manual Control 
3. Paper Tape 
4. Magnetic Tape 

The NEMS DNC1500 is actually a 

specially designed mini-computer. It is 

especially valuable when used with 

computer control, because it f-ees the 

main computer for other duties during 

repetitive operations. X-Y positioning of 

production equipment for insertion 

operations, drilling, milling, plotting, etc. 

is performed under the digital control of the mini-computer. 

The DNC1500 slews heavy loads at speeds of up to 600 inches per 

minute. We guarantee accuracy at full speed! Standard resolution of 

the DNC1500 is 500 micro-inches, assured by the use of 8 BCD 

digits. Optional resolutions of 100 or 10 micro-inches are available. 

For complete information on the NEMS DNC1500, contact: 

C. G. Chapel, Product Manager 

NATIONAL ELECTRO-MECHANICAL SYSTEMS, INC. 
Box G, 32 Broad Avenue, Binghamton, New York 13904 • Phone: 607 723-9561 

Circle No. 7 on Reader Service Card 
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At every repeater station of 
a microwave relay system, there's a 
microwave distribution network— 
a circuit assembly that combines, 
divides, and directs the signals of one 
transmission channel. It intercon-
nects the waveguides with coaxial 
cables that distribute microwave 
power to frequency.mixers, modu-
lators, and amplifiers. 

Now, engineers at Bell Labora-
tories' Allentown, Pennsylvania, 
location have developed an inte-
grated-circuit version. This one 
structure, smaller than a cigar box, 
has only a tenth the weight and a 
fifteenth the volume of the previous 
assembly. And, it costs less. 

The network is shown above with 
its top half removed. The paths for 

power splitter 
in top half 
(removed) 

test 

port 

_4* 

power 
monitor 

Miniature crossroads for microwaves 

the microwave signals are "stripline" 
• —small rectangular channels with a 
copper-strip center conductor, 
electrically much like coaxial cable. 
The conductor strip is plated over 
an evaporated thin gold film on a 
ceramic substrate. Terminations and 
resistors are made by depositing 
tantalum nitride on the substrate. 
The four cross-shaped stubs (at the 
ends of the stripline) are stripline-to-
waveguide transducers. 

The seven black disks on the 
center conductor are ferrite micro-
wave circulators, three-port devices 
which let microwave power flow 
from any port to the next one in the 
indicated direction only. This con-
trols signal flow and isolates circuitry. 
The power splitter in the conductor 

to transmitter 
modulator 

• • 

modulated 
carrier 

to transmitter 

feeds the test port. 
Bell Laboratories engineers and 

their colleagues at Western Electric 
carefully selected this combination 
of modern materials and the tech-
niques for working with them— 
including precision aluminum die 
casting and tantalum and gold thin-
film technology. Analytical studies 
defined the geometry of the various 
circuit components to meet the 
rigorous standards of long-distance 
communications. This resulted in a 
superior component for our radio 
relay system and, at the same 
time substantial reductions in cost, 
size, and weight. 

From the Research 
and Development Unit 
of the Bell System: 

Bell Labs 
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What we must do. We would probably all agree that the 

simplest description of what the electronics engineer has 
done is to affect communication, making it better and 
faster. As I would like to use the term, communication 
means the transfer of information; it includes the printed 
page, the motion picture, the telephone and cable, radio 
and television, and the transport of people and materials 
when this transport involves information, as witness our 
space travel. Transfer of information also takes place 
inside an inanimate system, such as the electronic com-
puter. The computer, as it modifies, manipulates, stores, 
and condenses information before passing it on to the 
user, becomes an integral part of communication also. 
The explosion during the last 50 years in the speed, and in 
the quantity, of information flow has largely been the 
result of electronics. The effect has been profound and not 
all good. There are things we must do. 
Modern communications has potentially expanded 

man's life by a large factor. The expansion is not mea-
sured in terms of clock time, but in terms of experience, or 

, what we might call subjective time. For a living being, 
time seldom passes according to the clock but is judged in 
terms of experience. There is an interesting paradox here, 
in that time spent in interesting pursuits passes rapidly, 
whereas time spent in idleness or illness drags. Yet, in 
recollection, we exactly reverse this, and we remember 
time largely in terms of the interesting experiences. But it 
is recollection that counts, since that is when stored in-
formation is used. Thus, the paradox is resolved in that we 
may conclude that more experience, and more informa-
tion, are subjectively equivalent to a longer life. 
To carry the thought further, consider a man who lived 

70 clock years from, say, 1850 to 1920, and add up his 
potential experiences as a measure of 70 experience years. 
His great-grandchildren, living from 1910 to 1980, could, if 
they fully absorb their potential of information (experi-
ence), easily exceed 400 experience years. Their children, 
1930 to 2000 A.D., may exceed 700 experience years. This 
expansion is what improved and speeded-up com-
munication has made possible. 
For those as yet unborn, the effect will be even more 

dynamic. They will jump, so to speak, on an express train 
that we older people saw accelerate from a low speed. It's 
small wonder that there's a "generation gap," and that 
it's difficult to know how to handle the rapid widening of 
this gap now taking place. Margaret Mead has one way to 
express it (Culture and Commitment. New York: Natural 
History Press—Doubleday, 1970): In the past, as she 
puts it, the young learned from the old, but we are now 
passing through a time when both learn together, and into 
a period when the old will learn from the young. 

Unfortunately, a longer life, whether it be temporal or 
experiential, is not necessarily a happier one. The 
extension of our senses via radio, television, and recording 
mediums have often brought us information that we 
might well wish we had never heard or seen. Our children, 
even by age 5, with their hours of exposure to the outside 
world through television, have had vicarious experiences 
whose effects we still cannot fully evaluate. When they are 
of college age and their total experience of the world has 
already surpassed that of their great-grandparents, they 
enter a sociological world planned by those great-grand-
parents, which is, all too slowly, being modified by 
grandparents and parents. Isn't it time now for those of us 
who caused the enhanced information flow to consider the 
quality of the information, and not just its rapid and 
accurate transfer? Cannot our "spaceship earth," or our 
"world village," be modified to bring us happier, rather 
than only more, information? 

Professor John Platt (Science, vol. 166, pp. 1115-1121, 
Nov. 28, 1969) wrote a challenging and provocative paper 
for fellow scientists and engineers, which he called "What 
We Must Do." His message is that those of us in tech-
nology should temporarily neglect our longer-range in-
terests, and the less urgent short-range ones as well, to 
spend a decade of concentrated attention on immediate 
world problems. His analogy is to the way we postponed 
our normal pursuits during World War 11, to concentrate 
on radar, weapons, operations research, etc., to insure 
survival of our freedoms. Today, the challenge is greater 
because, if we read the information flow correctly, we're 
facing the imminent extinction of mankind through over-
population, pollution, nuclear war, and internal anarchic 
breakdown by a generation gap no longer passable. Platt 
argues that a decade may be all the time we have left 
before the unfavorable processes become irreversible. 
Many will say that survival problems are social and 

political, and that technical solutions already exist and 
need only to be applied. Exactly so; we don't need re-
search, we need application. Although no segment of 
society can be excused from helping, it is only the engi-
neer and the scientist who know what technical solutions 
there are and how to apply them. It is our job to recognize 
the problem, to show that a solution is feasible, and to 
persuade our "management," i.e., our government, our 
industries, and our people, to provide the support and the 
will to do the job. Above all, as Platt indicates, engineers 
know that exponential increases eventually convert to 
S-shaped curves, and that stability will come. We can 
become the beautiful people, ewe surcice. 

E. W. Herold 
Editorial Board 



Electric generating prospects 

for nuclear power 

In many sections of the United States at the present time 
thermal nuclear reactors compete with coal-fired electric plants. 
But for nuclear plants to achieve full potential 
it will be necessary to develop 
an economical fast breeder reactor 

Manson Benedict Massachusetts Institute of Technology 

Most of the nuclear power plants in the U.S. today are 
of the light-water variety. In many parts of the U.S. 
these plants are competitive with plants burning coal, 
but the electricity that they generate will be more 
costly in the future as uranium supplies deplete. A 
promising possible answer to the cost problem is the 
fast-neutron reactor, which produces more fuel than 
it consumes. Such a plant should also be a more 
efficient generator of electricity and this should pro-
duce less thermal pollution than a water-reactor plant. 
However, it takes time to breed the fuel to make these 
fast reactors possible, and until more is known about 

the performance of such reactors, final judgment 
about their economic feasibility must continue to be 
held in abeyance. 

Nuclear fission of the heavy elements, uranium and 
plutonium, is a process that, developed to its full poten-

tial, can provide mankind with a practically limitless 
store of energy. The types of nuclear reactors currently in 
use for electric-power generation—gas-cooled reactors in 
France and England, heavy-water reactors in Canada and 

India, and light-water reactors in the United States— 
make use of only part of this enormous energy supply. 

These reactors effectively utilize only the scarce isotope 
uranium-235, which appears as one part of 140 parts of 
natural uranium. To achieve full utilization of natural 
uranium, it will be necessary to develop effective means 
for completely utilizing the abundant isotope uranium-
238, which constitutes 99.3 percent of the element. This 
technology will require development of a different type of 
reactor— the fast breeder reactor. 

Light-water reactors, the type built extensively in the 
United States today, as I shall show, can compete eco-
nomically in many parts of the country with generating 
plants burning fossil fuel. However, their uranium needs 
are so great that these reactors cannot satisfy long-term 
energy needs unless much larger supplies of uranium are 
discovered than are known at present. 

Light-water reactors 

There are two important types of light-water reactors. 
Pressurized-water reactor. The type of light-water re-

actor first used in the United States for power production 
is the pressurized-water reactor. 

Figure 1 is a schematic of a nuclear power plant utiliz-
ing this type of reactor. The fuel supply (black bars) 
consists of bundles of stainless-steel or zirconium-alloy 
tubing filled with pellets of uranium dioxide, enriched to - 
about 3 percent in uranium-235. When a sufficient mass 
of this uranium is surrounded with water (in color), 
it constitutes a critical mass capable of sustaining a steady 
nuclear-fission chain reaction. Heat from fission is liber-

ated from the fuel and transferred to the water, which is 
heated to about 315°C as it is pumped through the reac-

tor. The steam pressure, around 1450 N/cm 2 (2250 lb/in2), 
is above the vapor pressure at this temperature, and so the 
water leaving the reactor is below its boiling point. The 
water is pumped to a steam generator, where it transfers 
its heat to water boiling at a pressure of about 690 N/cm2 

(temperature about 285°C). The resultant steam flows 
through a turbine that drives an electric generator. The 
steam is then condensed and the condensate is preheated 
and returned to the steam generator by a boiler feed 
pump, as in a conventional Rankine cycle. 

Boiling-water reactor. A second type of light-water re-
actor, developed a few years after the pressurized-water 
variety but now used extensively in the United States, is 
of the boiling-water variety. Fuel for this reactor differs 
only slightly from that for the pressurized reactor. The 
main difference is that water in the boiling-water unit is 
held at a lower pressure, around 690 N/cm2, and is al-
lowed to boil inside the reactor. Steam and water flowing 
past the fuel are separated—the water is returned to the 

reactor by the circulator and the steam flows directly to 
the turbine, after which it is condensed and the conden-
sate is preheated and returned to the reactor by the boiler 

feed pump. The boiling-water reactor needs no separate 

steam generator, as the reactor performs this function. 
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FIGURE 1. The essential elements of a pressurized-water reactor power plant. 

Thermal efficiency 

Since the steam entering the turbine in both the pres-
surized- and boiling-water reactors is at only 315°C, the 
thermal efficiency of both types of nuclear power plant is 
rather low (about 33 percent). (Compare it with an effi-
ciency of around 40 percent for a modern fossil-fuel plant 
whose turbine receives steam at around 540°C.) 

This low efficiency puts light-water nuclear plants at a 
slight disadvantage relative to fossil-fuel plants in dispos-
ing of waste heat, thus aggravating the so-called thermal 
pollution problem. (A power plant having thermal effi-
ciency e must dispose of 1 — e units of heat for every e 
units of electricity generated. For a modern fossil-fueled 
plant with e = 0.4, the corresponding ratio is 0.6/0.4, or 
1.5-25 percent less than for the water-reactor plant.) 

Cost. Table I compares the cost of generating electricity 
in a 1000-MW modern coal-burning power plant and in 
a light-water nuclear power plant of the same capacity. 
The unit cost of the coal-burning plant is around $ 140/ 
kW; costs for the nuclear plant are in the range of $ 180 to 
$200/kW, with little difference between pressurized- and 
boiling-water plants. 

The cost of electricity, in mills per kilowatthour, is 

etoi 

Condense, 

Condensate 

made up of fuel costs, capital charges, and operating, 
maintenance, and insurance costs. Fuel costs for the 
nuclear plant at today's uranium price (around $8 per 
pound of U308) is 1.5 mills/kWh. This cost is inde-
pendent of location since the cost for shipping the few 

tonnes of fuel consumed per year by a nuclear plant is low. 
But fuel costs for a coal plant depend on the price of coal, 
which depends on how far the coal must be shipped. Near 
low-cost strip mines, coal prices provide heat at the low 
cost of 15¢ per million Btu. Far from coal mines, as 
in New England, heat from coal costs 35¢ per million 
Btu. 

The cost of electricity from coal, then, varies with the 
fuel cost, from a low of 4.1 mills/kWh to a high of 5.8. 
Although capital charges for a nuclear plant, with its 
higher unit-plant cost, are somewhat more than for a coal 
plant, the total cost of electricity from a nuclear plant is 
between 5.1 and 5.5 mills/kWh. The break-even heat cost 
(at which the cost of electricity in both nuclear and coal-
burning plants would be the same) is in the range of 27 

to 31 cents per million Btu. (The average cost of heat 
from fuel burned in power plants in the United States 
today is around 27 cents per million Btu.) 
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I. Cost of electricity from new 1000-MW station < 

Coal Nuclear 

Heat rate, Btu/kWh 8500 8500 8500 
Unit plant cost, $/kW 140 140 140 
Fuel cost, cents/106 Btu 15 25 35 

Electricity cost, mills/kWh 
Fuel 1.27 2.12 2.97 
Capital charges 2.60 2.60 2.60 
Operating, mainte-

nance, and insurance 0.24 0.24 0.24 

Total 4.11 4.96 5.81 
Break-even fossil-fuel 
cost, cents/106 Btu 

10 600 10 600 
180 200 

1.50 1.50 
3.34 3.71 

0.30 0.30 

5.14 5.51 

27.1 31.5 

• 80 percent capacity factor, 13 percent fixed-charge rate. In 
this present period of exceptionally high interest rates, the fixed-
charge rate is about 16 percent per year, but this high rate is not 
considered representative of long-term economic conditions. 
- - 

Growth rate of nuclear plants 

Because light-water nuclear plants can produce elec-
tricity at as low a cost as plants burning fossil fuel in 
regions where the power plant is far from gas fields and 

coal mines, they are being built in large numbers in the 
northeastern, southeastern, and Pacific Coast sections of 
the U.S. 

A factor favoring the large-scale adoption of nuclear 

plants is that they cause practically no air pollution, since 
they emit no fly ash, carbon dioxide, sulfur dioxide, or 
nitrogen oxides. Opponents of nuclear plants may express 

alarm about radioactive effluents, but the fact is that the 
amount emitted from the light-water plants now in opera-
tion is less of a hazard than the minute amounts of radium 
in fly ash from plants burning coal. 

The total capacity of nuclear power plants now operat-
ing in the United States is around 4000 MW, and a total 
of about 80 000 MW is under construction or being 
planned. These totals compare with the present total U.S. 
electric-generating capacity of over 300 000 MW. 

Table II shows the growth of U.S. nuclear-power ca-
pacity as projected by the Atomic Energy Commission 
based on the relative costs of nuclear and conventional 
electricity and the projected increase in U.S. population 
and per capita consumption of electricity. The estimate 
through 1980 is likely to be accurate; for later periods, it 
is more uncertain. 

Fuel requirements for light-water reactors 

Before translating nuclear-power growth predictions 
into uranium requirements, it is important to understand 
a bit more about how the fission reaction is propagated 
and how nuclear fuel is utilized in a light-water reactor. 

Fission of uranium-235 in a light-water reactor is caused 

II. Projected growth of U.S. nuclear-power capacity* 

Year Megawatts 

1975 
1980 
1990 
2000 
2010 
2020 

60 000 
145 000 
390 000 
735 000 

1 180 000 
1 725 000 

* AEC's equation from WASH-1082. Extrapolated after 2000. 

by absorption of a slow neutron in thermal equilibriumn 
with the water in the reactor. Fission, however, produces 
fast neutrons. Therefore, in this type of reactor the neu-
trons must be slowed by repeated collisions with hydrogen 

nuclei in the water so that they can cause additional fis-
sions. 

For every atom of uranium-235 reacting with a neu-

tron, approximately two fast neutrons are produced. On 
the average, about four tenths of a neutron is consumed 

unproductively by water and other materials, and six 
tenths of a neutron is absorbed by uranium-238 to pro-
duce plutonium. One neutron remains to propagate the 
fission chain reaction. 

The plutonium produced from uranium-238 is fission-
able like uranium-235. Some of the plutonium undergoes 

fission before the fuel must be discharged after it is de-
pleted. (However, the discharged fuel still contains 
enough plutonium and uranium-235 to justify reclama-
tion and recycling to a later charge of fuel.) 
To provide the initial charge of uranium, slightly en-

riched in uranium-235 needed by a light-water reactor, it 

is necessary to mine about 0.45 tonne of U308 for every 

megawatt of power-plant electric capacity. If subsequent 
charges of fuel are supplied in part by recycled uranium-

235 and plutonium, and in part by additional fresh 
uranium, it is necessary to mine about 0.135 tonne of 

U308 for every megawatt-year of electricity produced. 
Based on these material requirements and on the pro-

jected growth in nuclear capacity, shown in Table H, the 
cumulative uranium consumption of U.S. light-water re-

actors will be as shown in Fig. 2. By the year 2000, over 
1.5 million tonnes, and by 2020, over 5 million tonnes, 
would be consumed. 

These consumption figures are to be compared with 
known U.S. resources of uranium. 

Uranium resources 

Table III gives current estimates of U.S. uranium re-
sources that can be produced at less than $8, $10, $ 15, 
$30, and $50 per pound of U308. Figure 3 is a plot of these 
quantities of uranium against price, on semilog paper, 
with the five given points arbitrarily connected by 
straight lines. 

By combining this uranium-quantity-versus-price rela-
tionship with the uranium-quantity-versus-time relation-

ship given in Table II, the uranium-price-versus-time 
trend shown by the dashed line of Fig. 4 is developed. The 
cost of electricity in a light-water reactor increases by 

0.048 mill/kWh for each dollar per pound increase in the 
price of uranium. The solid line of Fig. 4 shows how 
the price of electricity from light-water reactors would be 

affected by the indicated increase. This plot suggests 
that, unless substantially more low-cost uranium can be 

found or a reactor developed that uses uranium more 
efficiently, nuclear power will be priced out of com-
petition with coal in the U.S. before the year 2000. 

Fast breeder reactor 

Of the several possible types of reactor that make more 
efficient use of uranium than the light-water reactor, the 

liquid-metal fast breeder reactor is thought to have the 
greatest promise. In a fast reactor, water and other mate-
rials that are effective in decelerating neutrons are ex-
cluded; fission is caused by fast neutrons having nearly 
the same high energy as when produced. 
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FIGURE 2. Predicted uranium consumption by light-water 
reactors in the United States. 

Because the rate of reaction of fast neutrons is much 
lower than thermal neutrons, a fast reactor, to be critical, 

needs a higher concentration and greater mass of fission-
able material. This is a disadvantage. But a fast reactor 
also has an important advantage. When fueled with 
uranium and plutonium, about 2.5 neutrons are produced 
per neutron absorbed by the plutonium. Because water 
and other parasitic fast-neutron absorbers are absent, 
almost all of these neutrons can be used productively. 
One neutron continues the fission chain reaction and 1.5 
neutrons convert uranium-238 into plutonium. In this 

way, a plutonium-fueled fast reactor can produce more 

plutonium than it consumes. It is said to breed pluto-

HI. Estimated U.S. uranium resources 

Price, Tonnes WO, Mineable at 

$/lb U30, This or Lower Price 

8 
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15 
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50 
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FIGURE 3. As uranium supplies become more difficult to 

come by, the price of uranium increases. 

nium. (In the example cited, the breeding ratio is 1.5.) The 
feed material for one of these breeder reactors is uranium-
238, which is 140 times more abundant than uranium-235, 
the material for light-water and other thermal reactors. 

This multiplication of fuel resources is a great attrac-
tion of fast breeder reactors. Another attraction is that 
fast breeders can use high-cost uranium without sig-

nificantly increasing the cost of electricity—a point to be 

developed later. 
Figure 5 is a schematic diagram of a liquid-metal fast 

breeder reactor. The fuel (black bars) consists of a 
mixture of 15 percent plutonium oxide and 85 percent 

uranium-238 oxide and is clad in stainless steel. Heat from 
these rods is transferred to liquid sodium, which leaves 
the reactor at about 650°C and atmospheric pressure. 
This sodium is intensely radioactive owing to the presence 

of sodium-24—the result of neutron capture. Because of 
the danger from radioactivity, should a leak develop in 
the steam generator (a leak that would intensify because 
of the violent reaction generated by sodium in water) heat 
from the primary, radioactive sodium is first transferred 
to secondary, nonradioactive sodium in the intermediate 
heat exchanger. Heat from the secondary sodium finally 

generates 540°C steam in the steam generator. 

Benedict—Electric generating prospects for nuclear power 
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FIGURE 4. Trends in the price of uranium and the conse-

quent cost of electricity produced by light-water reactors 
that incorporate plutonium recycling. 

Because of the high temperature at which steam can be 
produced and because sodium is an excellent heat-trans-
fer fluid that consumes little power to circulate, a thermal 
efficiency of 42 percent is projected for a liquid-metal fast 
breeder. This gives the liquid-metal fast breeder a sub-
stantial advantage over light-water reactors with respect 
to thermal pollution. It also has some advantage over 
coal-burning plants. Table IV compares the three plants. 

Fuel requirements. Although the uranium-fuel require-
ments of a liquid-metal fast breeder reactor is easily 
satisfied with abundant uranium-238, plutonium-fuel re-
quirements limit the rate at which such fast reactors can 
be brought into operation. The best fast-reactor power 
systems now being designed have a specific plutonium in-
ventory of about 3.8 kg/MW electric output. To fuel the 
735 000 MW of U.S. nuclear capacity predicted for the 

end of this century would require almost 3 million kg of 
plutonium. 

The best fast reactors now being designed are expected 
to produce around 0.5 kg of plutonium, net, per full-
power megawatt-year of electricity generated. Thus, in 
3.8/0.5 7.6 years of full-power operation, the best fast 
reactor would produce enough plutonium to fuel another 
reactor of the same capacity. This is called the doubling 
time of the reactor system. Obviously, the shorter the 
doubling time, the sooner fast reactors can replace fuel-
consuming water reactors. 

Figure 6 shows the cumulative uranium consumption of 
a system of light-water reactors and fast breeders under 
two different assumptions. For the more favorable case, 
it is assumed that fast breeders with a doubling time of 
9.5 years and a specific inventory of 3.8 are introduced in 
1980 and are built as fast as plutonium availability per-
mits. By the year 2000 no additional natural uranium will 
be required, and the total uranium consumption would 
have been only 600 000 tonnes, almost within the low-
cost uranium resources known today. For the less favor-
able case, fast breeders with a doubling time of 19 years 
are introduced in 1990 and are then built as fast as plu-
tonium availablity permits. In this case, natural uranium 
must be supplied until the year 2020, at which time the 
total uranium consumption would have reached 2 million 
tonnes—much greater than for the more favorable case, 
but still much less than the uranium needed for only 
light-water reactors of equivalent capacity. The actual 

FIGURE 5. Neutron-moderating water is absent in the liquid- metal fast breeder reactor. 
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IV. Heat from power plants 

Thermal efficiency 
Heat rejected per unit electric-

ity generated, (1 - e)/e 2.0 

Liquid-
Light- Metal 
Water Fossil- Fast 
Nuclear Fueled Breeder 

0.33 0.40 0.42 

1.5 1.4 

uranium consumption of a system of light-water reactors 
and fast breeders will probably fall between these values 

of 600 000 and 2 000 000 tonnes. 

Cost of electricity 
The cost of generating electricity in a liquid-metal fast 

breeder power plant is hard to predict. The doubling time 
and other performance characteristics achievable in a 

practical full-scale plant are quite uncertain. Yet, be-
cause they influence uranium requirements, they have an 
important effect on the cost of electricity. The value of 
plutonium affects the cost of electricity in two ways: ( 1) 
through interest charges on the value of the plutonium 
inventory, and (2)as credit for the value of net plutonium 
produced by the breeder. When the interest-charge rate 

equals the fraction of the plutonium inventory bred per 
year (the reciprocal of the doubling time), the plutonium 

credit just offsets the plutonium inventory charge. The 
cost of electricity is then independent of the value of plu-
tonium and hence is independent of the price of natural 
uranium on which the value of plutonium depends. Since 
a typical interest-charge rate is 10.5 percent per year, a 
fast-reactor system with a doubling time of 9.5 years (the 
reciprocal of 0.105) would be required for electricity cost 
to be independent of the price of natural uranium. 

Another, more significant contributor to the uncer-
tainty in cost of electricity from a fast-reactor power 
plant is the capital cost of the plant. This cost will not be 
known accurately until a few large plants have been built. 

Rather than predict the cost of electricity from a fast-
breeder plant, I show in Table V what the unit cost of a 
nuclear plant would have to be to generate electricity for 
5.14 mills/kWh and thus compete with a conventional 

plant burning coal at 27 cents per million Btu. Results 

are given for ( 1) a light-water plant with two extreme 
uranium prices of ($8 and $30/1b U308) and (2) fast 
reactors with the two possible doubling times of 9.5 and 

19 years. 
The first column, for a light-water reactor with uranium 

at $811b, repeats the breakdown of the cost of elec-
tricity given earlier, leading to a cost of 5.14 mills/kWh 
with a unit capital cost of $180/k W. The second column 
shows the strong effect that an increase in the price of 

uranium has on a light-water reactor: An increase in 
uranium price from $8 to $30/1b increases the contribution 
of uranium to the cost of electricity from 1.0 to 2.06 
mills/kWh. This increase requires the unit capital cost 
to drop to $123/kW to keep electricity cost at 5.14 

mills-probably unattainably low. 
The third and fourth columns in Table V are for a fast-

reactor system with a doubling time of 9.5 years: The con-
tribution of plutonium to the cost of electricity is zero, 
because, as I have explained, its doubling time equals the 
reciprocal of the interest rate of 10.5 percent per year 
assumed for fuel-inventory charge. Moreover, the cost 

contribution of uranium to the cost of electricity for this 
and other breeders is practically zero, because so little 
uranium is consumed. 
The fuel-cycle cost of a fast reactor, excluding costs for 

uranium and plutonium, is expected to be somewhat 
higher than for a light-water reactor. Despite this higher 
fuel-cycle cost, the unit capital cost of a fast breeder re-
actor with a doubling time of 9.5 years can be $221 kW 

and still provide electricity at 5.14 mills/kWh. 
In columns 5 and 6, for a fast reactor with a doubling 

time of 19 years, the contribution of plutonium to the cost 
of electricity is around 0.25 mill/kWh for uranium at 
$8 lb and 0.91 mills for uranium at $30 lb. The increase 

is due to the increase in the unit value of plutonium that 
accompanies an increase in uranium price. For this re-
actor system to compete with coal at 27emillion Btu, 
its unit capital cost would have to be $207/kW for a 
uranium price of $8 /lb or $172/kW for $30/1b. 
Groups that have studied the economics of fast-reactor 

power systems believe that unit costs in the range of $220 
to $260/kW may be attained by 1985, with cost below 
$220/kW possible a few years later. Thus, it seems that 
fast-reactor nuclear plants may become competitive with 

plants burning coal if their doubling time can be made as 

V. Cost of nuclear power plants to generate electricity at 5.14 mills kWh to compete with coal at 27( 10 Btu 

Reactor Type 

Characteristic 

Doubling time, yrs 

U,08 price, $/lb 

Electricity cost, mills/kWh 
Operation and maintenance 
Fuel cycle excluding uranium and plutonium 
Uranium 
Plutonium 
Capital charges* 

Total 5.14 
Unit cost, $/kW, of nuclear plant to bring cost 

of electricity to 5.14 mills/kWh 
To bring total cost to 5.14 mills/kWh; 13 percent/yr fixed-charge rate mi plant, 10.5 percent/yr fixed-charge rate on fuel, and 80 percent 

capacity factor. 

Light Water Liquid Metal, Fast Breeder 

9.5 9.5 19 19 

8 30 8 30 8 30 

0.30 0.30 
0.50 0.50 
1.00 2.06 

3.34 2.28 

5.14 5.14 

0.30 
0.74 
0.00 
0.00 
4.10 

5.14 

0.30 
0.74 
0.00 
0.00 
4.10 

0.30 
0.74 
0.00 
0.25 
3.85 

5.14 

0.30 
0.74 
0.00 
0.91 
3.19 

5.14 

180 123 221 221 207 172 
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FIGURE 6. Uranium consumption varies with the time 
that the fast reactor is brought into service. 

low as 9.5 years, or if enough uranium is found to keep 
its price around $8 /lb until fast breeders are well 
established. 

Status of fast reactors 

Because of the key role fast reactors play in achieving 

the full potential of nuclear power, I'd like to summarize 
where they stand today. 

The U.S.S.R. has operated several small, sodium-
cooled, plutonium-fueled test reactors. A 350-MW (e) 
fast-reactor power plant is being constructed on the 
shores of the Caspian Sea and is expected to be in oper-

ation next year. A full-scale commercial fast reactor is 
expected to operate by 1976. 
The United Kingdom has been operating the 15-MW 

(e) Dounreay fast reactor since 1959 and is building a 

250-MW (e) prototype fast reactor, to operate in 1972. By 
1985 the U.K. expects to have 15 000 MW of fast-
breeder power plants in commercial operation. 

France has been operating the 20-MW (t) Rapsodie 
test reactor since 1967 and is building the Phenix 250-
MW (e) test reactor, to operate in 1973. 

Germany, India, and Japan also have active fast-reac-
tor programs. 

The United States was a pioneer in fast-reactor de-
velopment, but its schedule now lags some other coun-
tries. In the U.S. the EBR-11-MW (t) fast-breeder reactor 
began operation in 1951 and was the first reactor in the 

world to generate token amounts of electricity. The 20-
MW (e) EBR-H experimental fast reactor has been operat-
ing since 1963 and is the principal U.S. facility now avail-
able for testing fast-reactor fuel. A larger fuel-testing 
facility, the FFTF costing $80 million, will be in opera-
tion by 1973. Three demonstration plants, with capacities 
around 350 MW (e), have been proposed for construction 
in the late 1970s, with the first commercial units in the 
U.S. in operation in the early 1980s. 

Four key questions to be answered to determine how 
to generate electricity in the next century are: 

1. How much more low-cost uranium can be found? 

2. How soon can practical fast breeder reactors be 
developed? 

3. How good will be the performance of fast breeder 
reactors? 

4. What will fast breeder reactors cost? 
Because of the multinational fast-reactor development, 

it seems clear that by the early 1980s there should be 
enough knowledge to determine whether the fast breeder 
reactor will provide the world with low-cost electricity in 
practically unlimited amounts or whether some other con-
cept will be needed to fulfill our future energy needs. 
My personal opinion is that the answers to all four 

questions will be moderately favorable, and that in the 
year 2000 the electric-power industry will be operating a 
mix of light-water and fast breeder reactors (and, of 
course, fossil-fueled plants) with substantially increased 
resources of somewhat more costly uranium, and with 

nuclear electricity costing a little less than it does today. 

This article is based on a paper presented at the NEREM Session 
on " Perspectives in Energy Utilization," Boston, Mass., Nov. 6, 
1969. 

Manson Benedict returned to the Massachusetts Institute 
of Technology in 1951 after having received the Ph.D. in 
chemistry sixteen years earlier. In 1958, he was appointed 
head of M.I.T.'s Department of Nuclear Engineering, a posi-
tion that he continues to hold. His principal fields of re-
search at M.I.T. have been in isotope separation and fuel 
cycles for nuclear reactors. Dr. Benedict received the B. 
Chem. from Cornell (1928). After earning the Ph.D. in 1935 
he did some postgraduate work at M.I.T. and Harvard and 
then entered the commercial world with positions at the 
M. W. Kellogg Company and Hydrocarbon Research, Inc. 
Also, during World War II, Dr. Benedict was head of the 
Process Development Division of the Kellex Corporation 
and was in charge of the process design of the gaseous dif-
fusion plant for separating U-235. He eventually received 
the Perkin Medal (1966) for this separation work. His other 
awards include a Guggenheim Fellowship (1968), an Ameri-
can Chemical Society award (1963), and the William H. 

Walker and Founders awards 
from the American Institute of 
Chemical Engineers. Dr. Bene-
dict is a member of the National 
Academy of Science and the 
National Academy of Engineer-
ing. He has been president of 
the American Nuclear Society 
(1962-63) and is a past director 
of the American Institute of 
Chemical Engineers. He is now 
serving the Atomic Industrial 
Forum as director. 
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Science in the seventies 

the policy issues 

Up until the last few years 
there has been no coherent science policy in the United States, 

because there has never been a need for it. 

The situation has changed 

Hubert Heffner office of Science and Technology, Executive Office of the President 

The generosity that characterized research grants in 
the 1950s and 1960s is apparently at an end. Not 
only have the purse strings on scientific monies been 
tightened, but the economic climate and the general 

nature of scientific spending have eroded the value 

of the monies received. The scientific community is 
therefore faced with the problem of how best to allo-
cate the funds that it does get. And although this 
community can't make policy regarding these alloca-
tions, it can help shape it. No effort is made in this 
discourse to state the specific steps to be taken— 
only to suggest the alternatives that are open and to 

stimulate the reader into accepting what is, inevitably, 
one of the important tasks to be faced in the 1970$. 

I want you in the scientific community to do some 
hard thinking about the future of science, of technology, 
and of education in the coming decade. Conditions within 
the scientific area have changed within the last few years 
and urgently demand our attention. The problems are 
particular to no single nation: The answers may differ; 
the questions remain the same. However, I am most 

familiar with the problems of the scientific community 
in the United States, and I address myself—and the 

reader—to them. 
This discourse is about "science policy." The first 

word, of course, comes from the Latin word for "knowl-
edge"; the second has the same root as the word "poli-

tics." In a sense, then, I want to discuss the politics of 
knowledge. And make no mistake, the forging of a science 
policy is a political action. Scientists can strongly in-
fluence that action; alone, they cannot set it. My purpose 
here is to raise questions relevant to what is becoming a 
problem of increasing concern. I won't presume to offer 

any answers. 
The United States has not had a coherent science 

policy. (Until recently we really have not noticed the 
lack.) The reason is not hard to find. During most of the 

- postwar period, federal expenditures rose rapidly and 
it was easy, once a new need was identified, simply to 

add a new federal program to a burgeoning base. Thus, 

federal expenditures for R&D grew from $4.5 billion 
in 1957 to $16.8 billion in 1967—a growth rate of almost 

15 percent per year. Policy making tends to be unneces-

sary unless choices have to be made. 
Since 1967, we have experienced a radically altered 

picture. Rising science budgets abruptly leveled off. 
Many readers need no reminder that level budgets in 
times of inflation mean an actual reduction in scientific 

effort. Moreover, in research, there always seems to be an 
inflation, regardless of what the national economy is 
doing. As the total body of scientific knowledge grows, it 
seems to require more sophisticated, and hence more 
costly, techniques to obtain successive increments of 

knowledge. 
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It is a mistake to assume that 
current budget leveling off is temporary 

A number of us who grew up in the heady expansion 
period of the 1950s and 1960s assume that the current 
budgetary leveling off is a temporary aberration—that 
once the Vietnam war is concluded, or once inflation is 

overcome, federal expenditures for science and technology 
will resume their upward climb. I do not believe that will 
happen; certainly it will not happen without a conscious 
policy decision. 

To understand why I make this statement, it is only 
necessary to peruse the postulated national cash flow 
situation for the next half decade. Our gross national 
product is projected to grow at a rate of 4.3 percent per 
year, rising from $932.3 billion in 1969 to $ 1.2 trillion in 
1975. Assuming no increase in taxes, federal funds avail-

able for expenditure will grow from $189 billion in 1969 
to $206 billion in 1975. Although this appears to be a 
healthy increase, it rapidly evaporates when prior claims 
on the budget, in the form of Medicare, veterans' bene-
fits, and so on, together with the President's proposed 
programs of Family Assistance and Revenue Sharing, are 
taken into account. As the report of the Council of 

Economic Advisors puts it, "The projected claims, which 
assume no addition to present Federal non-defense 
programs beyond those already proposed by the Ad-

ministration, would approximately absorb all available 
resources through 1973 and leave room for significant 
additions only by 1975. The basic lesson of the estimates 

is that the country is already at a point where, despite 
prospective rapid growth of output, a decision to satisfy 
an existing claim on a larger scale or to satisfy a new 
claim will require giving up something on which people 
are already counting." 

This, then, is to be the economic climate of the early 
and middle seventies. There is no room for "add-ons." 
If we want to do something new, we must stop doing 
something old. We must make choices, and to make 
rational choices we must develop policy. The issues are 
real and they are pressing. 

Federal budgetary decisions must be made each year. 
Without generally agreed-upon policy, those decisions 
will be impelled by the crisis of the moment, leading to 
action and reaction without discernible long-term goals. 
And the decisions, as I have stated, must generally be 
agreed upon. That is how politics comes into policy. 
The first issue is perhaps the most encompassing and 

the hardest to attack. It is simply, "How much research 

is enough ?" Of course, a rejoinder to that question is, 
"enough for what?" Why does a society spend its re-
sources on research ? 

Too often we as recipients of public funds for research 

have failed to consider the motivations of the suppliers 
of those funds. Too often we have assumed that our own 
motivation, the belief that the acquisition of new under-
standing is good in itself, is also the motivation of the 
public to supply billions for research. 
I believe that the public has been relatively generous 

in its federal support of research for two—possibly 
three—reasons. One reason provides strong motivation; 

another is considerably weaker; the third is of possible 
future importance. 

The first reason is the belief that research is essential 

if we are to carry out successfully our governmental 
responsibilities, first in defense, and then later in health 
care, space exploration, and education. The payoff in 
defense and space has been enormous. It has been some-
what less in health care, and, in my view, almost non-
existent in education. As national priorities change from 
defense and space expenditures to the domestic problems 
of environmental pollution, adequate health care, educa-
tion, transportation, and urban regeneration, research 
will be on trial. 

A second, much weaker, motivation has been the uplift 
to the human spirit and to national pride that comes from 

new fundamental discoveries about the nature of our 
world. Quasars, pulsars, DNA, and quarks not only are 
new additions to our semipopular vocabulary but are 
reminders of human achievement of high order. Such 
achievement is accorded public recognition, but it would 

be a mistake to overestimate the fraction of the gross 
national product that society would be willing to 
devote to champion science. After all, more people in the 

The payoff in defense 
and space has been enormous 

U.S. are familiar with 
the name "DNA." 

To my mind, we who have been engaged in research 
have been almost too successful in using federal funds 
appropriated under the first motivation for work that 

could be justified only under the second. Some of us 
now read with embarrassment the early justifications by 

scientists for appropriations to construct the first accelera-
tors. Visions of great advances that would aid military-
and commercial-energy purposes were placed before the 
eager Congress. Perhaps that shaky foundation explains in 
part why the budget for high-energy physics is now in 
trouble. Our success in obtaining federal research funds 
for certain projects and then diverting part to satisfy 

our own motivations is partly responsible for the present 
requirement of Section 203 of the Military Authorization 

Bill, which demands narrow relevance of defense re-
search. This law may have repressed research for personal 
motivation, but in doing so I believe that it has made 
the criterion of relevance too narrow. And, excessive 

relevance can often prejudice the success of a mis-
sion-directed research program more than too much 
diversity. 

In any event, we still face a problem resulting from the 
unequal weights attached to the different motivations 
and their differing proportions by scientists and by the 
public. As we enter the seventies, I believe we would be 
wise not to tout too loudly that research in unified field 
theory or radio astronomy will help solve urban trans-
portation or water-pollution problems. 
I suspect that a third motivation, another public pur-

pose of research, is the need for research to ensure tech-
nological innovation. 
There is general agreement that technological innova-

tion is a component of economic growth—some econo-'-
mists believe it is the primary factor. Yet, there is cer-
tainly no general agreement that the assurance of tech-

the name "Joe Namath" than with 
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nological innovation is the responsibility of the federal 
government. I believe it may come, however. 
When looking at the high-growth industries, we find 

as outstanding examples, aircraft, computers, and elec-
tronics. When looking at the industries with a favorable 
balance of trade, we see virtually the same list of high-
- technology industries. These technologically intensive 
industries account for only 14 percent of the gross na-
tional product but they perform about 85 percent of all 
of the industrial R&D. These high-growth, favorable-
trade-balance industries are precisely those where indus-
trial research and development have been subsidized by 
NASA or DOD. As the R & D funds of NASA and DOD 
decline, we might worry whether there will also be a 
decline in the overall health of the economy as the pace 
of innovation is slowed. At that point, if not before, we 
may decide that government does indeed have a respon-
sibility for industrial research. It will simply be an exten-
sion of a responsibility for economic well-being already 
reflected in the exercise of tariff and tax powers. 

If government does take on the responsibility of stimu-
lating technological innovation, presumably it can do it 
more efficiently than by relying on the "trickle-down" 
effect of space and defense expenditures. But there still 
remains the question, "How much research is enough ?" 
And I leave that answer to you. 

Let me turn to another major issue of policy. To what 
extent does the federal government have a responsibility 
for the education of scientists and engineers? The United 
States has not adopted the policy of many European 
countries, which accept the full responsibility for higher 
education in all fields. However, we have subsidized 
either directly or indirectly, in one form or another, a 
large fraction of the doctoral students in engineering, 
mathematics, and the physical sciences—the so-called 
EMP fields. We did this because of a general belief that 
we needed an increasing pool of highly trained scientific 
manpower, not only for our defense and space efforts, 
but also to cope with an increasingly technologically 

Thought is being given to reducing 
direct grants to graduate students 

based society. There is a recent disposition by govern-
mental agencies, however, to question whether needs 
have been met. There is, consequently, some thought 
being given to reducing direct grants to graduate students 
in these fields. 

Before reacting to this possible cutback, it is wise to 
consider a few facts. First, the U.S. has been adding to its 
EMP doctoral manpower at about 9 percent per year. 
The attrition through retirements and deaths is estimated 
to be about 1 percent per year. Doctorate holders enter-
ing and leaving the United States are roughly in equilib-
rium. Thus, the doctoral manpower pool is increasing by 
about 8 percent per year—something like six times the 
growth rate of the general population. Moreover, reduc-
tions in the defense and space budgets are likely to reduce 
job opportunities in the near term. 
On the other side of the coin is the need for highly 

trained scientists and engineers in activities where they 
have been in short supply. Examples include teachers at 

two- and four-year colleges, industrial management, 
applications engineering, government, and so on. Many 
of these positions have not been attractive to new Ph.D.s, 

but as the number of Ph.D.s increases and alternatives 
disappear their attractiveness will increase. A further 
factor complicates the manpower-supply picture. Over 
the last several years, the absolute number of bachelor 
degrees awarded in science and engineering has held 
constant; it may even be declining in some fields. This has 
occurred despite a rising overall college population. Since 
this is the pool from which advanced-degree candidates 

There are other educational issues 
beyond simple supply and demand 

are drawn, it raises the question of whether this country 
may not in time be in trouble because of too few scientists 
and engineers. 
The situation is further confounded because of the 

long delay between funding actions taken now and the 
effect on a Ph.D. population four to seven years later. 
We all know that electronic feedback systems with long 
time delays in the feedback loop can be unstable. Govern-
mental systems are no exception. Fortunately, a panel ot 
the President's Science Advisory Committee is analyzing 
the manpower problem. 
There are other educational issues beyond the simple 

supply-and-demand questions. Even if those questions 
can be answered, issues still remain with regard to the 
degree and form of federal support required. Some have 
suggested that the benefits of education accrue over-
whelmingly to the individual and that the federal govern-
ment should therefore restrict its support to providing 
loans that enable students to attend college or the 
university. This view may have merit for the under-
graduate. For the Ph.D. candidate, however, the facts 
are otherwise. On the average, the present value of the 
future earnings of the Ph.D. in engineering, mathematics, 
and physical sciences over his bachelor's degree colleague 
is said to be about $12 000, considering work-period 
differentials and possible interest accruals. This figure is 
less than his cost to attend postgraduate school. (If it were 
only an economic matter, a graduate student would do 
better to invest borrowed funds in securities rather than 
use them to acquire a doctorate.) 
So far, I have mentioned two of the most important 

policy issues: How much research is enough, and what 
responsibility does government have for the education of 
scientists and engineers? I shall mention one or two 
others, perhaps not so central, but nevertheless important. 
The first has to do with the extent of government in-

volvement in carrying out research, and to what extent 
research should be conducted on contract outside of 
governmental entities. The issue is particularly pressing 
as attention shifts to problems of environmental pollu-
tion, urban blight, transportation, and housing. Should 
we attempt to form new government laboratories to do 
the necessary research and development, should we 
retread existing governmental laboratories, or should we 
look chiefly to the industrial, nonprofit, and university 
sector ? 
As in any tough issue, there are factors to argue on 
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both sides. The federal government now operates well 
over 100 laboratories. They range in quality from good to 
awful, with—in my prejudiced view—more in the awful 

than good range. The reasons for that distribution are 
not hard to discern. A major one is the Civil Service 
system, which makes it virtually impossible to fire a 
marginally competent employee. However, unlike the 
universities that have much the same problem with 

tenure, very little attention is given to hiring only the best 
people available. It takes an exceptional manager to get 
around the federal bureaucracy and create a competent, 
dedicated, and effective research team. There, therefore, 

have evolved the federally financed research centers 
(FFRCs) and the nonprofit laboratories to circumvent 
these problems. 

On the other hand, although the FFRCs, the non-
profits, and the universities may have more competent 

people on the average, they tend to be far less well 
coupled to the decision process of the agency that 
supports their research. What is the proper course for 
mounting new governmental research efforts? 

Another problem that must be settled in the next year 
or so is how to organize the responsibility for research 
funding within the federal government. Most of us of my 
generation thought we had settled this issue. We believed 
that we had gained acceptance for the view that each 
mission agency had a responsibility to fund research that 
was broadly, not narrowly, relevant to its mission. We 
looked upon the National Science Foundation as the 

agency that would survey all of the fields of science, 
determine where mission agency support left gaps, and 
serve as the "balance wheel" to ensure that a satisfactory 
level of research was being pursued in all fields. It is 

possible that this concept is not so widely held as we had 
thought. Section 203 of the Military Authorization Bill, 
which directs that "none of the funds authorized to be 
appropriated by this Act may be used to carry out any 
research project or study unless such project or study 
has a direct and apparent relationship to a specific mili-
tary function or operation," is possibly, though not 
certainly, an attack on this principle. Whether Section 
203 is a straw in the wind or not, it and various proposals 

for a centralized Department of Science do contest the 
views of those who advocate agency responsibility for 
funding research. During the next few years, we must 
either confirm our earlier vision or reorganize our federal 
support of research. 

I could go on at length listing the policy options now 
open and where decisions must be made. Perhaps I 
would do best, though, to leave you with a story that was 
first told to me by Congressman Morris Udall. 

As you may have heard, Washington is divided into two 
classes—those who write speeches that they never give 
and those who give speeches that they never write. This 
story concerns a high Washington official of the latter 

category. He had a superb speech writer, who somehow 
was able to capture just the right mood for every occasion 
and produce speeches that his boss read to loud acclaim 
and contributed to his ever-increasing political influence. 

After a time, this superb speech writer convinced him-
self that he was grossly underpaid. On the eve of the 
year's most important speech he went to the politician 
and asked for a raise. His boss said, "Now, now, son, 
you know we must fight inflation, and I want you to do 
your part. Forgo a raise in the knowledge that you are 

doing your country a service." The speech writer began 
to argue, but the boss was adamant, telling him that he 

could write his own speeches, and that if the writer 
weren't careful, his job would disappear. 

Furious, the speech writer stamped back to his type-
writer to prepare the evening's speech. He handed it to 

the politician that evening as he mounted the rostrum. 
The politician began on the first page. 
"My friends," he read, "I bring you tonight a bold new 

program. It is a program that will not only reverse the 

tide of inflation, but will also solve our great environ-
mental problems." 
He turned the page. "It is a program that will bring 

low-cost medical care to every man, woman, and child 

in this glorious land. It is a program that will not only 
cure our agricultural surplus and improve the income of 
the farmer, but also will eliminate subsidies." 

He turned to the next page, knowing that he had the 
complete attention of his audience. "My program is a 
program of full employment with declining prices for the 
consumer. It is a program that will bring law and order 
to our cities, peace to our campuses, and a guaranteed 
income for all. Moreover, ladies and gentlemen, my 
program will not cost one additional cent in taxes." 
By this time his audience had straightened up, and 

hushed anticipation filled the auditorium. The politician 
turned to the last page—and saw a handwritten scribble, 
"All right, big boy, you are on your own now." 
I relate that story to make my last point. As scientists 

and engineers we have promised a lot. It is now up to all 
of us to point the way whereby we can continue to deliver 
on those promises. 

This article is based on a speech presented at the 1970 IEEE 
International Solid-State Circuits Conference, Philadelphia, Pa. 

Hubert Heffner (F) began his college training in the field 
of physics (B.S. 1947), then changed tracks to receive the 
M.S. (1949) and the Ph.D. degrees (1952) in electrical en-
gineering—all from Stanford University. For the following 
two years he worked for the Bell Telephone Laboratories, 
researching electron-beam dynamics. Returning to Stan-
ford in 1954, he accepted a position as assistant professor 
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currently a member of the parent group.) He had been a 
member of the NASA "Tycho" Space Science Study Group 
and the American Council on Education Committee on 
Sponsored Research. Dr. Heffner is a consulting editor for 
the McGraw-Hill Physical and Quantum Electronic Series 
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Circuit breakers 
Physical and engineering problems 

I Fundamentals 

Though an integral element of our vastly expanding 
worldwide power system complexes, switchgear represents one area 
that is largely taken for granted, even by the 
majority of technically oriented engineers 

W. Rieder Brown, Boyen i & Co., Ltd. 

In this three-part survey article, some of the demands 
that traditionally have been made upon switchgear— 
and how these demands are being met—are de-
scribed. Part I covers the basic problems associated 
with current interruptions, arc phenomenons, arc me-
diums, and testing. In Part II, to be published in 
August, some of the more general design aspects will 
be discussed. Part Ill will treat specialized problems 
connected with the conception of certain physical 
principles of current interruption. 

If you ask the man in the street what a switch is, he will 
probably mention the switch on the wall of his living 
room, which he takes very much for granted. Switches of 
this type do not involve major physical or engineering 
problems, since they carry only a few amperes and dis-
connect some 100 volts, are switched on and off only a 
few times a day, and do not have to work extremely fast 
or reliably. 

Even most electrical engineers know very little about 
switches, inasmuch as far less attention is paid to them 
at the universities than to electronics or rotating electric 
machinery. Since switchgear is not conspicuous and is not 
taught in detail, the problems that it poses are seldom 
appreciated. Books on it are few. But in a power network 
there are millions of circuit breakers, tap changers, iso-
lators, motor switches, contactors, controllers, etc.—all 
widely different from our light switches at home. Their 

sales are by no means negligible, but their responsibilities 
are even more impressive. Thus the question arises of 
why they are assumed to be either too simple or too com-
plicated to write or teach about. Indeed, in the beginning 
of the art, switching and circuit breaking seemed to be 
just a matter of common sense and experience. But soon 
one began to ask, "Why do electrical contacts become 
worse as their surfaces are made larger and flatter ?" This 
problem was not solved until scientific investigations shed 
new light on the physics of electrical contacts, and led to 
the conclusion that one should aim not at a single, large 
contact area, but at one—or several—well-defined points 
of contact.' 
With increasing demands upon interrupting capacity, 

life, reliability, size, and economy came the need for more 
knowledge of the physics of arcs. At present, trends in 
opposite directions confuse even specialists, since gas 
pressures both high and low, gas molecules both light 
and heavy, are used in circuit breakers, all with increasing 
success. 

Fundamental duties of switchgear 

Any switch or circuit breaker, regardless of its special 
application, is required to accomplish four fundamental 
duties: 

1. When closed, it should be an ideal conductor. 
2. When open, it should be an ideal insulator. 
3. When closed, it has to be able to interrupt its as-
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signed current promptly at any instant, without causing 
dangerous overvoltages. In some cases it must limit a 
fault current to a tolerable value. 

4. When open, it has to be able to close promptly at 
any instant, possibly under short-circuit conditions, with-
out being impaired by contact welding or the like. 

These duties lead to the contradictory requirements 
that make development of switchgear so difficult, and so 
uniquely fascinating. Fortunately, no single switch or 
breaker is stressed to extremes in every respect. 
Telecommunication switches (such as telephone relays, 

selectors, etc.), which have extremely high switching fre-
quencies (up to a hundred operations per second) and 
long life (up to a billion operations) but have to handle 

only very low currents and voltages (milliamperes, tens 
of volts), are carefully protected in clean rooms and are 
tended by specialists. 

Control switches (for motors and other electric equip-

ment) have to carry heavier currents (amperes to kilo-
amperes), but still at low voltages (hundreds of volts). As 
a rule, switching frequencies are reduced to a few opera-
tions per minute or less, but these switches have lives ex-
tending to tens of millions of operations. Often they are 
exposed to rough conditions and subjected to rough 
treatment by nonspecialists. 

Switches and circuit breakers in the supply systems have 
to carry continuous currents up to 4000 amperes* and to 
interrupt service voltages up to 765 kV. Short-circuit cur-
rents as great as 70 to 90 kA must be interrupted ex-
tremely reliably within two to three cycles (33 to 50 ms) 

after tripping. Generator breakers may carry as much as 
36 kA continuously and may be subjected to short-circuit 
currents up to 150 kA. For outdoor breakers the ambient 
conditions are very severe, and although the switchgear 
in supply systems is maintained by specialists, such main-
tenance work must be reduced to a minimum. 

In Japan, 8000-ampere breakers are under consideration. 

FIGURE 1. Electrical conductivity vs. temperature of air 
at atmospheric pressure.' 
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This article deals mainly with high-voltage circuit 
breakers; however, some of the considerations are more 
general, especially those in the section that follows. 

The switching arc 

The engineering aspects of arcing. In our switches at 

home we have merely to open the contacts a fraction 
of a millimeter. A small arc, of which the user 
is not often conscious, causes the current to continue 
until the next zero of the service-frequency current. 
Within about a microsecond after current zero, a space-
charge layer able to withstand about 200 volts is built up 
at the new cathode." For higher voltages, however, 

either more gaps in series must be used, or the arc has to 
be lengthened until the voltage it requires for survival is 
more than that available.' In this way the current is con-
tinuously reduced to zero by the increasing arc resistance." 
Thereafter, the contact gap keeps the supply voltage iso-
lated from the disconnected part of the circuit. 
For voltages of the order of kilovolts, however, the arc 

lengths needed for interruption would be too great for 
practical applications (about one meter per kilovolt). 
Therefore the switching arc is often called the archenemy 

of switching, but this attitude is quite superficial.° If the 
arc did not prevent discontinuous current interruption at 
the moment of contact separation, an overvoltage L di/di 
would be produced that, with infinite di/di, would kill the 

people and destroy the systems and be the end of all elec-
trical engineering. But actually the arc preserves the cur-
rent i until the energy Li2/2 stored in the inductance L 

disappears by itself, without any damage, at the next 
current zero. 

Avoidance of arcing. The arc could be avoided if the 
contacts were opened exactly at current zero. But it is ex-
tremely difficult to predict this moment with sufficient - 
accuracy, and to move the contacts with sufficient ac-
curacy and speed. To avoid an arc, the current must be 
less than 0.3 ampere. A sinusoidal 50-Hz current of 100 
kA rms reaches this value 10 nanoseconds before its zero. 

Thereafter the restriking voltage rises at about 10 kV/µs; 
to avoid ignition due to field emission, a 10-5-cm contact 
gap is needed after 1 ns. This requirement implies an 
acceleration of 10-5 cm/10 18 - s2 or lois g. Even for weaker 
stresses, the arc solves the problem of synchronization 
more cheaply and reliably, because it ceases spontane-
ously at the next current zero of the power frequency—if 
reignition caused by thermal inertia is avoided. This con-
sideration does not exclude a reduction of arcing time 
and power and thus a rise of the interrupting capacity of 
a switch by synchronous timing of contact separation. 
Although such quasi-synchronous switches have not been 
manufactured yet for 60-Hz duty, some attempts are be-
ing made in this direction.2•8 

Basic plasma physics. Since synchronous switching by 
mechanical means is not feasible, the question remains 

whether the arc is the only alternative and, if so, why.° The 

arc plasma is the only substance able to change its con-
ductivity by orders of magnitude from that of a good con-
ductor (10 mho/cm) to that of a reliable insulator ( 10-'2 

mho/cm) merely when the temperature changes by factor 
of ten ( 10 000 to 1000°K); see Fig. I. Moreover, the 
change from the conducting to the isolating state occurs 

extremely rapidly. The conductances of semiconductor 
diodes and thyristors vary only by eight orders, and no 
faster than that of an arc. They are neither true conduc-
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tors nor true insulants, and they are extremely sensitive 
to current or voltage overload (as will be discussed in 

Part II of this article). A plasma has never been destroyed 

by overload. 
The crucial physical problems of the switching arc are 

the mechanism of the change of conductance, the means 
- of reducing its time constant, and the avoidance of reigni-

tion after current zero. 
The conductivity of the arc column is affected by its 

temperature only, which is about 6000°K in open-air arcs 

of a few amperes, but probably up to 25 000°K and more 
in high-power circuit breakers at the current maxi-

mum.' ' 
It is common knowledge that air molecules at room 

temperature (300°K) move randomly with remarkable 
velocities (averaging about 500 m/s) and collide very fre-

quently at 10" times per second (roughly equivalent to 
meeting every person in the world three times per second). 
Nevertheless, the kinetic energy of these molecules (the 
average of which is proportional to the absolute tempera-
ture) is too low to enable even the fastest particles to 
damage those with which they collide. 
At higher temperatures, however, it happens that the 

molecules break down at the most severe collisions and 
dissociate into their atoms. Energies of 9.7 eV and 5.1 eV, 

respectively, are needed to dissociate an N2 or 02 mole-
cule. The degree of dissociation .rd is described by the 

formula' 2- 

P xd2— ) = Kr" exp kT Wd) (1) 

I Xd 2  

and illustrated in Fig. 2 (where K = a constant, Wd = 

FIGURE 2. (A) Degrees of dissociation x,, and ionization x, 
and (B) thermal conductivity and electrical conductivity 
cr, all as functions of temperature." 
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energy of dissociation, p = gas pressure, k = Boltz-

mann's constant, and T = absolute temperature). 
At still higher temperatures some molecules and atoms 

are deprived of an electron and the hot gas, now called 
plasma, becomes a conductor (Figs. 1 and 2). The degree 
of ionization xi due to thermal collision is described 

analogously to Eq. ( 1) by 

Xt 2 ) 

— — Kr" exp(— —kr) (2) 1  x,2  

and also illustrated in Fig. 2 (where W, = energy of 

ionization). 
This thermal ionization, resulting from random colli-

sions in a hot gas, must be distinguished from impact 
ionization, which is caused by electrons accelerated in an 

electric field between two collisions. The latter cause di-
electric breakdown, even in a cold gas. 

Arc dynamic problems. In opening contacts, the last re-
maining contact point melts due to Joulean heat and 
finally evaporates, initiating a switching arc, which re-
mains stable as long as the Joulean heat of the arc current 
is equal to the power losses from thermal conduction, 
radiation, and convection."-13. n-17 At the beginning of 
a current loop, additional power is needed to increase 
both arc temperature and cross section; at the end of the 
loop, however, this energy content must be dissipated. 
Therefore, the arc temperature does not decrease to room 
temperature without delay in relation to the current, but 

a residual temperature (and often even a residual conduc-
tivity) remains at current zero; see Fig. 3. This effect, of 
course, enables the recovery voltage appearing across the 
arc gap after current zero to sustain the arc either by di-
electric reignition (if the conductivity has ceased but the 

density is still lower than at room temperature) or by 
Joulean heating (if there was any residual conductance). 
The main goal of circuit-breaker development is to re-

duce the thermal time constant of the arc column and to 
facilitate thermal and electric stresses on the arc around 

current zero. Thermal time constant is defined as the 
time needed to reduce the conductance of the arc by a 
factor 1/e ( = 1/2.7) due to temperature decay, according 
to Eq. (2) and Figs. 1 and 2, assuming no current is flow-
ing. This thermal time constant', ". " given by 

A 
= const. X 

D 
(3) 

FIGURE 3. Current and axial temperature of a 2- ampere, 

50- Hz arc in free air vs. phase angle 
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(where A = arc cross section, D = diffusion coefficient or 
temperature conductivity) is of the order of milliseconds 
for low-current atmospheric arcs, but about one micro-
second in modern circuit breakers at current zero. 

t, is always much greater than the time ( 10-8 second) 
needed to obtain the degree of ionization corresponding 
to the momentary temperature [Eq. (2)] and therefore is 
decisive for the current interruption. 

If there is some power input P while the arc decays (as 
in ac arcs before current zero) the conductance G de-
creases more slowly as power input increases and as 
power losses Po decrease, according to Mayr's the-
ory 5, 17, 19, 20: 

d(In G) 1 (P 
— 1 (4) 

di Po 

From integrating the arc power balance it is known", 13 
that the arc cross section A (and, hence, o) decreases with 
increasing power losses—for example, by forced convec-

tion in a high-pressure nozzle. Thus, even before the cru-
cial current-zero interval, the boundary conditions of the 

arc can be optimized. Around zero Po seems to be influ-
enced mainly by heat conduction. 
The intermediate regime of thermal nonequilibrium 

reignition—the missing link between thermal reignition 
according to Eq. (4) and dielectric breakdown—is outside 
the scope of this survey. 13, 20, 21 

In molecular gases, heat conductivity is attributable 
not only to the transport of kinetic energy of the mole-
cules by their random motion, but also to the transport of 

FIGURE 4. Thermal dissociation and ionization of SF.. 
Particle densities at one atmosphere are plotted as func-
tions of the temperature. 
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their energy of dissociation Wd, which was fed to decom-
pose the molecule in hotter zones and is released to heat 
the ambient gas, if the single atoms recombine in cooler 
zones according to Eq. (1). This effect is predominant in 
the interval where the degree of dissociation depends on 
the temperature (around xd = 50 percent; Fig. 2).13, 15, 17 

Arc mediums in circuit breakers. To simplify under-
standing, let us first attempt to characterize an imaginary 
ideal arc medium. 

In current-limiting and dc breakers the arc medium 
should cause a high electrical arc gradient.8.6, 11, 22, 23 This 

demands a high ionization energy and high thermal con-
ductivity (small molecular mass and small collision cross 
section). 

In the usual HV ac breakers, however, minimum 
energy release is the primary objective; therefore, low 
ionization energy and low thermal conductivity are 
wanted during the high-current interval of the current 
loop. 

Near current zero, at any rate, a critical temperature 
interval must be reached, during which the gas changes 
from a good conductor to an excellent insulant. To avoid 
current chopping, 17' 24'25 the insulating state must not be 
attained before the natural current zero. Hence, if the 
power supplied by small momentary currents has to be 
able to maintain the arc above the critical temperature, 
the losses have to be low, because to reduce the time 
needed for the change at current zero, the critical tem-
perature interval should be small and should coincide 
with a prominent maximum of heat conductivity. 

After deionization (electron-ion recombination) a high 
dielectric strength may be provided either by fast removal 
of all the ionizable particles (establishing an extra-high 
vacuum) or by a high density of strongly electronegative 
molecules, which are difficult to ionize. 

Obviously, even these idealized requirements—which 
so far have not allowed for restrictions due to the actual 
gases—show serious contradictions (such as high and low 
heat conductivity, high and low ionization energy) and 

contradictory alternatives (high vacuum or high pres-
sure), characterizing the fundamental problems. 8,8 

Nitrogen and air. The dissociation energy of N., is ex-
tremely high (W d = 9.7 eV). At 7000°K it causes a maxi-
mum of heat conductivity nearly one order of magnitude 
above the usual value. This happens just in that tem-

perature range in which electrical conductivity changes 
exponentially according to Eq. (2) and Fig. 2. Further-
more, N2 molecules need more energy for ionization (W I 

= 15.5 eV) than single N atoms in the hot-arc zone ( Wi 
= 14.5 eV). According to the claims of the preceding para-
graphs, these advantages contribute notably toward the 
effectiveness of the air-blast circuit breakers. But the 
effect is not perfect, since the thermal conductivity due to 
dissociation is no longer important below 5000°K, while 
at this value ionization is still many orders above its nor-
mal level and hence the gas is still electrically conducting 

instead of insulating. Fortunately, at lower temperatures 
the thermal conductivity of oxygen reaches its maximum 
(Wd = 5.1 eV); on the other hand, however, the ioniza-
tion energy of 0 and 02 is lower (W 6 = 13.6 and 12.5 eV, 

respectively) and still lower (9.5 eV) for NO, which ap-
pears between 2000 and 6000°K. 

Hydrogen (oil). Hydrogen, which is the ambient gas of 
oil-immersed arcs, generated by thermal decomposition 
of hydrocarbons, produces an outstanding classical heat 
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conductivity (due to the extremely low values of atomic 
mass and diffusion coefficient) causing high electrical 

gradients and thin arc columns with low time constant, 
Eq. (3), but poor dissociative heat conduction (Wd = 4.4 

eV only) and dielectric strength demanding higher pres-
,ures than air. 

Sulfur hexufluoride. The outstanding features of the 
SF6 arc medium were not understood for many years. 
Among these features are the extremely high ionization 
energy of the SF6 molecule ( Wi = 19.3 eV) and its elec-
tronegativity (electron attachment), both of which 
dominate at quite low temperature, when the proper arc 

has ceased. 
The 22.4-eV bonding energy of the SF6 molecule (SF6 
S ± 6F) is 2.3 times that of N2 and produces a corre-

sponding dissociative heat conduction maximum; but 
fortunately, in contrast to the situation for air, Eq. ( 1), 

the maximum thermal conduction appears at rather low 
temperatures around 2000°K, because dissociation occurs 

in six energetically equal steps at six successive collisions, 
each of them needing only one sixth of the total amount 
of the bonding energy (Figs. 4 and 5). 

In this range of temperature, neither SF6 nor F, F2, or 
any radical containing fluorine is ionizable. Hence, at 
about 2000°K, free electrons appear due only to ioniza-
tion of free sulfur. But as soon as the sulfur recombines 
with fluorine below about 2000°K, the free electrons dis-
appear instantaneously and so does the electrical conduc-
tivity; the previously conducting plasma changes into an 
excellent insulant in a manner that cannot be described 
by the usual thermal time constants [Eqs. (3) and (4)].'h 
At higher temperatures, however, due to the compara-

tively low ionization energy of the free sulfur ( Wi = 10.4 
N) and the large masses of S and F atoms, a plasma of 

'high electric and poor thermal conductivity (Figs. 6 and 

7) yields extremely low values of both power dissipation 
and arc voltage. 

In many respects, the advantages of SF6 are impressive. 

FIGURE 5. Thermal conductivity of SF, and N, as a 

function of temperature. 
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However, there is no other superiority of SF6 arcs at high 
currents, because (in contrast to H2) the desired low 
power losses result in large arc cross sections and high 
time constants [Eq. (3)] if the arc is not constricted by 
forced convection. 

Vacuum. The foregoing paragraphs have shown that 
various gases, as used successfully in circuit breakers, 
possess different advantages and disadvantages, even 
though only the physical properties around current zero 
have been discussed. However, a factor common to all 
breakers using these arc mediums is the need of a high 
gas pressure to cause a forced gas flow in a nozzle (to 
intensify convection cooling) and a high gas density (to 
increase the dielectric strength). On the other hand, ex-
tremely low gas pressures ( 10-6 torr) allow uninhibited 
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FIGURE 6. Electrical conductivity of SF,,, H, and N as a 
function of temperature." 

FIGURE 7. Thermal conductivity of SF., H , and N. as a 
function of temperature. 
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diffusion to the walls and cause a high dielectric strength 
by the lack of ionizable molecules. 

Indeed, in the early days of electrical engineering, 
physicists expected to find an ideal switch if a pair of con-
tacts were opened in vacuum, since if there is no gas, 
no arc should appear. However, because of the mono-
molecular gas layers adsorbed on the electrodes, the arc 
did appear and did not cease, and the designers were 
therefore disappointed. Later, when high-vacuum tech-
niques enabled the manufacturers to avoid gas layers, the 
arc still appeared, because of vaporization of the elec-
trode metal. But if, for electrodes of low vapor pressure, 
this metal-vapor arc became unstable at low current 
values, the designers were disappointed once more by 
the extremely high overvoltages caused by current chop-
ping. Electrodes of high vapor pressure, on the other 
hand, cause high metal-vapor densities at high currents, 
and the arc loses the advantageous features of a vacuum 
arc: its voltage and power increase and it reignites after 
current zero at comparatively low voltages.3°-32 In inter-
mediate ranges, however, such an arc acts almost ideally, 
with an extremely low arc voltage (about 20 volts, nearly 
independent of current and gap length) and fast recovery 
to a high, though limited, dielectric strength." 

Special duties of circuit breakers in service 

Under different circumstances circuit breakers may be 
subjected to extremely different stresses."'" First of all, 
the current varies from the no-load current of a trans-
former—a few amperes—up to the heaviest short-circuit 
currents, which may amount to a hundred kiloamperes. 
After current zero, the initial rate of rise and the peak 

value of the recovery voltage stressing the contact gap de-

FIGURE 8. A—Typical switching circuits, with resistances 
in series and in parallel with the circuit capacitance. 
B—Recovery-voltage curves. 
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pend on the configuration of the network—not only on 
its natural frequency and damping, but also on the rela-
tive position of the resistances (in parallel or series with 
the main capacitance of the circuit); see Fig. 8. Fortu-
nately, as a rule the natural frequency decreases with in-
creasing current. Often it is not possible to describe the 
recovery voltage by a single frequency and amplitude fac-
tor (Fig. 9) and the circuit impedance itself may change 
within the first 10- to 10-3 second because open lines or 

cables connected to the bus bars at the breaker behave 
initially like resistances (having the values of their surge 
impedances), but later like capacitances. Whereas load 
currents are more or less ohmic, short-circuit currents are 

purely inductive and the currents of capacitor banks and 
unloaded lines are mainly capacitive. 
As mentioned at the beginning of this article, circuit 

breakers not only must interrupt but also must close the 
circuit. This may cause some trouble, especially if the 
breaker closes on a short circuit, because then the voltage 
breakdown that bridges the contact gap before the con-
tacts touch produces a high-current arc, which melts the 
contacts before closure. Of course, this causes ideal weld-
ing conditions, but such a situation is not welcome since 
the breaker must be able to open the contacts again.' 

Often automatic reclosing is required. In about 80 per-
cent of the cases the cause of the short circuit no longer 
exists when the current has been interrupted, so as soon 
as the fault arc has ceased (i.e., after a fraction of a 
second) the breaker may close again before the two parts 
of the grid fall out of phase. About 20 percent of the short 
circuits persist, however, and immediately after reclosing, 
the breaker again has to interrupt the short-circuit cur-
rent just made. This is a very severe duty, especially if 
there are extremely high currents requiring heavy con-
tacts to be accelerated and decelerated in both directions 
within hundredths of seconds without bouncing, which 
would result in contact welding and wear. 
When a dead EHV line is to be connected, high over-

voltages may occur, especially if the line is loaded (be-
cause of the foregoing interruption), and often the breaker 
has to limit this overvoltage, even though it is not to 
blame. 36 

Besides making and breaking of no-load, load, and 
short-circuit currents, there are some rare but extremely 

FIGURE 9. Recovery voltage after a short-circuit current. 
This voltage cannot be described in terms of a single 
frequency and amplitude factor. 
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severe duties that often are required by users. Phase op-
position may occur if the breaker recloses after a fairly 
long pause, during which the disconnected parts of the 
networks fell out of phase. In the worst case, the maxi-
mum fault current is only half the normal short-circuit 
current but the recovery voltage is double. 
- Evolving faults occur if the breaker, while interrupting 
the no-load current of a transformer, produces an over-
voltage due to current chopping, which in turn induces a 
sparkover at the transformer terminals, followed by a 
short-circuit current, which immediately has to be inter-
rupted by the breaker itself. 
One mysterious problem encountered was the "short-

line fault," occurring when a branch line is short-cir-
cuited about 1 km behind the breaker. Although the 
inductivity of this length of the line lowers the short-cir-
cuit current (compared with the breaker terminal fault 
immediately at the beginning of the line), the breaker is 
nevertheless much more severely stressed. At first this 
stressing seemed to be due solely to the very high rate of 
rise of the line oscillation after current zero (Fig. 10), but 
later it was found that the processes around current zero 
are much more complex and can be explained only in 

terms of the interaction between the arc and the circuit 
during an interval of about 100 around current 
zero." 37 

Interaction between breaker and network 

Since in many breakers the measured arc time constant 
is of the order of 1 la, and arc recovery is furthermore 

retarded by heating of the arc by the current even during 
the last microseconds (for 100 kA rms the rate of de-
crease to zero is 50 Affis), it is obviously not a question of 
why the arc reignites when stressed after current zero by 
a rate of rise of recovery voltage of about 1 kV/µs, but 

of why it does not do so every time. One reason is that 
the interaction of the varying arc voltage and the ca-
pacitance in parallel with the breaker influences the shape 
of the arc current.' 7,2°,24,37 Figure 11 shows in sche-
matic form how the current across the capacitance C 
aids the interruption by lowering the current immediately 

before zero. The same happens if a resistance R is parallel 
with the breaker—but not if it is connected in series with 

the capacitance, thus reducing the bypass current through 
C (Fig. 8). 

A short line in series with both the breaker and the 
capacitance impedes the capacitive current and influences 
not only the recovery voltage curve, but also the state of 
the arc paths at current zero (Fig. 10). 
The interaction between arc and circuit can be calcu-

lated around current zero, if the time constant and rate of 
power dissipation of the arc, as well as the initial condi-
tions of the interaction interval, are known. These values 
can be measured and put into a mathematical arc model, 
which has to be combined with the differential equation 
of the circuit. With the aid of a computer it is possible to 
calculate the curves of current and voltage around current 
zero and to decide whether or not residual conductance 
and thermal reignition of the arc path occurs (even for 
the case of nonequilibrium mentioned previously)." This 
technique allows comparison of the behavior of a breaker 
in two circuits; perhaps in one of them it has been tested, 
whereas in the other it is to be used. However, at present 
it is not possible to calculate reignition introduced by di-
electric breakdown of the arc path or the interaction be-
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FIGURE 10. A—Short- line fault circuit. B—Recovery-
voltage transient. 

FIGURE 11. A—LC circuit. B—Current deformation re-
sulting from the interaction of arc voltage with the induc-
tance and capacitance of the circuit. 21 = prospective 

current for an ideal breaker, without arc voltage.) 

A 
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tween the gas flow and the arc in the breaker governing 
the initial conditions, time constant, and rate of power 
release. 

Since the arc diameter shrinks continuously before cur-
rent zero, the thermal time constant e is not a constant 
for a time interval of an order greater than itself. Espe-

cially in SF6, at the critical temperature of about 2000°K 
where the ionizable pure sulfur recombines with fluorine, 
the idea of a thermal time constant is no longer applica-
ble. 28 

The nonlinearity of the equations and the multiplicity of 

the parameters are not conducive to calculating the in-
terrupting capacity of a breaker, nor to valid testing by a 
small-scale model. 

Because of the negligible arc voltage in vacuum 
breakers, no great assistance resulting from the interac-
tion of these breakers with any circuit is to be expected. 
Also, for SF6 breakers the interaction is less important 

than for air-blast breakers because of their lower arc 
voltage and time "constant." 

Circuit-breaker testing 

Although the arc theory makes it possible to reduce the 
number of tests and, within certain limits, to apply the 
results to other circuits, full-scale testing cannot be 

avoided altogether. Therefore, testing is much more im-
portant and expensive for the development of circuit 
breakers than for any other electric machine or equip-
ment. 

Field testing. The main problem in testing is to obtain 
the full short-circuit power needed. Although a few utili-
ties have special field test stations assigned for short-
circuit tests fed direct from the supply system, the full 
power of the system can never be made available for this 
purpose, because this power is needed to provide con-
tinuous operation for industry, traffic, offices, and house-
holds. Furthermore, even with reduced short-circuit 
power of the network, only a small number of tests is 
allowed, whereas the development of one single type of 
breaker needs thousands. 

Finally, even the full short-circuit power of a system 
would not be enough to enable breakers to be developed 

for the short-circuit powers of future, as yet nonexistent, 
systems—for example, the world's first 1100-kV system— 
or for existing systems not yet interconnected or extended 
to full power. 

Short-circuit generators. No single company—not even 
the entire electrical industry—is able to build power sys-
tems for circuit-breaker testing with ratings larger than 

those existing in the supply authorities' networks. 
Therefore, an attempt was made to avoid drawing more 

power from the network than was available; instead, 
limited amounts of energy were drawn and stored over a 
long time (for example, 20 minutes), and then released 
across the test breaker during a few cycles of the service 
frequency. 

For storage, use is made of the kinetic energy of the 
rotors of special "short-circuit generators" driven by 

asynchronous motors fed from the supply network. When 
the generator is at full speed it is disconnected from the 
supply, excited, and then short-circuited across the test 
breaker (in series with a safety breaker). Thus a 2000- or 
3000-kW motor may drive a generator delivering 3000 or 
4000 MVA of test power. 

At the present time the biggest short-circuit generator 

produces about 2 GVA, and the biggest test station (con-
necting four generators in parallel) makes 5 OVA avail-
able, whereas modern circuit breakers have guaranteed 
breaking capacities up to 60 OVA. Therefore, indirect 
testing methods had to be invented to simulate more 
than was really available. 

Single-phase testing. The first step was to test merely a 
single pole between two phases of the generator. For this 
the test power needed is just one half of that in the three-
phase test (because the recovery voltage across the first 
interrupting pole is 1.5 times the phase voltage). On the 

other hand, the generator delivers only 1/0 of its 
three-phase testing power. 

Unit testing. It was found that greater reductions could 

be made by testing only a part of a pole, if it consists of a 
number of equal interruptors connected in series. If uni-
form voltage distribution is assured, part of the breaker 

may be tested with full current, but with only the corre-
sponding fraction of the supply voltage. 

Synthetic testing. Unfortunately, even the power needed 
for the units of modern breakers is often not available, 
and users want at least half a pole to be tested. For this 
requirement we may take advantage of the fact that full 
test power never really appears. When the full current 
stresses the breaker before interruption, only the arc 

voltage is wanted; this is a small fraction of the supply 
voltage. After interruption, the total recovery voltage 
must appear, but only a small current is needed—just 
enough to feed perhaps a postarc current high enough to 
cause thermal reignition. 

Hence two different circuits may be used: a high-cur-
rent circuit with considerably reduced voltage and a high-
voltage circuit with low current yield. The main difficulty 
arises during the critical 100 ,is around current zero, 
when the interaction between breaker and circuit must be — 
neither disturbed by changing the circuit or by the opera-
tion of an auxiliary breaker, nor falsified by the use of 

FIGURE 12. Current- injection scheme, according to Weil-
Dobke. A—Circuit. B—Waveforms. 

"V. 
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wrong values of L and. above all, C. 20,24.27 
These and many other problems have been solved 

satisfactorily by so-called current-injection schemes (Fig. 
12). The full test current is fed from the high-current 
alternator A. The auxiliary breaker Ba and the test 
breaker Bi open simultaneously at the beginning of a 

. current loop. The high-voltage circuit is fed from a 
capacitor Cf loaded to the crest value of the full test 
voltage. About 1 ms before the prospective current zero, 

the gap G is triggered. Then Cf is discharged and re-
charged through the test breaker and the inductance L, 
which has nearly the same value as in a direct test circuit. 
The frequency of this discharge current i d, governed by L 
and Cf only, is about ten times that of the supply fre-
quency of the alternator, and its amplitude is about one 
tenth of that of the test current. Consequently, before 
zero, di/di has the same value as in the direct test. 
The arc in Ba ceases about 200 ¡Is before that in Bi and 

therefore the test breaker is supplied from the high-
voltage circuit only during the interaction period. After 
current zero the recovery voltage oscillates with a fre-
quency determined by L and both Cf and Cj, in series. 
The capacitance Cj, parallel to 131 has exactly the same 
value as in the equivalent direct test. Nevertheless, for 
synthetic testing we need a great deal of knowledge about 
the physical phenomenons of circuit breaking, which have 
contributed to the development of a rather complex 

specialty. 38. 39 
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Reflection and crosstalk in 

logic circuit interconnections 
Modern transistor—transistor and emitter-coupled logic 
circuits have resulted in speeds of such proportions that 
hitherto neglected interconnections are beginning 
to require special attention 

John A. DeFalco Honeywell Inc. 

Digital logic circuits are now available and are being 
used with delay times that are comparable to the de-
lays of interconnections used in packaging these cir-
cuits. At high speeds, however, such interconnections 
no longer behave as simple short circuits, but take on 
the appearance of transmission lines. Unless trans-
mission lines are terminated properly, "reflections" 

can develop that might be of sufficient magnitude to 
produce false logic levels or exceed maximum circuit 
voltage specifications. One may choose to solve the 
problem by increasing the density of the system. This, 

however, introduces the problem of "crosstalk." The 
present article describes several analytical techniques 
for predicting the kinds of reflections and crosstalk 
that are typically seen in digital systems, thus enabling 
the engineer to determine in advance whether or not 
such "interconnection noise" will result, how bad it 
will be, and what the typical interconnection limita-
tions are for circuits of various speeds. 

The high speeds of today's integrated circuitry have 
given the interconnections of digital logic circuits char-
acteristics usually associated with transmission lines. 
The most common method for eliminating the reflections 
that occur in such lines involves a procedure called ter-
mination. Terminating these transmission lines is not 

always practical, however, since termination networks 
take up space and increase system costs. The most com-
mon termination—a resistor—requires current to be 
supplied at least part of the time, often increasing the 
power supply and logic circuit requirements. 
A possible solution to the problem of reflections is to 

decrease the length of the interconnections by increasing 
the system density. The trend toward greater density, 
however, brings about another problem—that of cross-
talk between the various conductors of the system. This 
coupling, which often exists between two adjacent trans-
mission lines, may be strong enough for signals to appear 
on both lines when they are only desired on one. The 
problem of crosstalk is present even if lines are termi-
nated, and since these lines are carrying digital informa-
tion, this unwanted coupling introduces false information 
to the system. The general category of extraneous vol-
tages and currents due to reflections and crosstalk is 
commonly called interconnection noise. 

Hence, in designing a high-speed digital system, both 
the circuits and the interconnections must be considered 
or system performance may be impaired. 

Transmission-line basics 

For the purpose of calculating reflections and cross-
talk in digital systems, we shall consider Fig. I. 
A transmission line can be characterized in terms of 

its delay TD (the time a waveform needs to traverse a 
unit length of transmission line), the characteristic 
impedance Z0 (the impedance that would be presented by 
the line if it were infinitely long), and a (the line at-
tenuation factor, which in most cases is neglected). 
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FIGURE 1. Drawing of a generalized infinite two-con-
ductor transmission line. 
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FIGURE 2. Typical microstrip transmission line. 

FIGURE 3. Impedance of a microstrip line for a relative 
dielectric constant of 5. 
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When a is negligibly small, T 1, and Zo can be defined in 
terms of L (the inductance of the line per unit length) 
and C (the capacitance of the line per unit length) as 

TD = N/ LC = 
1 

and Zo 

where L and C are functions of the width, thickness, 
and spacing of the conductors and the dielectric separat-
ing them; and ,12 is the wave propagation velocity. l'2 

The microstrip transmission line 

The most common type of transmission line for inter-
connecting high-speed circuits is the microstrip line 
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Wave --> 
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FIGURE 4. An example of transmission- line reflections 

at a discontinuity. 

FIGURE 5. Lattice diagram for the purpose of comput-

ing transmission- line reflections. 
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(Fig. 2), which can be batch-fabricated in the form of 
printed circuit boards and thick- or thin-film integrated 
circuits. However, to be able to use the microstrip line for 
circuit interconnection, Zo, T0, and the various types of 
reflections and crosstalk that might occur must be readily 

determinable. 
Such calculations are complicated because the micro-

strip line has a compound dielectric (air and a board that 
is usually a fiberglass epoxy or ceramic material). This 
compound dielectric causes the microstrip line to be 
faster than if it were completely buried in one dielectric 
material. The value of the effective dielectric constant is3 

e„ = 0.475e, 0.67 (1) 

where e,, is the effective dielectric constant and e, is the 
relative dielectric constant for the board material. 
Equation ( 1) is useful for specific values of e,; that is, 

1 < e, < 15 

The delay of this type of line is found to be 

T = 1.017 -Ver, = 1.78 ns/ft (0.06 ns/cm) (2) 

for a fiberglass epoxy board with e, = 5.0. 
The characteristic impedance of a microstrip line is:3,4 

60 5.98h  
Zo = log, 0.8 w t ohms (3) 

N/ e„ 

where log, is the natural logarithm; h, w, and t are indi-
cated in Fig. 2. Equations ( 1) and (3) are derived using 
field-mapping techniques. They have been checked 
against time-domain reflectometry measurements' and 
found to be accurate over the range of practical system 
interconnection geometries. Figure 3 is a plot of Eq. (3) 

for e, = 5.0. 

Reflections on transmission lines 
Signal reflections on transmission lines are a major 

source of noise in digital systems. They occur whenever a 
transmission-line signal encounters a discontinuity—an 
impedance different from that of the original line. The 
discontinuity can be another transmission line, a circuit, 

or a load device. 
The general case is shown in Fig. 4, where an incident 

voltage (V)) and incident current (/,) waveform traveling 
along a transmission line with impedance Z1 encounter a 
discontinuity of impedance Z2. The reflected voltage 
originates at the plane of discontinuity and travels 
toward the generator. In Fig. 4, the incident voltage on 

line B is V , ± V R of line A. 
The reflected voltage V R = pvV„ where pl, the voltage 

reflection coefficient, is defined as 

Z2 — ZI 
PI — 

Z2+ Z, 

The reflected current I R = p,!,, where pi, the current 

reflection coefficient, is 

—  Zt 
PI = ± 2 = Pv 

Z 

If input signals may be considered voltage steps, the 
problem of transmission-line reflections can be handled 
very simply by using a lattice diagram.' Such a diagram 
(Fig. 5) is constructed by selecting some convenient 
scale for the horizontal axis, which represents electrical 
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length. A vertical line is then drawn at each end of the 
horizontal axis; the left-hand line represents the discon-
tinuity at the generator and the right-hand line represents 
the discontinuity at the load. Hence, the vertical axis 
becomes the time scale, and we consider the wave to 
travel diagonally down the plot from the top. The voltage 
that starts down the line V'(t) is the result of a voltage 
division that occurs between the source impedance and 
the line impedance. It proceeds down the line to the 
load, where it is reflected toward the generator and so on 
down the diagram. The voltage at any time is the alge-
braic sum of all the individual reflected voltages up to 
that time. For example, in Fig. 5 the voltage just after 

t = 3T is V(t) = r(tX1 -I- Pi -I- p1p2± Pi2P2). 
As a specific example of this technique, consider the 

case depicted in Fig. 6. The initial voltage division be-
tween the source and the line is computed to be 0.79 volt. 
This voltage travels down the line to the load, where it is 
completely reflected (pi = 1.0). In Fig. 6(B), the voltage 
travels back to the generator where it is again reflected. 
The process continues as long as the additional reflec-
tions are of interest to the engineer. The computed wave-
forms for both ends of the line are presented in Figs. 
6(C) and 6(D). 
The lattice diagram is a simple way of determining 

transmission-line waveforms for cases where the source 
and load terminations are linear. The lattice diagram 
may be expressed mathematically in the following form7: 

- Rx - 8(21 x) - s(21 -  

V(X,S) = V'(s)[e e ± pie pip2e 
- 44(41- x) - s(41+ x) 

PI 2 Pi2P22e + • • •] (4) 

‘.% here x is the distance at any point on the line and / is the 

FIGURE 6. Lattice diagram and computed waveforms for 
a typical reflection situation. 
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physical length of the line; s is the Laplace transform 
variable and therefore V(x,$) is the Laplace transform of 
the voltage at any point x. ii/(s) is the Laplace transform 
of V'(t) and pi and p2 are the reflection coefficients from 
Fig. 5. This form is particularly useful if the input wave-
form is not a step voltage or the signal rise time is greater 
than twice the line delay. 

Reflections from nonlinear terminations 

Nonlinearities of the type / = f(V) are very common, 
especially when transmission lines are driving and being 
driven by integrated logic circuits. In these cases, a 
graphical techniques that can also be used with linear 
impedances is quite useful. The technique consists of 
plotting load lines corresponding to the slopes of the 
source impedance, load impedance, and transmission 
line on a current vs. voltage diagram. To illustrate this 
technique, the problem of Fig. 6 with linear impedances 
will be worked out. The technique will then be extended 
to the case where nonlinear loads are present. 

In Fig. 7, the first line of slope - 1/R. (R, is the source 
impedance, which is 25 ohms in this example) is drawn 
from a point on the x-axis corresponding to the input 
voltage source value (1 volt). Another line corresponding 
to the transmission-line impedance is drawn from the 
origin with a slope 1/Z0. The intersection of the source 
impedance line and the transmission-line impedance 
gives the initial voltage and current starting down the 
line after the voltage division between the source and 
line impedances (point 0 in Fig. 7; in Fig. 6(C), this 
voltage is at point A for t < 27). From point 0, another 
line of slope - 1/Z0 is drawn until it intersects a line 
drawn from the origin with a slope 1/ZL, where ZL is the 
impedance at the far end of the line. In this example, ZL 
is an open circuit, so the slope of the line is zero, coin-
ciding with the x-axis. The intersection of these lines 
corresponds to the current and voltage at the end of the 
line (point 1)(T <t < 3T). 
The signal then travels from the load back to the source 

and corresponding to this we draw a line from the load 
(point 1) back to the generator source impedance with a 
slope equal to the reciprocal line impedance, i.e., a line 
of slope 1/Z0 from point 1 to point 2 at the - 1/R. line. 
This point represents the voltage and current at the source 
end of the line for 2T < t < 4T. The procedure is con-
tinued by drawing lines with slopes 1/Z0 and -1/Z0 from 
each intersection with the source impedance line to the 
load impedance and back again. 

If the intersections are labeled as shown in Fig. 7, then 
the even-numbered points are the currents and voltages 
at the beginning of the line for 2T increments of time 
(T is the one-way line delay). In other words, point 0 
represents the current and voltage at the beginning of 
the line for 0 < t < 2T, point 2 corresponds to 2T < t < 
4T, and so on. The odd-numbered points correspond to 
time increments of 2T at the end of the line. Point 1 cor-
responds to T < t < 3T, and point 3 represents the cur-
rent and voltage at the load for 3T < t < ST. The results 
obtained in Fig. 7 are the same as in Figs. 6(C) and 6(D). 
The technique is illustrated for nonlinear terminations 

in Fig. 8. Figure 8(A) shows a NAND gate (transistor-
transistor logic-T2L-in this case) driving a long 90-
ohm transmission line loaded by a similar T2I, circuit. 
The worst case (causing ringing) for this type of circuit 
occurs when it is going from a "one" state to a "zero" 
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state, because the mismatch between the circuit output 
impedance and the line is greater than the case when the 
output is going high. The technique is the same as shown 
in Fig. 7, except that certain modifications must be made 
because the signal is initially at a positive "one" level and 

going negative. 
The starting "one" level is treated as the origin and a 

line representing the line impedance is drawn with a 
slope — 1/Zo. The intersection of this line with the output 

impedance line (the output and input impedance can be 
determined using a curve tracer) at point 1 (Fig. 8) repre-

sents the voltage at the input to the transmission line. 
From this point, a line is drawn with a slope 1/Z0 (the 
negative of the first — l/Zo line). Its intersection with the 
load impedance characteristic (point 2) is the magnitude 
of the voltage at the load just after the first reflection. 
Additional reflections may be determined by continuing 
the process until it is no longer possible to draw the 
transmission-line impedance lines (point 3 in this ex-
ample, but much later in other examples). A photograph 
[Fig. 8(C)] of actual transmission lines and circuits shows 
this reflection to be approximately the 1.3 volts indicated 
by Fig. 8(B). 

Crosstalk between transmission lines 

Digital system noise is often caused by crosstalk, which 
is the coupling of an unwanted signal from the signal-
carrying line to another nearby line. This coupling is 
caused by the mutual capacitance (Cm) and mutual in-
ductance (Lm) that exist because of the proximity of the 

two transmission lines. To predict crosstalk, the differ-
ential equations for the coupling between two lines must 
be developed and then solved for various boundary con-

., ditions determined by the line terminations.9 The re-
sulting crosstalk waveforms for many common line 
terminations appear in Fig. 9. Note that although six 
different terminations are shown, the terms 

"MI 

-y(k 1)V, y(k — 1)  
a 

Cu L u C 1 
where 1, = , k = X , and /22 = 

L C LC 

or some fraction of them appear in each waveform. V is 
the original signal amplitude and a is the rise time of the 
signal of the line that should be carrying it. This wave-
shape is shown in Fig. 9(A), where / is the physical 
length of the line. 

Since V, a, and / are known, we must still find -y(k + 1) 
and -y(k — 1)/µ, the crosstalk constants, to predict the 
crosstalk between two transmission lines. Figures 10 and 

11 are curves of y(k µ for microstrip lines (Er = 5.0) 
as functions of the spacing between the lines and the 
height of the lines above the ground plane.'° The cross-

talk waveforms shown in Fig. 9 assume that the signal 
rise time is less than twice the electrical delay of the line 

(a < 211µ). 
To use these illustrations when the rise time is greater 

than twice the electrical delay, consider Fig. 9(A). Note 
that if a > 2!/, the crosstalk fails to achieve maximum 

amplitude; the amplitude that is reached is proportional 
to the ratio (211µ)/a and the crosstalk amplitudes shown 
in Figs. 9, 10, and 11 should be multiplied by that factor. 
In other words, all terms that were ,y(k + 1)V become 
-y(k 1)(211,01a. 
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FIGURE 7. Graphical technique for computing reflec-
tions from linear and nonlinear terminations. 

FIGURE 8. Reflection diagram 
and a photo of the actual circuit 
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A FIGURE 9. A—Case 1: Line 2 terminated at both ends 
and resulting crosstalk. B—Case 2: Line 2 open at near 
end and short-circuited at far end and resulting crosstalk. 
C—Case 3: Line 2 terminated at near end and open at far 
end and resulting crosstalk. D—Case 4: Line 2 open at 
near end and terminated at far end and resulting cross-
talk. E—Case 5: Line 2 short-circuited at near end and 
terminated at far end and resulting crosstalk. F—Case 6: 
Line 2 terminated at near end and short-circuited at far 
end and resulting crosstalk. 
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To illustrate the use of Figs. 9 to 11 and Eqs. (2) and 
(3), a board with two 38-cm microstrip lines was fabri-
cated on glass epoxy. The width of each line and the 
spacing between lines was 0.3 mm. The height from the 
ground plane was 0.65 mm and the lines were 0.07 mm 
thick. Using Eqs. (2) and (3), Z0 and TI) were calculated 
to be 84.23 ohms and 1.78 ns/ft (0.06 ns/cm), respec-
tively. The results from the time-domain reflectometer 
measurements were 

Z0 = 85 ohms 

From Figs. 10 and 11 

T 1, = 1.8 ns/ft (0.06 ns/cm) 

'Y 'Y 
(k + 1) = 0.3 (k — 1) = 0.17 

2 

The crosstalk waveforms were calculated assuming a 
5-volt, 1-ns step (V = 5 and / = 1.25 ft): 
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The calculated and experimental waveforms are shown 

in Fig. 12. For several cases, the calculated waveform 
shows some zero-rise-time edges. In reality, the observed 

trace on an oscilloscope will be slower due to scope-load-
ing effects. Nevertheless, the agreement between pre-
dicted and actual results is very good. 

Applications to the 
interconnection of logic circuits 

The design of an interconnection scheme for high-

speed circuits is dependent on the effects interconnections 
have on the circuit performance. The circuit noise im-

munity and maximum input voltage level are of par-
ticular concern. The circuit noise immunity is a measure 

of the insensitivity of a circuit to spurious or undesirable 
signals, whereas the maximum input level is related to 
the circuit and device design and fabrication. In almost 
all cases, one of these circuit properties will impose some 
restrictions on the physical and electrical properties of 
the interconnection scheme. Various design routines can 
be established using the previously presented techniques 
to restrict the transmission-line parameters so that the 
crosstalk and reflections generated are within the circuit 
properties described in this article. 
T2L and emitter-coupled logic (ECL) have emerged as 

the two most widely used high-speed logic families. 
Both circuit types are being made with delays and rise 
times of 5 ns or less. Table I lists some of the essential 
circuit information necessary to place restrictions on the 
interconnection system. In general, both reflections and 
crosstalk can be minimized if the one-way delay of the 
line is less than half the circuit rise time. Since this is not 

always possible, both cases should be considered. 
The calculation of interconnection limitations pro-

ceeds in a straightforward manner from the previously 
discussed concepts. Hence, limitations based on reflec-
tions follow from the lattice diagram ( Fig. 5), Eq. (4), 
or the reflection diagrams (Figs. 7 and 8). The limitations 
based on crosstalk can be calculated using the noise 
immunity as a value of crosstalk and determining the 
various line properties from Figs. 9, 10, and 11. Al-
though the limitations that result will vary somewhat 
depending on the exact logic family chosen and the as-

FIGURE 12. A—Calculated crosstalk waveforms for line terminated at both ends and photograph 
of actual waveforms (input voltage is a 5-volt, 1-ns pulse. B—Calculated and actual waveforms 
for Case 2 (line 2 open at x = 0, terminated at x = I. C—Case 3: Line 2 terminated at x = 
0, open at x = I. 
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T2L ECL 

2 ns 5 ns 1 ns 4 ns 

I. Typical circuit characteristics for use in designing an interconnection system 

Output Impedance, Input Impedance, 

ohms ohms Typical 

Rise 
Time, ns 

Signal "Zero" "One" 
Swing Level Level 

Negative Positive 

Voltages Voltages 

Worst- Limiting-
Case Voltage 

Noise Condition, 
Immunity 

PL 

Gold doped 5 3.5 volts 40-550 

Schottky diode 2 3.5 volts 40-550 
ECL 

Second generation 4 800 mV 10 10 ....-..-. co ,......-. co 175 mV 

Third generation 1 800 mV 5 5 ..,:-... œ _ œ 175 mV 

* Voltages more negative than - 2 volts may result in a voltage breakdown in the -PI_ input transistor. 
t An overshoot of more than 25 percent may saturate an input transistor. 

5 60 
5 60 

450 mV V, = -2 
400 mV volts* 

25% 

overshooti 

II. Typical limiting interconnection values for 85-ohm lines (based on information in Table I)* 

Reflections may be kept to V,œx from Table I if the line lengths indicated below are used 

a > 21 
L,„„„ = 16 cm t L,,,,, = 40 cm $ L„„,„ = 5.5 cm L,, s = 21 cm p 

Crosstalk (A) Unterminated-worst case-i.e., pickup line with a low impedance at the far end and a high 
impedance at the near end [Fig. 9(B)1. 

For any S > S,„1„; Crosstalk < noise immunity 
1 

a ., 2 S,„;,, = 0.85 mm Sm„, = 0.78 mm S.,. = 0.43 mm Smi„ = 0.43 mm 
et 

a > 2fi 

(B) 
1 

a < 2 - 
e4 

a > 2 

Values of S < S.„.„ may be used if the line lengths are restricted as indicated below. 
S = 0.25 mm S = 0.25 mm S = 0.25 mm S = 0.25 mm 

= 6.7 cm L„,„„ = 18.6 cm L„,„„ = 6.4 cm = 25.3 cm 

S = 0.75 mm S = 0.75 mm S = 0.38 mm 
L,„„x --= 1.5 cm 1.„„„ = 43 cm L„,.„ = 8 cm 
Pickup line terminated in Zo at both ends, Fig. 9(A). 

S„,„ = 0.53 mm S = 0.6 mm S„,,,, 0.05 mm 

S = 0.25 mm 

L„,,„ = 13 cm 

* h = 0.65 mm, w = 0.33 mm, t = 0.07 mm, er = 5.0. 
t = maximum reflection voltage. 
Assuming worst-case loading by a PI_ circuit without clamp diodes. 

S = 0.25 mm 

L„,„ = 37 cm 

sumptions of the designer, the values given in Table II 
may be considered typical. 
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The role of 
the engineer 
in public affairs 
A French industrialist and public servant sees engineers as 
needing better preparation for influencing public opinion 

Mawice Ponte Agence Nationale pour la Valorisation de la Recherche 

The engineer as a political person is considered in this 
address presented by M. Ponte, representing the Insti-
tut de France (Academie des Sciences), at the second 
general meeting of the World Federation of Engineer-

ing Organizations at UNESCO, Paris, France. Dr. 
Ponte is a former vice president of the Institute of 

Radio Engineers. 

At a time when technological progress is throwing 

the world into confusion, and technocracy is subject to 
criticism—criticism sometimes undeserved—it is good 
for us to consider, dispassionately, the role of the en-
gineer in public affairs. The concept of "engineer" is 
hard to pin down, but the historical evolution of the 
engineer's role will help us toward a definition. 
The works of the ancients that have come down to us 

are astonishing for the sophistication (based on experi-
ence, though perhaps not on theory) that they rewal. 
Without even dwelling on the extraordinary monolithic 
statues on Easter Island, we note the spectacular works 

at Luxor, the pyramids, the Greek temples, the Roman 
aqueducts—of which the Pont du Gard is a witness that 
has defied time and man—and the techniques for heating 
homes or the baths; all of these reveal the mediation of 
the engineer's skills. But it is possible to date the idea of 
the art of the engineer proper from the Renaissance, with 

Leonardo da Vinci (1452-1519), and particularly from 
the 17th century. In the beginning, the art was associated 
with military tasks, and the engineer had an indirect 
political role because he fabricated the implements of 
the sovereigns, as is betokened by the mottoes appearing 
on the royal artillery pieces. Littré, in the 1865 edition 

of his dictionary, and even in later revisions, begins the 
definition of "ingenieur" by "he who invents, who de-
lineates and who conducts works and devices for at-
tacking, defending or fortifying places . ." 

This initial description stems from the fact that among 
the attributes of the engineer one must give prominence 
to the ideas of efficacy, of method, of an allotted time, 

and of quality. In the ancient works already mentioned, 

IEEE spectrum JULY 1970 
51 



STRASBOURG CATHEDRAL. The present structure 
the spire, 141 meters high, was co -npleted in 1439. 

and in the old cathedrals, the task was accomplished by a 
clerk of the works, surrounded by the most reputable 
craftsmen, some of whom came from far away; but time 
probably was not important, being counted in decades to 
such an extent that few undertakings were completed— 
at any rate, not in the initial style. A typical example is 
the marvelous facade of the Strasbourg cathedral. The 
designs of Erwin of Steinbach, which luckily are pre-
served, specify the general appearance desired, with 

details of the style, but nothing is recommended as to the 
procedures and details of accomplishing the intended 
result; these details were left to the experience of the 
builders. 

It is clear that time and cost of construction counted 
for little. We know now that the stones of the Roman-
esque churches were frequently shaped on the spot, just 
before being set in place. After all, do we not notice, with 

was built from the year 1015 onward; 

due allowances for differences, some vestiges of these 
practices in present-day tensions between architects and 

engineers? This could not besoin military practice, where 
it was necessary to conceive the works as quickly as 
possible, to execute them and adapt them for the use 
of the troops: the scythe chariots of the Persians, the 
catapults, the siege machinery used in Roman camps, 

already bore the marks of the engineer's skill, and it was 
necessary for the techniques to be established by making 
best use of those available at the moment—techniques 
adapted to the ripostes of the enemy, or anticipating them 
if possible. 

If I dwell somewhat on this point, it is for the purpose 
of defining the essential characteristics of the resulting 
engineer, trained to work with real objects, on the basis 
of precise data, whereas political man acts quite differ-
ently and, in any case, cannot be guided solely by tech-
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nology because he deals with people, so that he is more 
like a clerk of the works. We shall return to this point 
later. 

An engineer in trouble 

A typical example, perhaps the oldest known, of an 
attempt of an engineer to intervene in political affairs, 
is found in the adventures of Vauban (1633-1707). He 
was clearly an engineer in the modern sense, and conse-
quently, in his time, a military engineer. If I may say so, 
he even put his own shoulder to the wheel: not satisfied 
with having created an art of fortification and with hav-
ing made the forts a reality, from 1665 to 1695 he directed 
53 sieges. Louis XIV made him marshal of France, even 
though Vauban, born in the minor gentry, mistrusted 
this title; one feels clearly that this compleat engineer 
was afraid of the consequences of this elevation to the 
highest honors. The absence of any heredity in this field 
made him take the honors seriously. Does not the Duke 
of Saint Simon say about him that "it is inconceivable 
that with so much honesty and freedom, incapable of 
lending himself to anything untrue or evil, he was able 
to advance to a point where he won the friendship and 
confidence of Louvois and of the king"? 
Thus it is that because his character as engineer induced 

him to calculate and reason honestly, Vauban considered 
himself capable of tackling a political matter that shocked 
him greatly: the tax load, which hit the French people 
hard, but of which little got into the coffers of the king; 
en route "intermediaries" sidetracked most of the funds. 

He set up a complete fiscal system (that early!) based on 
numerous quantitative studies made throughout the 
realm. The work was truly solid, a beautiful engineering 
job; but it made the mistake of ruining some powerful 
people—starting with the comptroller general and the 
chain of commissioners of finance. According to Saint 
Simon again, "the entire judiciary is yelling for its own 
interest" and the king, surrounded this time by more 

adroit men, saw in Vauban only "a criminal who attacked 
the authority of the king's ministers, and consequently 
the authority of the king himself." Vauban died over this. 
"He was nonetheless admired in all of Europe, even 

among his adversaries, and was regretted in France, by 
all who were not financiers or tools of financiers." This 
example should remain in our memory while we attempt 
to establish some conclusions regarding the role of the 
engineer in public affairs. 

Evolution of engineering 

But let us put aside these first unfortunate attempts at 
intervention by a true engineer in public affairs to follow 
the historical development of the idea of "engineer." 
About the middle of the 18th century, the necessity began 
to be felt for training specialists for nonmilitary under-
takings that required an alliance of technical knowledge 
with elements that are conducive to the conception, pro-
duction, and exploitation of things that are useful to the 
economy. It was probably in France that the first school 
of engineering was established, namely, l'Ecole Nationale 
des Ponts at Chaussées,* which dates from 1747 though 

*In English, the names of this and the following schools are, 
respectively, National School of Bridges and Roads; School of 
Mines; School of Public Works, which became the Polytechnic 
School; School of Arts and Crafts; and Central School of Arts and 
Manufactures. 

the corporate entity goes back to 1716. One should note 
that its founding actually aimed at public service; the 
schools that followed, whose graduates swarmed across 
the world, emphasized the same trend: Ecole des Mines 
in 1778, Ecole des Travaux Publics in 1794, which became 
Ecole Polytechnique while taking on a military charac-

ter now abolished, Ecole des Arts et Métiers in 1788, and 
Ecole Centrale des Arts et Manufactures in 1829. The 
last two schools greatly expanded the concept of the 
engineer's art beyond public services, but it is important 
to reiterate that since the 18th century the engineer has 
appeared as essential and indispensable in the technology 

and development of public services. In the United States, 
in England, in Germany, it was in the first half of the 
19th century that various engineering courses were 
offered, either at the engineering schools or the universi-
ties. It is rather remarkable that at present the distinction 
between education for engineering and education for 
science and research is being blurred, to the regret— 
which is frequently well founded—of the employers of 
engineers. 
What is the present state of this evolution? We have 

now to describe the essential characteristics of the modern 
engineer which prepare him inevitably to play a part 
in political affairs. 

The modern engineer 

The modern engineer can no longer be satisfied with 
just the conception and production of a certain object; 
he must think in systems. Examples abound. A modern 
aircraft, civilian or military, is used as part of a system; 
it cannot be designed by itself, because left to itself it 
could not complete any missions and could not even 
return to its takeoff point. Information processing is 
equally illustrative of this state of affairs: the central 
unit must be conceived on the one hand according to the 
state of the technology of components, and on the other 
hand consistently with what one wants to do, through 
software. It is becoming more and more unthinkable to 
create a product and then to determine what will be done 
with it. The striking proof of this modern method of 
industrial conception is obviously furnished by the space 
effort: the spectacular outcome of the space projects is 
the work of practicing engineers, with the scientists in 
the end playing only a small part. 
I would like to emphasize here that in this systems 

approach the so-called "Cartesian" method of breaking 
down problems into elements luckily loses its importance, 
and will continue increasingly to do so. This trend is 
becoming more conspicuous with the increasing use of 
automation and its encroachment on new areas. A classic 
example is the automation of a product or of a service; 
the idea is well known and there is no point in dwelling 
on it, except to stress that certain products can be pro-
duced only by automated procedures, which alone can 
ensure the necessary uniformity and quality. This neces-
sity implies in turn that the worked-on materials them-
selves must be of a particularly perfected uniformity: 
the dexterity of the worker can no longer be called upon 
to correct a faulty operation, and automation proceeds by 
"all or nothing." 
The automation of the process of production itself 

can be introduced into an economic system by seeking 
the lowest cost price, which the experts call the auto-
matic optimization of production. But automation is no 
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longer limited to the manufacture of a product once it 
has been conceived: automation becomes an essential 
instrument of design itself to reach a given objective. 
One employs the ability of the computers to analyze a 
design and draw from it technical and economic conclu-
sions, and to propose the modifications to be used for 
reaching the definite economic goal. 

This method of using computers is already being 
widely utilized in various fields—the computing of 
bridges, of metal structures, or of electronic components 
—but it also extends to much more complete projects, of 
which the most typical at present is the design of the 
"Maverick" automobile by Ford. After the U.S. de-
signers found that the marketing of the "compacts" 
was unable to stem the tide of cars imported into the 
United States ( 10 percent of the market in 1968), the 
decision was made to bring out an American car that 
would be priced between the imported cars and the 
lowest-priced compacts. Certain conditions were placed 

on the system "car market, U.S. vs. imports" and in 
implementing the project, each engineer, designer, and 
technician had access to a computer, naturally including 
all the necessary numerical-control machines. A consider-
able total of designs and technological studies were made, 
with outcomes available almost instantly. They ranged 

from basic materials to the most refined devices for the 
passengers' comfort, always keeping within the con-
straints on price. 

The foregoing is a characteristic example of this 
application of electronic computers to the planning of 
products at the initial stage, and not merely—as was true 
not so long ago—to a product worked out by the tradi-
tional office of planning. But this is not the only example. 

The same facilities exist in England, patticularly in 
mechanical engineering, at the Mintech Atlas Centre 
(Cambridge) where a designer of a part or of a product 
can communicate from afar with the computer to deter-
mine the best specifications to attain a given economic 
goal. These methods will become widespread in the work 
of engineering. 

And what is essential in these two great areas of 
automation, namely, applications to conception and to 
production, the engineer cannot stay alone and confront 
his special field. He must work as a member of a team, 
whose importance and versatility grow with the magni-
tude of the project. We have come a long way from the 
elementary association of specialized engineers and a 
few technician—designers. In a project such as the Maver-
ick or automation of the manufacture of plastics, one 
needs mechanical engineers, chemists, electronic engi-
neers, and thermodynamicists—also esthetic designers, 
economists, marketing specialists, and even jurists and 
sociologists. Consequently, during his development, an 
engineer—even a specialist—must receive economic and 

even legal education; this is a departure from the classical 
French tradition, which is almost entirely technical. The 

creation of academic institutes of technology has taken 
into account this obligation for training technologists; 
the engineering schools have to adapt accordingly. On 
the other hand, in view of the importance assumed by the 

social sciences, a category of engineers that one could 
call "literary" gradually will be created. The special 
training of the engineer thus cet tainly appears to be the 

acquiring of knowledge belonging to a certain technical 
field, but this must be broadened by notions that will 

permit him to work with a team combining other special 
fields, seemingly rather removed from the first. The 
famous Massachusetts Institute of Technology, founded 
in 1861, offers a fine example of this synthesis. 

And thus we are in the presence of a group that will 
play a prominent part in public affairs, as engineers 
become more and more involved in this many-faceted 
work, needing to work in diversified teams. This modern 

method of working in teams—which gives the engineer 
unique power in the economy—is taking on, more and 

more, an international character. In fact, one of the 
barriers to communication and dissemination of the 
results of thinking and of action is language. The com-
mercial and technical predominance of English does not 

suffice, because, even in technology, exacerbation of 
nationalism is developing linguistic parochialism. Trans-
lation machines are proving unable to transfer informa-
tion from one language to another without degrading it. 
The electronic machines are beginning to give answers 
based on their own languages; certainly these are at 
present usually derived from English, but their establish-
ment has led to study of the logic of languages and to 
anticipation that a universal mathematical language can 

be created specifically for the machines. Engineers—and 

scholars—thus will be able to understand each other 
directly, which would suggest that their work in public 
affairs can become international. This development 

would add weight to actions such as those of the World 
Federation of Engineering. 

Missing for the modern engineer 

Before drawing conclusions by "passing to the limit" 
of public affairs themselves, to use a mathematician's 

expression, one must define once more the mission of 
modern engineers. It has been said and written again and 
again that scientists should play a part in politics, and the 
subject of science and politics has been widely discussed. 
Scientists wear the halo of research, sometimes accom-

panied by manifestations like the Nobel Prize. They inspire 
admiration that is sometimes apprehensive, because what 
they discover or make can be used for the good of human-
ity or for humanity's woe. Now, in practice, what can we 
observe? 

The importance of research for developing an economy 
has been widely recognized; in certain fields, products 
now on the market or in course of exploitation did not 
even exist ten or, in some cases, five years ago. It is pre-
cisely this industrial outgrowth of research that has 
created and enlarged the sector usually called applied 

research and development—its frontiers are poorly 
marked between basic research (that of "scientists") and 
production—which, in our technology-dominated era, 
could itself be continuously under development, par-
ticularly as an effect of automation. 

Now, the resources that must be dedicated to applied 
research and development are incomparably greater than 
those demanded by basic research ; the latter can really be 
ignored. In reckoning up the results newly acquired from 
space systems, we can state that those that are direct results 
of basic research are very limited in number—less than one 
percent. In many fields there is an established rule accord-
ing to which, if one spends a thousand for research, 
development for production will cost ten thousand, and 
actually getting into production will cost one hundred 
thousand. 
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The example of the Ford Maverick project certainly 
pointed up the importance of this progression; space is 
another field where the cost of basic research is eclipsed 
by the costs of setting up a network of users—for Apollo 
11, there were thousands of ground personnel. The same 
applies for all large projects and achievements at the 
present time. Subject to the remarks already made con-
cerning the variety of specialists who must be linked for 
the joint undertaking, all this work is mainly that of 
engineers and their associates. And this is true for all 
political regimes: The role of the engineer—his impor-
tance in the functioning of the economic complex that 
constitutes a modern nation—is getting ever weightier. 
This preponderance is cleanly ratified in such entities as 
the industrial firms in a capitalist regime—so much so, 

that one could just as well write that a company belongs 
in reality more to its engineers and technicians than to its 
stockholders. Obviously, one must temper this opinion 
for the sake of the banks, but it certainly contains a lot 

of truth. 
This study of the modern engineer's psychological 

makeup leads us to envisage him partaking in public 
affairs, in the sense of affairs with general interest, with-
out going as far as politics. Into this classification go at 
the outset the fields that are completely technical, such as 
air pollution and water pollution, and these are primarily 

matters for engineers. But one could go further, into 
"composite" affairs, and the first of these is education— 

at all levels, but in particular higher education. One of 
the great perils at present is that education will be cut off 
from current life by remaining too theoretical or even 
obsolete. The students live intensely, like everybody else, 
under the influence of modern telecommunication; they 
are informed about the technical results that have been 
achieved: the exploits of the American astronauts 
have publicized the moon, and its attributes such as 
gravitation, better than yesteryear's courses in "cosmog-
raphy." Teaching, to be alive and to capture the stu-
dents' interest, must therefore adapt constantly to the 
actuality. In October 1968, at the Royal Society, very 
pertinent observations on the subject were presented: 
it was said there that "weakness of instruction is the 
factor which most often chills the initial enthusiasm for 

scientific studies," and among these weaknesses, several 
Fellows judged that a large part of science at school level 
was "boring and sterile" and that one could not really 

blame the students for turning their backs on it to take 

up arts or letters. 
It is a remarkable fact that in all the reputedly free 

countries, although science, technology, and engineering 
show their power and clearly offer the greatest number of 
opportunities, the percentage of students who are at-
tracted toward the scientific and technical disciplines is 

constantly decreasing. In France it is distinctly lower than 
the figures of the Plans. In 1969 there was one student in 
science for every two in letters and law; the need calls for 
equal numbers. The solution must be sought through 
active participation of engineers in education. This already 
is the case in schools of engineering and university in-
stitutes of technology, but one must enlarge this movement 
in all faculties—beginning, naturally, with that of science. 

This would not mean shoving aside the professors; 
through their general knowledge and their permanent 
contact with basic research, they must assure the founda-
tions of education, but they ought to be linked up with 

engineers who would be selected for their knowledge 
"in real time," and for their pedagogic talents. This plan 

will be all the more necessary when programmed in-
struction—and, above all, directed instruction—is intro-
duced. In the latter method, the computers furnish to 
the student personal assignments supervised by pro-
fessors, who are thus freed from most of their school-
masterly duties; the work to be done is determined by 
the computers as a function of the student's ability 
and knowledge, and also, equally, as a function of 
the prospective needs of the national economy. 
The next assignment is determined by the computer 
on the basis of the results obtained and the pro-
fessors' observations. It is evident that in such a 
system, which is probably that of the future, the role of 

engineers must be essential in keeping up to date the 
economic, technical, and practical data of the programs 

and setting them up, and in the existing employment 

situation. 
Henceforth, this kind of mediation of engineers in teach-

ing is the most practical form of liaison, and the most 
immediately profitable. We need a university-industry 
complex, achieved through bilateral exchanges, with the 
engineers going to the university to instruct and the 
professors being accepted into companies for personal 

edification. This interpenetration constitutes an essential 
part of the "continuing education" that is recognized as 

indispensable, whose effectuation should provide a 
particularly pointed example of cooperation between 
university people and engineers. Permit me to conclude 

this part of my article by making reference, like others, 

to the present regime of Mao. The "cultural revolution" 
grew out of various causes, but one of them—the most 
pertinent to our subject, and in reality one of the most 
decisive for accomplishing the revolution—was that 
economic studies have shown that technologists and 
engineers have a much more decisive role in the economy 
than scholars do; this is how the cultural revolution, with 
its "scientific experimentation," has fundamentally trans-
formed classical education by giving an essential role to 
the techniques of the engineer and to their mission in the 

education of students. This fact deserves to be stressed 
at a time when certain people label as Maoist some ideas 
that are quite at odds with this economic pragmatism. 

Engineering and art 

Another public affair, taken in the sense that it involves 
a broad domain by its definition and by its audience, is 
art. Certainly not everything in art is technique, and this 
will be a good transition between the characteristic 
tasks of the engineer and politics. All great historical 

periods have their artistic expressions—which, by the way, 
are more or less ahead of their times. Architecture is 
probably the art that, since earliest history, best symbol-
izes an era: it is itself dependent on the materials 
prevailing at the time when its great outlines take shape. 
The stone of our cathedrals gave them its character, as 

concrete and steel have modeled our modern structures. 
It is in this sense that technique has always influenced the 

architects or master builders. The founders and principal 
workers of the Bauhaus showed this clearly. However, 
in our era, there is something more: All that we have 
said about the working methods of engineers and their 
ways of thinking can be applied to architecture, and what 

they do is not necessarily ugly. It has even been said — 
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rightly—that machinery resulting from good technique 
is beautiful. Why should this not be the case in architec-
ture? Certainly the architect still has his role, and a 
cooperative work cannot but be fruitful. 

But, in fact, innovative ideas stemming from new 

materials or new procedures come mostly from engineers. 
They are in any case the best suited for laying down the 
basis of construction projects as a function of the allowed 
cost or of any other economic constraint. Madame 
Françoise Parturier usefully pointed out a few months 
ago that systematic attempts at cooperation between 
artists and engineers and technologists are presently 
under way in New York and in London.* The New York 
association was founded by an electrical engineer of 

Swedish extraction: it has the technical and human 
resources so that the artists are not hampered in their 
conceptions by technological difficulties, and it is not 
surprising that the American Foundation on Automa-
tion and Employment is directly interested in the matter. 
And, although artistic ties with the engineer concern 
architecture in particular, they are not absent from other 

fields of art, particularly music. And one should not bawl 
about barbarism. Music has always been way ahead of 
its era; let us not forget that Beethoven at first was con-
sidered as an expert on cacophony. Thus Madame Part-
urier is correct when she writes that in any esthetic renewal, 
technology can be a determining factor, and technology 
is certainly in the domain of the engineer. 

The engineer in public affairs 

Having thus traced the evolution of the idea of en-

gineer, and dwelt on his modes of action and thought 
in our time, we are better able to envisage his part in 
public affairs. The problem must be examined with 
regard to two fundamental aspects: that of the help 
that he will provide, and that of decision making. On the 
one hand, the engineer is accustomed to handling precise 
truths, often expressed numerically; he analyzes them 
and concentrates his efforts toward a well-defined goal. 
If the objective is not defined clearly enough, his first 
job will be to delineate it better. Competition—and the 
implication of this word is not merely commercial, 
because it relates to all economies, even if the motivations 
are different—is his lot; he is no longer merely an applier 

but must be an innovator too. Even if intuition plays a 
part in his decisions, these are essentially technical and 
economic. In sum, the modern engineer is one who best 
utilizes, with a definite purpose, the scientific, technical, 
and technological resources of the day, by constantly 
adapting to them. This philosophy is clearly mentioned 
in the Federation plan for a code of professional ethics 
of the engineer. And modern facilities, notably electron-
ics, give the engineer extraordinarily great powers, even 

going so far as modifying the modes of thought by 
languages which are his own and which are understood 
internationally. 

Real revolutions occur in the modern age through 
technology, the domain of the engineer. We are now 
living in one of these revolutions, that of the computers, 
that is at least as important as the Renaissance. Its 
consequences, by the way, are not only economic, but 
also cultural and political. This is a good example of the 

* These experiments were described in a pair of articles by Nilo 
Lindgren in IEEE SPECTRUM, April and May 1969. 

power of the engineer's role, at least indirectly, in public 
affairs. 

Thus, the modern engineer, with his precise ways of 
thinking and the previously mentioned traits that lead 
him to work in the style of public affairs, with the help 
of electronic machines, appears to be indispensable in 

cases where public projects must be planned and evalu-
ated. And, as present events reinforce the idea that eco-
nomics is an essential and often decisive factor in politics, 
the engineers must play a fundamental role since they 
can light the way. In that activity, I am not ascribing to 
them the qualifications of economists, analysts, or 
others. 

We have seen that it is necessary to have complete 
teams available. Many nations are finding out at this 

time what it costs not to have followed the imperatives 
of forecasting. No public budget, no precautions in 
foreign affairs, no long-term or short-term program, 
ought to be decided upon until the short- or long-term 

consequences have been evaluated either in financial 
terms or (which is the same thing) in human terms, while 
ascertaining the amount of knowledge and technological 
investment that will be needed in order to attain that 
goal. 

L. A. Lecht and C. L. Schultz, in their recent works 

reviewed in Science,' did an engineering job of looking at 
whether the United States, even with its great economic 
power, would be able to attain in 1975 all the objectives 
that politics desires, and even promises: renewal of 

cities and the struggle against pollution, better housing 
and the fight against poverty, space exploration, great 
projects of public health, education, and so on. The 
conclusion is surprising, and is worth pausing over be-
cause it shows the danger of decisions that are made for 
sentimental or demagogic reasons, which is always a 
hazard of politics. By extrapolating the present figures, 
it appears that the gross national product forecast for 
1975 would allow the attainment of sixteen of the goals 
that were conjured up, but another set of computations 
shows that, in order to reach these goals, there would be 
a shortage of about ten million able-bodied people. As 
there are only five years to go, it is difficult to find a 

remedy, and one must face the facts and limit one's 
aspirations. 

Therefore it now remains to be seen what projects 
should be kept. The engineers and their associates argue, 

for example, that for housing or for education or for 
health an investment of an additional billion dollars 
would require almost the same number of workers— 
say one hundred thousand persons—but that the division 
of workers into various categories would be very differ-

ent for different programs. For housing, 61 percent of the 
force would be blue-collar workers and 8 percent would 
be professional specialists; for certain other programs, 
one would need 46 percent professors, doctors, and 
specialists of various sorts, and only 16 percent would be 
blue-collar workers. Therefore, it is not sufficient to 
reduce or cut out some projects chosen at random; 
one must properly determine the consequences of the 

decisions—which, you will note, overlap extensively— 
because the training, and even the housing, of employees 
of all kinds must be foreseen for all the plans, including 
those for training and housing. Also, it will be necessary 

to investigate which projects will create the least amount 
of unemployment—or better, those that will best utilize 
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THE PONT DU GARD, in southern France, built early in the first century of our era, is part 
of an aqueduct that carried water to the town of Nimes from springs on another hill 41 km 
away. The height from the valley floor is 50 meters; except in the canal on top, the struc-
ture contains no mortar. 

the unemployed. This brings to mind the social impor-
tance of the engineer's role, on which I shall not expatiate, 

however. 

The human area 

On the other hand, in matters that are essentially 

political, we approach a field where the motivations are 
basically different, because here one has to deal with 
people. One is now in an area of utter indetermination, 
because the reactions of groups of humans are as yet 
uncertain. This has always been so. If Talleyrand and 
Briand had been engineers, it is likely that they would 
not have been able to be Talleyrand and Briand. But these 

behavior patterns have become more erratic under the 
effect of mass communications; the individuals who are 
accustomed to deluges of news and its immediate denial, 
subjected to actions of controlled propaganda that is 
shamelessly denied within a very short time, come to a 
point where they no longer believe anything. The an-
nouncer's image or voice represents to them only theatre, 
and that is what he takes it to be. However, there still 
remains something, particularly when television is em-
ployed and currents of opinion get started like epidemics; 

one knows that it is hard to provoke them, but that 
they develop suddenly at the moment when one least 
expects them, a little like human migrations. This is 

what explains the present imperviousness of the masses 
to any logical arguments, quantitative or not—this 
skepticism or disenchantment that can suddenly change 
into unforeseen currents of opinion. Actually, these are 
the result of public expression by a relatively limited 

number of individuals. 

In a liberal political regime, thanks to the un-
trusting state of mind that has been evoked as 

mentioned above, opinion is divided about equally 
between two sides, when the number of people con-
sulted is large and there are only two choices. Accord-
ingly, one must know how to displace at an opportune 
moment a percent or so of the votes; the politician can 
do this by using his intuition, his capacity for human 
contacts, his (at least apparent) confidence in himself. 

The engineer cannot be at ease in such a situation. 

On the other hand, would it be desirable that public 
affairs taken in a political sense should be governed and 
regulated by purely numerical and "practical" con-
siderations? Certainly not, because people fortunately 

Ponte—The role of the engineer in public affairs 
57 



are not standardized like machines. Examples are plenti-
ful. On the military side, all modern sophisticated ar-
maments presume that the lives of the combatants should 
be protected. They become ineffectual if the adversary 

is unmoved by this feeling, but puts foremost a struggle 
for an ideal, accepting sacrifices of life or of comfort. The 

modern weapons then become mostly a bother, by their 
demands on logistics. Certain present wars furnish proof 
for this, wars that were launched and conducted for a 
time on the basis of computer outputs. 
The problem of the blacks in the U.S., the troubles 

in Northern Ireland—the racial difficulties in general— 
are in the domain of politics, and the engineers cannot 
do anything about them, except perhaps to repair the 
havoc that happens. The often violent positions of some 

of the youth in all countries against society stem in 
large part from their reaction to the fear of servitude to 
an entirely technical and numerical philosophy, typi-
fied by "computer forecasting." For 20 years we have 
pointed out the dangers of defining a rise in the standard 
of living as an increase in commodities and conveniences; 

this is an adult definition, which fails to satisfy youth. 
The young respond intuitively in the manner of someone 
who wants to "stump" a chess machine; they will not 
play the game. 

All this cannot be figured and evaluated in an exact 
manner, and an engineer, with his own unaided methods, 
would risk being as disappointed as Vauban was. 
The outcome of this survey ?s therefore that it is 

necessary to seek out, in public affairs that are likely to 

involve politics, a harmony between the role of the poli-
ticians—who, in the final analysis, make a decision— 

and the role played by engineers, who bring along the 
elements of foresight and decision, with an under-
standing of powerful resources unknown until now. 

The apportionment of these roles will depend on the 
degree of economic development of the country. 

It seems that this is not always an evident truth. In 

his renowned book The New Industrial State,2 J. K. 
Galbraith does not mention the word "engineer" even 

once, and it does not have the honor of appearing at all 
in the index, which however includes a large number of 

entries under "technology" and "technostructure." Gal-
braith defines decision makers by their roles, rather than 

by their education, with emphasis on specialized know-
ledge, but without apparently attaching any special 
importance to the perceptions of the engineer. It is an 
error to confuse the term "technician" with "engineer" 
as the latter is distinguished as a man who makes 
things materialize. This trait is particularly important at 
the present time, because political decisions now waver 
between worship of the past and the adoption of new 
directions, some of the latter being nevertheless just as 
conservative or even more so, though having the appear-
ance of being revolutionary. The engineer is there to 
affirm the potential of the innovation, and to measure its 
importance. 

In regimes other than capitalism, this importance 
of the economic role of the engineer is expressed in other 
terms, but in fact it is just as well attested; we need only to 
cite the importance given to the training of engineers of 
all kinds, and the numbers of engineering students. But 
in politics the role of engineers—as such—remains weak, 
political philosophy still being the controlling factor in 
the government's actions. 

Conclusion 

In truth, there is no longer any public affair that is 
entirely political, nor is there any that is entirely technical. 
This is the case with the great pilot programs for re-
search—such as space, or problems of energy. What 
points this up well for space is the extraordinary reply to 
an opinion poll made in the United States among "aver-
age Americans" after the spectacular results of Apollo II, 
so brilliantly turned to account on the foreign scene: 
56 percent of the people questioned replied that these 

expenses for space are excessive and that they must be re-
duced. The engineers are there to furnish the costs and the 
modalities of the programs. It is up to the government 
to evaluate and to make decisions, after weighing the 
economic—and therefore political—consequences. This, 

in fact, will be one of the incentives for action by engineers 
that will be felt more and more. It will be no longer suffice 
for them to say how to do it; faced with the accelerated 
progress of technology, they will have to advise the politi-
cians on what to do. 

Thus the engineers, inside or outside public affairs, 
must be associated with decisions, to a degree that de-
pends on the nature of the question under debate. To 

ignore this manifest fact is to run into economic, and thus 
political, miscalculations. Engineers should not be unin-

terested in politics. It is not enough for them merely to 
carry out their technical tasks. Therefore I suggest that the 
Federation include in its recommendations for the de-

velopment of engineers a provision concerning their prep-
aration for public affairs, taken in a larger sense than that 
of mere administration. 
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Least-squares estimation: 
from Gauss to Kalman 
The Gaussian concept of estimation by least squares, originally 
stimulated by astronomical studies, has provided the basis for a 
number of estimation theories and techniques during the 
ensuing 170 years—probably none as useful in terms 
of today's requirements as the Kalman filter 

H. W. Sorenson University of California, San Diego 

This discussion is directed to least-squares estimation 

theory, from its inception by Gaussl to its modern 
form, as developed by Kalman.2 To aid in furnishing 
the desired perspective, the contributions and insights 
provided by Gauss are described and related to de-

velopments that have appeared more recently (that is, 
in the 20th century). In the author's opinion, it is en-

, lightening to consider just how far (or how little) we 
have advanced since the initial developments and to 
recognize the truth in the saying that we "stand on the 

shoulders of giants." 

The earliest stimulus for the development of estimation 
theory was apparently provided by astronomical studies 
in which planet and comet motion was studied using tele-
scopic measurement data. The motion of these bodies can 
be completely characterized by six parameters, and the 

estimation problem that was considered was that of in-
ferring the values of these parameters from the measure-
ment data. To solve this problem concerning the revolu-
tion of heavenly bodies, the method of least squares was 
invented by a "young revolutionary" of his day, Karl 
Friedrich Gauss. Gauss was 18 years old at the time of his 
first use of the least-squares method in 1795. 
As happens even today (e.g., the Kalman filter), there 

was considerable controversy in the early 19th century re-
garding the actual inventor of the least-squares method. 
The conflict arose because Gauss did not publish his 
discovery in 1795. Instead, Legendre independently in-
vented the method and published his results in 1806 in 
his book Nouvelles méthodes pour la determination des 
orbites des comètes. It was not until 1809, in his book 
Theoria Motus CorporumCoelestium, that Gauss published 
a detailed description of the least-squares method. How-
ever, in this treatise Gauss mentions Legendre's discus-
sion of least squares and pointedly refers to his own earlier 
use (p. 270, Theoria Motus)*: "Our principle, which we 

* The page numbers here refer to the English translation availa-
able from Dover Publications, Inc.' 

have made use of since the year 1795, has lately been 

published by Legendre in the work Nouvelles méthodes 
pour la determination des orbites des cometes, Paris, 1806, 
where several other properties of this principle have been 
explained which, for the sake of brevity, we here omit." 
This reference angered Legendre who, with great indigna-
tion, wrote to Gauss and complained3 that "Gauss, who 
was already so rich in discoveries, might have had the 
decency not to appropriate the method of least-squares." 
It is interesting to note that Gauss, who is now regarded 
as one of the "giants" of mathematics, felt that he had 
been eclipsed by Legendre and wrote to a friend saying,3 
"It seems to be my fate to concur in nearly all my the-
oretical works with Legendre. So it is in the higher arith-
metic, . . . , and now again in the method of least-squares 
which is also used in Legendre's work and indeed right 
gallantly carried through." Historians have since found 
sufficient evidence to substantiate Gauss' claim of pri-
ority to the least-squares method, so it is Legendre 
rather than Gauss who was eclipsed in this instance and, 
indeed, in general. 

The method of least squares 

The astronomical studies that prompted the invention 
of least squares were described by Gauss in Theoria 
Motus.' The following quotation (p. 249) not only de-

scribes the basic ingredients for Gauss' studies but cap-
tures the essential ingredients for all other data-processing 
studies. "If the astronomical observations and other 

quantities on which the computation of orbits is based 
were absolutely correct, the elements also, whether de-
duced from three or four observations, would be strictly 
accurate (so far indeed as the motion is supposed to take 
place exactly according to the laws of Kepler) and, there-
fore, if other observations were used, they might be 
confirmed but not corrected. But since all our measure-
ments and observations are nothing more than approxi-
mations to the truth, the same must be true of all calcula-
tions resting upon them, and the highest aim of all compu-
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tations made concerning concrete phenomena must be to 
approximate, as nearly as practicable, to the truth. But 
this can be accomplished in no other way than by a suit-
able combination of more observations than the number 
absolutely requisite for the determination of the unknown 
quantities. This problem can only be properly under-
taken when an approximate knowledge of the orbit has 
been already attained, which is afterwards to be cor-

rected so as to satisfy all the observations in the most 
accurate manner possible." 

Let us briefly reconsider some of the ideas contained in 
the preceding statement and relate them to "modern" 
developments. 

I. Gauss refers to the number of observations that are 
absolutely required for the determination of the un-
known quantities. The problem of establishing this mini-

mum number of observations is currently discussed in 
terms of the "observability of the system" and is the 
subject of many papers; see Refs. 4 and 5, for example. 

2. Gauss notes that more observations are required 
than this minimum because of the errors in the measure-
ments and observations. Thus, he notes the need for 

"redundant" data to eliminate the influence of measure-
ment errors. 

3. Gauss implies that the equations of motion must 
be exact descriptions, and therefore the problem of dy-
namic modeling of the system is raised. 

4. Gauss requires that approximate knowledge of the 

orbit be available. This is currently required in virtually 
all practical applications of Kalman filter theory,6 for 

example, and implies the use of some linearization pro-
cedure. 

5. Gauss states that the parameter estimates must 
satisfy the observations in the most accurate manner 
possible. Thus, he calls for the residuals (that is, the 
difference between the observed values and the values 
predicted from the estimates) to be as small as possible. 

6. Gauss refers to the inaccuracy of the observations 

and indicates that the errors are unknown or unknowable 
and thereby sets the stage for probabilistic considerations. 
In doing so, he anticipates most of the modern-day ap-
proaches to estimation problems. 

7. Finally, Gauss refers to the "suitable combination" 
of the observations that will give the most accurate esti-
mates. This is related to the definition of the structure of 

an estimation procedure (i.e., linear or nonlinear filtering) 
and to the definition of the performance criterion. These 
are extremely important considerations in current dis-
cussions of estimation problems. 

As stated earlier, Gauss invented and used the method 
of least squares as his estimation technique. Let us con-

sider Gauss' definition of the method (Ref. 1, page 260). 
He suggested that the most appropriate values for the 

unknown but desired parameters are the most probable 
values, which he defined in the following manner: ". . . the 
most probable value of the unknown quantities will be 
that in which the sum of the squares of the differences be-
tween the actually observed and the computed values 
multiplied by numbers that measure the degree of preci-
sion is a minimum." The difference between the observed 

and computed measurement values is generally called the 
residual. 

To make the discussion more precise, consider the 
following statement of the estimation problem. Suppose 
that rn measurement quantities are available at discrete 

instants of time (t4 /2, t„) and are denoted at each 
time tk as Zk. Suppose that parameters x are to be de-
termined from the data and are related according to 

Zk = HkX Vk (1) 

where the vk represent the measurement errors that occur 
at each observation time. As is seen in Eq. ( 1), the mea-

surement data and the parameters x are assumed here to 
be linearly related, thereby making explicit the assump-

tion that Gauss indicated was necessary in the foregoing 
quotation. 

Denote the estimate of x based on the n data samples , 
I zi, z2, • • •, z,,; as x„. Then, the residual associated with 
the kth measurement is 

rk Zk k = 0,1, • • • , n (2) 

The least-squares method is concerned with determin-

ing the most probable value of x (that is, iin). This most 
probable value is defined as the value that minimizes the 
sum of the squares of the residuals. Thus, choose x so that 

n 

= — E Ezk — Hodrwk[zk — Hkx] 
2 k = 0 (3) 

is minimized. The elements of the matrixes Wk are selected 

to indicate the degree of confidence that one can place in 
the individual measurements. As will be explained more 
fully in the discussion of the Kalman filter, Wk is equiva-
lent to the inverse of the covariance of the measurement 
noise. 

Gauss with his remarkable insight recognized that the 
simple statement of the least-squares method contains the 
germ of countless interesting studies. As he says in 
Theoria Motus (Ref. 1, page 269): "The subject we have 
just treated might give rise to several elegant analytical 
investigations upon which, however, we will not dwell, 
that we may not be too much diverted from our object. 
For the same reason we must reserve for another occasion 
the explanation of the devices by means of which the 
numerical calculations can be rendered more expedi-
tious." Judging by the interest in estimation theory over 
the years, this statement must stand as one of the greatest 

understatements of all time. In passing, we note that the 
Kalman filter can be rightfully regarded as an efficient 
computational solution of the least-squares method. 
Gauss did not merely hypothesize the least-squares 

method; it is interesting to consider his discussion of the 
problem of obtaining the "most probable" estimate as 
an introduction to more modern techniques. First, it is 
significant that he considered the problem from a proba-
bilistic point of view and attempted to define the best 
estimate as the most probable value of the parameters. 
He reasoned that errors in the measurements would be 
independent of each other, so the joint-probability density 
function of the measurement residuals can be expressed 
as the product of the individual density functions 

f(ro,r1, • • •, r.) = i(raf(r1). • •fir.) (4) 

Next, he argued that the density f(rk) would be a normal 
density 

•Vdet W 

—  (2frn exP UZrkTWkrr] (5) 
7  

although he recognized that one never obtains errors of 
infinite magnitude, and thus Eq. (5) is not realistic. 
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However, he rationalized away this difficulty by stating 

(page 259) that: "The function just found cannot, it is 
true, express rigorously the probabilities of the errors for 
since the possible errors are in all cases confined within 

certain limits, the probability of errors exceeding those 
limits ought always to be zero while our formula always 
gives some value. However, this defect, which every 
analytical function must, from its nature, labor under, is 
of no importance in practice because the value of our 
function decreases so rapidly, when [rkrWkrk] has ac-

quired a considerable magnitude, that it can safely be 
considered as vanishing." 
Gauss proceeded by noting that the maximum of the 

probability density function is determined by maximizing 
the logarithm of this function. Thus, he anticipated the 
maximum likelihood method, which was introduced by 
R. A. Fisher7 in 1912 and has been thoroughly investi-
gated up to the present time. It is interesting that Gauss 
rejected the maximum likelihood method' in favor of 
minimizing some function of the difference between esti-
mate and observation, and thereby recast the least-
squares method independent of probability theory. 
However, in maximizing the logarithm of the independent 
and normally distributed residuals, one is led to the 
least-squares problem defined by Eq. (3). 

Kalman filter theory 

Let us now leave the early 19th century and enter the 

20th century. Consider, briefly, some of the major de-
velopments of estimation theory that preceded the intro-
duction of the Kalman filter. As already mentioned, R. A. 
Fisher introduced the idea of maximum likelihood esti-
mation and this has provided food for thought throughout 
the subsequent years. Kolmogorov' in 1941 and Wiener.'" 
in 1942 independently developed a linear minimum 
mean-square estimation technique that received con-

siderable attention and provided the foundation for the 
subsequent development of Kalman filter theory. 

In Wiener-Kolmogorov filter theory, Gauss' inference 
that linear equations must be available for the solution 
of the estimation problem is elevated to the status of an 

explicit assumption. There are, however, many conceptual 
differences (as one would hope after 140 years) between 

Gauss' problem and the problem treated by Wiener and 
Kolmogorov. Not the least of these is the fact that the 
latter considered the estimation problem when measure-
ments are obtained continuously, as well as the discrete-
time problem. To maintain the continuity of the present 
discussion, attention shall be restricted to the discrete 
formulation of Wiener-Kolmogorov (and later Kalman) 
filter theory. 
Consider the problem of estimating a signal s., possibly 

time-varying, from measurement data (zo, zl, • • • , z.), 

where the s. and the I zil are related through knowledge 
of the cross-correlation functions. Assume that the esti-

mate of s„, say â.i., is to be computed as a linear combina-
tion of the z„: 

Lin = E Hn,i Zi 
i = 0 

(6) 

The "filter gains" H„,i are to be chosen so that the 
mean-square error is minimized; that is, choose the 

11.,1 in such a way that 

= ERSn i'n/rY(Srt S" ninA (7) 

is minimized. It is well known" that a necessary and suffi-

cient condition for to minimize Mn is that the error in 
the estimate (i.i. º s. — be orthogonal to the 
measurement data 

= O i = 0, 1, • • •, n (8) 

This is the Wiener-Hopf equation, which is frequently 
written as 

Ets.ziTi = E = 0, 1, • • •, n (9) 
.7=0 

This equation must be solved for the IL in order to 
obtain the gains of the optimal filter. One can rewrite this 
as a vector-matrix equation whose solution, theoretically 
speaking, is straightforward. However, the matrix in-
version that is required becomes computationally im-
practical when n is large. Wiener and Kolmogorov as-
sumed an infinite amount of data (that is, the lower limit 
of the summation is — 03 rather than zero), and assumed 
the system to be stationary. The resulting equations were 
solved using spectral factorization.". 2 
The problem formulated and described here is signifi-

cantly different from Gauss' least-squares problem. First, 
no assumption is imposed that the signal is constant. 
Instead, the signal can be different at each n but can be 
described statistically by the autocorrelation and cross-
correlation functions of the signal and measurement data. 
Second, instead of arguing that the estimate be the most 
probable, a probabilistic version of the least-squares 
method is chosen as the performance index. 

It has been found that Eq. (9) is solved in a relatively 
straightforward manner if one introduces a "shaping 
filter" 13'14 to give a more explicit description of the signal. 
In particular, suppose that the signal and measurement 
processes are assumed to have the following structure. 
The measurements are described by 

= 111x, ± (10) 

where y1 is a white-noise sequence (that is, y, is both 
mutually independent and independent of x,). The 
system state vector x, is assumed to be described as a 
dynamic system having the form 

eDi+1,iXj W1 (11) 

where w, represents a white-noise sequence. Note that if 
the noise w. is identically zero and if is the identity 
matrix, then the state is a constant for all i and one has re-
turned basically to the system assumed by Gauss. With 

the system described by Eqs. ( 10) and (11), the known 
statistics for the initial state xo, and the noise sequences 
w,1 and I v,1, one can proceed to the solution of Eq. (9). 
Although the weighting function for the filter can be 

determined, a new solution must be generated for each n. 
It seems intuitively reasonable that estimates of s.+1 (or 
x„_F,) could be derived, given a new measurement z.+1, 
from i'„/„ and z.+1 rather than from zo, zi, • • • , z., z.+1, 
since 'in/ ,, is based on the data (zo, z,• • •, z.). In 1955 
J. W. Follin'5 at Johns Hopkins University suggested a 
recursive approach based on this idea, which he carried 
out for a specific system. This approach had immediate 
appeal and essentially laid the foundation for the de-
velopments that are now referred to as the Kalman filter. 
It is clear (for example, see Ref. 16, p. 129) that Follin's 
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work provided a direct stimulus for the work of Richard 
Bucy, which led to his subsequent collaboration with 
Kalman in the continuous-time version of the filter 
equations.'7 As frequently happens, the time was ripe for 

this approach, because several other people independently 
investigated recursive filter and prediction methods; 
see, for example, Refs. 18 and 19. Also, the method of 
stochastic approximation" was introduced and being 
studied for related problems" during this period. 
Kalman published his first paper on discrete-time, re-

cursive mean-square filtering in 1960.2 It is interesting to 
note that, analogous to the Gauss-Legendre squabble 
concerning priority of the least-squares method, there is a 
difference of opinion concerning the originator of the 

Kalman filter. Peter Swerling published a RAND 
Corporation memorandum in 1958'8 describing a re-
cursive procedure for orbit determination. Of further 
interest is the fact that orbit determination problems 
provided the stimulus for both Gauss' work and more 
modern-day developments. Swerling's method is es-

sentially the same as Kalman's except that the equation 
used to update the error covariance matrix has a slightly 
more cumbersome form. After Kalman had published his 
paper and it had attained considerable fame, Swerling" 
wrote a letter to the AIAA Journal claiming priority for 
the Kalman filter equations. It appears, however, that his 
plea has fallen on deaf ears. 

The developments beginning with Wiener's work and 
culminating with Kalman's reflect fundamentally the 
changes that have occurred in control systems theory 
during this period. In the "classical control theory," the 
emphasis was on the analysis and synthesis of systems in 
terms of their input-output characteristics. The basic 
tools used for these problems were the Laplace and Four-
ier transforms. The original formulation and solution of 
the Wiener-Kolmogorov filtering problem is consistent 
with this basic approach. More recent developments have 
stressed the "state-space" approach, in which one deals 
with the basic system that gives rise to the observed out-

put. It represents in many ways a return to Gauss' ap-
proach, since he referred to the dynamic modeling 
problem as noted earlier. Also, the state-space approach 
makes use of difference and differential equations rather 
than the integral equations of the classical approach. 

Although the two approaches are mathematically 
equivalent, it seems to be more satisfying to work with 
differential equations (probably since dynamical systems 
are generally described in this manner). 

At this point, let us summarize the Kalman filtering 
problem and its solution. The system that is considered is 
composed of two essential ingredients. First, the state is 
assumed to be described by 

XL+1 ibk-}-1,k XL (11') 

and the measurement data are related to the state by 

Z1, = HkXk Vk (10') 

where { wk.} and { vk represent independent white-noise 
sequences. The initial state xo has a mean value ieo/_, and 
covariance matrix P01_, and is independent of the plant 
and measurement noise sequences. The noise sequences 
have zero mean and second-order statistics described by 

evkv,r] = Rk&k, Liwkw, 71 = Q41547 

L[v,tw,T] = 0 for all k,j 

where Sk, is the Kronecker delta. 

An estimate iik/k of the state xk is to he computed from 
the data zo, z1,• • •, zk so as to minimize the mean-square 
error in the estimate. The estimate that accomplishes this 
is to be computed as an explicit function only of the 

measurement zk and the previous best estimate ik-Ijk-l• 
This approach leads to a recursive solution that provides 
an estimate that is equivalent to the estimate obtained by 
processing all of the data simultaneously but reduces the 
data-handling requirements. The estimate of the signal 

is given by 

Sk = HkXk 

SO, =  HkXklk (13) 

(12) 

The solution of this recursive, linear, mean-square 
estimation problem can be determined from the or-
thogonality principle given in Eq. (8), as well as in a large 
variety of other ways, and is presented below. This sys-
tem of equations has come to be known as the Kalman 
filter. The estimate is given as the linear combination of 
the estimate predicted in the absence of new data, or 

= 

and the residual rk. Thus, the mean-square estimate is 

Xklk = Kk[Xk Hkebk,k-IXk-Ilk-1] (14) 

The gain matrix Kk can be considered as being chosen to 
minimize FIY; -,--k Çiklk) T(Xk Xklk)] and is given by 

Kk = PkIk- IHk r(HkPkIk- lHk r Rk) i (15) 

The matrix P is the covariance of the error in the pre-
dicted estimate and is given by 

=  LUX k ik/k - 1)(Xk -  k- (16) 

el.k/L-IPL-1/4-1(1,k.k-iT Qk-1 (17) 

The PkIk is the covariance of the error in the estimate 
ik/k • 

Pklk = E[Xk - klk)(Xk - klk) T1 

= Pk/A-I KkHkPk/k-I 

(18) 

(19) 

Equations ( 14), ( 15), ( 17), and (19) form the system of 
equations comprising the Kalman filter. 2,8 

Kalman filter theory—a perspective 

Let us relate elements of this problem to Gauss' earlier 
arguments. First, Kalman assumes that the noise is 

independent from one sampling time to the next. But 
it is clear from Eq. (5) that this is equivalent to assuming 
that the residual (zk - Hkxk) is independent between 
sampling times and therefore agrees with Gauss' as-
sumption. Next, the noise and initial state are essentially 
assumed by Kalman to be Gaussian. The linearity of the 
system causes the state and measurements to be Gaussian 
at each sampling time. Thus the residual is Gaussian, as 

Gauss assumed. Therefore, one sees that the basic as-
sumptions of Gauss and Kalman are identical except that 
the latter allows the state to change from one time to the 
next. This difference introduces a nontrivial modification 
to Gauss' problem but one that can be treated within a 

least-squares framework if the noise 1 wk 1 is considered as 
the error in the plant model at each stage. In particular, 

one can formulate the least-squares problem as that of 
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choosing the estimates itlk and the plant errors wk to 
minimize the modified least-squares performance index. 

1 
L. = - (x0 - a)TA,10-1(xo - a) 

2 

" + - E (zi - - 
2 = 0 

1 n - 1 E 

subject to the constraint 

Xk = (1)k,k- 1X1r- 1 Wk - 1 

,T Q, - (20) 

(21) 

Note that the first term essentially describes the uncer-
tainty in the initial state. If one has no a priori informa-
tion, then M 0-1 is identically zero and the term vanishes. 
Similarly, if there is no error in the plant equation, Q, --' 
is identically zero so this term vanishes. Then Eq. (20) is 
seen to reduce to Gauss' least-squares problem, as given 
in Eq. (3). The weighting matrices M 0-1, R,-,, and Q.-' 
represent the matrix inverses of the a priori covariance 
matrices if a probabilistic interpretation is desired. 
One can obtain a recursive solution to the problem of 

minimizing (20) by noting that 

L. = L.-1+ -1 (z. - H.x.)TR.-1(z. - 
2 

and by then proceeding inductively starting with n = 0 to 
obtain recursion relations for the least-square estimate." 
If this is done, the Kalman filter equations are obtained. 
It is then indicated that, for this linear problem, de-

terministic least-squares estimation theory and the 
probabilistically based mean-square estimation theory are 
equivalent. Further, the problem of minimizing Eq. (22) 

is seen to give the most probable estimate for this system. 
Since the Kalman filter represents essentially a re-

cursive solution of Gauss' original least-squares problem, 

it is reasonable to consider the substance of Kalman's 
contribution and attempt to put it into perspective. It 

cannot be denied that there has been a substantial con-
tribution if for no other reason than the large number of 
theoretical and practical studies that it has initiated. I 

suggest that the contribution is significant for two basic 
reasons: 

1. The Kalman filter equations provide an extremely 
convenient procedure for digital computer implementa-
tion. One can develop a computer program using the 
Kalman filter in a direct manner that (initially, at least) 
requires little understanding of the theory that led to their 

development. There are well-established numerical 
procedures for solving differential equations, so the 
engineer does not have to be worried about this problem. 
By contrast, the solution of the Wiener-Hopf equation 
and the implementation of the Wiener-Kolmogorov 
filter must be regarded as more difficult or there would 
have been no need for the Kalman filter. Since Gauss was 
very concerned with the computational aspects of least-

squares applications, one can imagine that he would 
appreciate the computational benefits of the Kalman 
filter. 

2. Kalman posed the problem in a general framework 
that has had a unifying influence on known results. 

Further, one can analyze the behavior of the estimates 
within the general framework and thereby obtain signifi-
cant insights into the results obtained from computa-
tional studies. There has been a veritable "explosion" of 
theoretical papers that have recognizable roots in 
Kalman's work and thereby testify to the richness of his 
formulation. 

Finally, a third reason for the popularity might be 
considered, although it is less tangible in character than 
the other two. It is worth noting that Kalman recognized 
the potential of his results, whereas others working in 
the area either did not or were not as successful in com-
municating the intrinsic worth of recursive filtering to 
others. One cannot overemphasize the value of recog-
nizing and successfully communicating significant new 
results. 
The Kalman filter, which assumes linear systems, has 

found its greatest application to nonlinear systems. It is 
generally used in these problems by assuming knowledge 
of an approximate solution (as Gauss proposed) and by 
describing the deviations from the reference by linear 
equations. The approximate linear model that is obtained 

forms the basis for the Kalman filter utilization. Com-
monly, such applications are accomplished with great 
success but, on occasion, unsatisfactory results are ob-
tained because a phenomenon known as divergence oc-
curs. 24.25 

Divergence is said to occur when the error covariance 
matrix PL computed by the filter becomes unjustifiably 

small compared with the actual error in the estimate. 
When Pk becomes small, it causes the gain matrix to be-
come too small and new measurement data are given too 
little weight. As a result, the plant model becomes more 
important in determining the estimate than are the data 

and any errors in the model can build up over a period of 
time and cause a significant degradation in the accuracy 
of the estimate. This happens most commonly when the 
plant is assumed to be error-free (i.e., wk = 0 for all k). 
If the model were perfect and contained no random or 
model errors, then the vanishing of the error covariance 
matrix would be desirable and would represent the fact 
that the state could be determined precisely if sufficient 
redundant data were processed. However, it is naive at 
best to assume that any physical system can be modeled 
precisely, so it is necessary to account for model errors. 

Thus, it has become good practice always to include the 
plant error or noise term wk. It should be emphasized 
that divergence does not occur because of any fault of 
the filter. If the system were actually linear, Kalman' 
showed that the filter equations are stable under very 
reasonable conditions. Thus, the divergence is a direct 
consequence of the errors introduced by the linear ap-
proximation. 
To reduce approximation errors, the so-called "ex-

tended Kalman filter" is generally used in practice. In 
this case the nonlinear system is linearized by employing 

the best estimates of the state vector as the reference 
values used at each stage for the linearization. For 
example, at time tk--1, the estimate is used as the 
reference in obtaining the transition matrix CF,,,-,. This 
approximation is utilized in Eq. (17) to obtain the Kal-

man error covariance PkIk-1. The estimate is given by 

= fk(î1c- Ilk-- 1) (23) 

where fk is used to denote the nonlinear plant equation. 
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In most cases it is obtained as the solution of an ordinary 
differential equation that describes the plant behavior. 
The processing of the data obtained at tk is accomplished 
in a similar manner. The estimate serves as the 
reference for the determination of a linear approximation 

to the nonlinear measurement equation. The matrix 
H5 is used in Eqs. ( 15) and ( 19) to determine the gain 
and error covariance matrices Kk and Pk1L. The filtered 
estimate is then given by 

Xklk = Xkl5-1 K5[Z5 h5(515- (24) 

where hk is used to denote the measurement nonlinearity; 
that is, the measurement is assumed to be described by 

= h5(x5) V5 (25) 

Through the use of the extended Kalman filter, one can 
hope to eliminate or reduce divergence. Note, however, 
that the P515-1 and P515 matrices are still linear approxi-
mations of the true error covariance matrices. Further, 
the nonlinear models fk and hk are themselves approxima-
tions of the actual physical system, so modeling errors 
can still exist. Thus, the extended Kalman filter does not 
insure the elimination of the divergence problem. 

In a practical application one does not know the error 
in the state estimate, so there are grounds for uneasiness 
in using this method. Of course, the same type of problem 
must be considered in any least-squares application and 
we can return to Gauss for the means of judging the 
behavior of the filter. Recall that he said that the esti-
mates should satisfy all the observations in the most 
accurate manner possible. Thus, one is led to further 
consideration of the residuals as a measure of filter per-
formance. Kailathz6 pointed out recently that the residual 
sequence (z5 — 14)41k-1) is a white-noise sequence. Since 
the residual can be computed explicitly, it can be examined 
at each stage to verify that the residual (or innovations) 
sequence has the appropriate statistical characteristics. 
A method of controlling the divergence, based on the 

residuals, has been proposed27.28 in which the plant and 
measurement noise covariance matrices Qk and Rk are 
chosen in a manner that is appropriate to cause the 
residuals to have the desired properties. But this method 
is essentially the same as choosing the least-squares 
weighting matrices as a reflection of the accuracy of the 
measurements (or plant). Thus, the least-squares aspect 
continues to dominate the practical application of the 
method. 
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At the crossroads in 
air-traffic control 

II. The view from the ground—instrument-
landing systems, automated ground control, 
en route automation, introduction to collision-
avoidance systems, positive-control 
airspace, improved communications, 
sToLports, and terminal navigational aids 

The urgent need for greater safety in handling 
flight operations has spurred the acceleration of programs for 

the installation of numerous automated control systems 
and other electronic equipment 

Gordon D. Friedlander staff Writer 

Last February, the U.S. Congress authorized the FAA 
to spend initially $2.5 billion for the improvement of 
ATC equipment. This sum reportedly includes $ 1.7 
billion for new electronic systems. The appropriation 
is part of a $5 billion trust fund package for airways 
and airport development that is now being hammered 
out by a joint Senate and House conference commit-
tee. A large percentage of the total appropriation will 
be expended on additional en route ATC sectors, ter-

minal area automation, en route navigational systems, 
and improved UHF and VHF communications chan-
nels. In addition, collision-avoidance systems (CAS), 
instrument-landing systems (ILS), and automatic 
weather-sensing equipment will either be further de-

veloped or installed. The first installment of this three-
part series dealt primarily with the functions of the 
ARTS installations and the Common IFR Room in the 

New York terminal area. In this piece, we will examine 
other systems and aspects of the FAA's plans for the 

present decade. 

Back in 1929, Lt. Gen. James Doolittle, USAF 

(Ret.), then a civilian pilot, made a blind landing at 

Mitchell Field. But today—more than 40 years later— 
civil aviation aircraft cannot land under such conditions. 

A fair percentage of civil aircraft have been approved for 
Category 1* (200-foot, or 61-meter, ceiling decision height; 
2400-foot, or 730-meter, forward visibility) airport ap-

proaches, but a much smaller percentage have been ap-
proved for Category II (100-foot, or 30-meter, ceiling 
decision height; 1200-foot, or 365-meter, forward visi-
bility) landings. And although considerable advances were 
made during the 1960s toward the development of opera-
tional zero-zero (Category III) landing systems, the ob-
jective has not yet been attained for commercial air 

carriers. 
As of now, only eight airports are authorized for Cate-

gory II operations, which require runways equipped with 
FAA-approved ILS ground-guidance lighting and trans-
missometers (both of which will be discussed later in this 

installment). 

As explained in Part 1 of this series, some of the terms or 
acronyms used by the FAA may be unfamiliar to the reader. Thus 
a glossary is provided on p.83. The term, when initially used in this 
installment, will be italicized in boldface to indicate its inclusion 
in the glossary. 
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TVOR or VORTAC 

Localizer (ILS) 

Airport surface - 
detection 
equipment 
radar (ASDE) 

Approach- lighting 
(AIS) system 
[1400 ft (430m)] 

Visual-approach 
slope indicator 
(VASI) 

Runways 

Precision approach 
radar antenna 
(PAR) 

Runway end identifier Runway visual range 
lights ( REILS) receiver (RVR) 

Glide-slope 
d, (-Y.-- facility ( ILS) 

RVR /-
transmitter 

Taxiways 

Note 2 

Control tower and 
radar-equipment room 

Middle Outer 
marker marker 

Pole- mounted 
inner marker 

Approach- lighting system 
[3000 ft (915 m)] 

Airport- surveillance 
radar antenna (ASR) 

Airport rotating 
Notes: 0 —beacon 

1. Cable distance from PAR antenna to the radar equipment room shall not exceed 10000 ft (3050 m). 

2. Cable distance from ASR antenna to the radar equipment room shall not exceed 12000 ft (3680 m). 

3. Ducts should be installed under paved areas to facilitate installation of power and control 
cable to ATC 8, N facilities. 

4. Distance measuring equipment (DME) may be colocated at the ILS glide-slope site,where 
operationally required. 

FIGURE 1. Typical location plan for terminal air-traffic control and navigational facilities. 

FIGURE 2. Pilot's view of a landing approach on an illuminated instrument-landing system 
(ILS) runway at the Washington (D.C.) National Airport. 

Instrument-landing system 
for precision instrument approaches 

There are approximately 280 instrument-landing sys-
tems presently in service at airports in the U.S. An addi-
tional 123 ILSs are programmed for installation by the 
end of the current fiscal year, and a total of 1355 systems 
(FAA, plus military) are planned by the end of 1979. 
The purpose of the ILS in a precision approach pro-

cedure is to provide electronic-instrument guidance to the 
pilot so that a properly equipped aircraft (a description 
of the on-board instrumentation will be given in Part Ill 

of this series) can attain the exact alignment and angle of 
descent on its final approach for landing. 2 Figure 1 shows 
the facilities required at an ILS-equipped airport. These 
include a localizer, glide-slope facility, and outer- and 
middle-marker beacons. Other components normally as-

sociated and used in conjunction with the system are a 
compass locator (comw), placed at the outer-marker site; 
an approach lighting system; and other visual aids. In ad-
dition, at certain airports, distance-measuring equipment 
(DM E) is installed when operational requirements indicate 
its inclusion. Figure 2 is an aerial photo of an ILS run-
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.111r 

Note: 

I. Direction of 
approach 

Antenna array 

Area-A 

Transmitter shelter 

Areas A and B are clear and free of trees, buildings, roads, 
metallic fences, and overhead utility lines. All large ob-
jects existing or proposed on the airport, and especially 
adjacent to the ILS runway, may be detrimental to the 
operation of the localizer, and should be reported to the 
FAA. 

FIGURE 3. Layout plan for a typical ILS localizer. 

way and ancillary terminal navigational aids (NAvAtos) 
at the Washington National Airport. 
The site facilities criterions indicated in Fig. 1 are ap-

plicable to both Category I and Category H operations. 
The FAA recommends that such ILS facilities be installed 
at sites that will not be affected, for at least five years, by 
further runway, taxiway, or building construction that 
could necessitate the relocation of the system. 
System components and related equipment. To give 

the reader a comprehensive idea of the functions and 
interaction of the various ILS components and equip-

ment shown in the Fig. 1 line diagram, let's start with 
the— 
ILS localizer.* The localizer facility is used to provide 

alignment or lateral course guidance for landing an air-
craft on an ILS runway. The major elements of the equip-
ment are the antenna array, transmitting gear, monitor 
field detectors, and the transmitter shelter. A typical in-
stallation is shown in the Fig. 3 sketch. The present stan-
dard antenna system authorized for FAA procurement is 

the V-ring array. f 
The location of the localizer's antenna array is of prime 

importance; thus it is generally placed on the extended 
centerline of the runway (at the opposite end of the direc-
tion of approaching aircraft). The array should be suffi-
ciently beyond the runway to ensure that the specifications 
stipulated in note 1 of Fig. 3 will be met. The illustration 
also shows the siting criterions for the transmitter shelter, 
which may be placed on either side of the antenna array, 
depending upon local terrain conditions, access roads, or 
clearance requirements from other existing facilities. The 
antenna array may be elevated to provide better signals 
in the approach zone. 

Glide-slope facility. The principal elements of the ILS 
glide-slope (or glide-path) facility are 

* Localizers are assigned on 20 channels at odd tenths of a 
megahertz in the 108- 112-MHz band. The course position is 
established by the sideband and carrier radiation patterns super-
imposed in space to produce 150- and 90-Hz components in the 
aircraft receivers for crosspointer "fly left-fly right" indications, 
respectively. The conventional localizer employs a 200-watt trans-
mitter. 
t The V-ring antenna installation, since it is directive, offers a 
reduction in course bends caused by reflections, and reduced power 
requirements for a given field intensity. 

400 ft 1 1000 ft (305 m), or to i 
the end of runway,  c I( )(  

(122 m) whichever is greater 

----T-

10 ft .....-- 10 200 ft 61 m) 

200 ft Trans- s'..., (3 m)..-- 
(61 m) mitter shelter 

Glide-slope..-
antenn.9 ----- le_500 ft....j 

r (152 m) 1 
I 

1200 ft 
(61 m) 

200 ft (61 m) 

. 250 ft (76 m) to 650 ft ( 198 m) for Ca egory I-ILS 
D = 400 ft ( 122 m) to 650 ft ( 198 m) for Category II-ILS 

Notes: 
1. It is desirable that the glide-slope 

transmitter, antenna, and associated 
equipment be installed on the 
runway side that is free ot taxiways, 
intersecting run-
ways, aprons, or where the least number 
of aircraft would be taxiing or warming 
up on the approach side of the facility. 

2. All indicated shaded areas shall be 
clear of all objects such as buildings, 
trees, roads, metallic fences, overhead 
utility lines, and similar above-ground 
construction. 

1000 ft (305 m), or to 
airport boundary,  
whichever is less  

'ILS runway threshold 

Direction of 
N—  approach 

3. C3 This marked area, in addition 
to the requirements of note 2, 
must be clear of taxiways. 
runways, aprons. etc.. to ensure 
monitor system stability. 

4. I:3 This area shall be clear of all 
objects as given in note 2. 
with the exception of airport 
roads, which are under airport 
control. 

FIGURE 4. Layout plan and specifications for 
ILS glide-slope installation. 

a typ;cal 

FIGURE 5. Sketches ( in elevation) showing dimensional 

and angular criterions for glide-slope systems installed 
under various site terrain conditions. 

••Up-slope" 
area 

G.S. antenna G.S. antenna 

5 miles 

(8 km) 

Site 1: Ideal 

G.S. antenna "Up-slope 
area 

0 to 
-1° 

to 5000 5000 ft (305-1525 m) 

1( 1000 ft to )1 

5000 ft (305-1525 m) 

Site 2: Terrain slopes upward above initial 
terrain- projected. 

0 to 
+1° 

Site 3: Terrain slopes upward below initial 
terrain-projected. 

"Up-slope" area 
G.S. antenna 

k1000 ft to ,j 5000 ft 1 
(305-1525 m) 

Site 5: Combination of sites 2 and 3 

G.S. antenna 

le Less than 
700 ft.(214 m) 

Site 4: No up- slope area and 
limited terrain in front of 
array. 

Approximate percentage 
of total sites 

Site 1 Site 2 Site 3 Site 4 Site 5 

5 20 15 15 45 

Null reference all very few few none very few 

Sideband reference all few many very few few 

Capture effect all most most none most 
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Glide- path 
antenna array 

/e 
V- ring localizer 
antenna array 

1000 ft 
(305 m) 

600 ft 
(183 m) 

Glide- path carrier 
(328.6-335.4 MHz) 

Sideband 

SB+90 
-150 

SB - 90 
- 150 

90 Hz 

SB - 90 
- 150 --

SB+90 
+150 

Ncte: 
S.13: Sideband 

C.Carrier 

Runway 

C 90 
-150 

Localizer carrier pattern 
(108-112 MHz) 

Sideband 
pattern 

FIGURE 6. Carrier and sideband radiation patterns for both glide- slope and localizer facili-

ties along a typical ILS-equipped runway. 

I. The transmitting antenna mast. 
2. A transmitter shelter. 
3. A monitor antenna array. 
The null reference is the basic type of glide-slope sys-

tem; the sideband references and the capture-effect system 
are modifications made necessary by undesirable site con-
ditions (see Fig. 4). 
The glide-slope equipment is installed alongside the 

ILS runway, usually 500 feet ( 153 meters)—but not more 
than 1200 feet (366 meters)—inward from the landing 
strip threshold. Dimensional siting criterions, and layout 
of the antenna system, transmitter equipment shelter, and 
monitor equipment areas are shown in Figs. 4 and 5. 

Glide-slope facilities use authorized channels3 assigned 
at 0.3-MHz intervals in the 328.6- to 335.4-MHz band. 

I. ILS marker beacon data and location criterions 

Type Fu nction 
Nominal 
Location 

In the conventional null-reference facility, sideband radi-
ation from the upper, horizontally polarized antenna pro-
duces a series of vertical lobes, phased alternately so that 
the aircraft detects 150/90-Hz "fly up—fly down" signals 
whenever the plane is below or above a nominal 2.5 de-
grees null on-path, respectively. Carrier power is fed to a 
lower antenna to produce a vertical lobe that is super-
imposed about the two lower-sideband lobes, thereby 
effectively reinforcing and canceling fields to generate the 
path-guidance components. 

Figure 6 shows the carrier and sideband radiation pat-
terns for both the glide-slope and localizer (with V-ring 
antenna array) facilities along a typical ILS-equipped 
runway. 
Marker beacons. Table I summarizes the criterions 

Location 
Tolerances 

Operational 
Requirement 

Outer marker 

Middle marker 

Inner marker 
(pole-mounted) 

Marks intercept point of 
glide-slope and minimum-
holding altitude 

Marks decision- height point 
for Category I operations 

The intercept ±800 feet (244 meters) lat-
point eral and longitudinal 

The decision-
height point 

±300 feet (91 meters) lat-
eral and ± 500 (152 meters) 
feet longitudinal 

Required for Category I 
and Category II ILS loca-
tions 

Required for Category I 
and Category II ILS loca-
tions 

Marks decision- height point See note no. 1 ±25 feet (7.5 meters) lat- Required only for Category 
for Category II operations eral and longitudinal II ILS locations 

1. ILS inner marker antenna is located at the point where glide-slope elevation is 100 feet (30.5 meters) above the elevation of the highest 
point in 3000-ft (914-meter) runway touchdown zone. 

2. Radar (ASR and PAR) and DME may be used as a substitute for outer marker under certain circumstances. 
3. The outer marker may be approximately 4 to 7 miles (6.4-11.3 km) from the ILS landing threshold, while the middle marker may be 

approximately 3500 feet (1070 meters) from the same threshold. 
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3000 zt.. 50 ft (305 -± 15 m) 

1500 ± 50 ft (458 rt- 15 m) 

10 ft (3 m) max. 

—0- —0---  -0 

Touchdown zone lights 

o  

Runway 

ZV e— — Normally 10 ft (3 m) 

Runway edge lights 
Threshold bar 

1000 ± 50 ft (305 -± 15 m) 

9 side-row bars,-red lights 
one row each side of ALS 
centerline, 100-ft (31-m) spacing 

18 ft-4 in (5.6 m) 

18 ft-4 in 
(5.6 m) 

11- — 1- — 

I 
Sta. 
1+00 

Sta. 
5+00 

500-ft 
(153-m) bar 

35 ft 15 ft 
(11 m) (4.5 m),„,, 

f1- 0\\X 
35 ft 
(11 m) - 

- --I-
35  ft 
(11 m) 

Sta. 
10+00 

1000 ft (305-m) bar 

21 flashers 

il 

2 

-Ei• -El• - -fi• 
Sta 
15+00 

30 centerline bars.-white lights, 100-ft (31-m) spacing 

Symbols 

si „"  " i( continuous row of green 
lights, 5-ft ( 1.5-m) spacing 

5 white lights, 401/2 -in (93-cm) spacing 

8 white lights, 5-ft ( 1.5-m) spacing 

Sta. 
30+00 

4 white lights, 5- ft ( 1.5-m) spacing 

IM 3 red lights, 5-ft ( 1.5-m) spacing 

• Sequenced flasher 

FIGURE 7. Lighting scheme ALSF-2, for principal air-carrier airports that meet the FAA 

requirements for Category II approach ca 3ability. 

for the various ILS marker beacons for Category I and 
Category II locations. A simplified and compact marker 
beacon that has been developed recently includes a solid-
state transmitter, antenna, and power supply, all of which 

are mounted on a single pole. 
Compass locator (COMLO). As an auxiliary aid to 

the ILS system, a nondirectional radio beacon may be 
colocated at the outer marker (Fig. 1) to establish a final 
navigational fix for the approaching aircraft. Such facili-
ties are classified as compass locators and are designated 
as LOM (locator outer marker). 

Distance-measuring equipment (DME). Although the 
DME is not presently considered as an integral compo-
nent of an ILS-equipped runway, it may be installed in 
conjunction with that system to provide the aircraft's 
pilot with instantaneous distance information during his 
approach to the runway touchdown point. If DME is 
used, it is generally located at the glide-slope site, and it 
may serve as a substitute for the outer marker. This is 

sometimes necessary in situations where the ILS approach 
path is over water, or at locations where no feasible site is 

available for the outer marker. Usually, the DME is 
housed in a separate shelter; its power and control cir-
cuits are provided by the glide-slope facility. The DME 
antenna is mounted on a mast that may be affixed to the 
shelter or ground-mounted. No special site-clearance re-
quirements need be observed if the DME is located at 

the glide-slope site. 
«se 

A precision DME for Category III operations is now 
under development, but detailed information on it is not 
yet available. Present FAA plans call for the installation 

of 532 additional terminal DMEs-399 colocated with 

ILSs, and 146 with TVORs, in the 1970s. 

Approach lighting systems CALS) 

There are numerous FAA-approved lighting system 
layouts and configurations at the various airports in the 
U.S. We will be concerned in this article, however, only 
with those schemes applicable to Category I and Category 

II ILS systems. 
The lighting configuration plan, designated ALSF-1, 

is for airports with Category I ILS capability. 
Essentially, these are air-carrier airports that handle jet 
aircraft with landing speeds of 141 knots (262 km/h) or 
more, but less than 166 knots (308 km/h); and whose 
weights are 150 000 pounds (68 000 kg), or more. This 
scheme is also required if an airport anticipates serving 
such aircraft within the next three years. The lights in 
this scheme extend for about 3000 feet (915 meters) be-

yond the approach end of the ILS-equipped runway. 
Figure 7 is the lighting plan (ALSF-2) for principal 

air-carrier airports that meet the FAA requirements for 

Category II approach capability. 

Air-traffic control 
towers and related facilities 

The ATC tower is the focal point for the safe control of 
aircraft operations in the designated sector of its airspace 
and the movement of vehicles and aircraft within the 
maneuvering area of the airport. The specific criterions 
for the siting and height determination of these structures 

are 
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Localizer 
f-È Instrument runway 

Direction of 
approach 

Centerline of azimuth 
antenna screen 

PAR bldg. 

60 ft 
(18.3 m) 

Minimum 1000 ft 
(305 m) 

400 to 750 ft 
(122- 228 m) 

ri 

PAR site 

Typical PAR site location plan 

8 ft - 8 in. (2.6 m) 
Cupola for azimuth antenna height 
elevation antenna 

400 to 750 ft 
(122 - 228 m) 

Typical transverse section of PAR site 

Runway rade î  
60 ft 

Ç (18.3 m) 
Instrument runway 

30 ft 
(9.2 m) 

40 ft 
(12.2 m) 

Notes: 

1. The antenna will be located so that the runway will be scanned in an 
area back of the point of touchdown for a minimum distance of 1000 feet (305 m) 
for a one. approach facility and 500 feet ( 153 m) when the facility serves more 
than one approach. 

2. Minimum height of azimuth antenna measured with respect to elevation of 
runway centerline at point directly opposite antenna shelter. 

FIGURE 8. Typical precision approach radar (PAR) 

layout and dimensional criterions. 

FIGURE 9. Siting criterions for runway visual- range 

(RVR) transmissometer system. 

1. The attainment of maximum visibility from the 
tower cab of airborne traffic patterns. 

2. A clear, unobstructed, and direct view of the ap-
proach to the ends of the primary instrument runway and 
all other active runways and landing areas. 

3. Complete visibility and adequate depth perception 
by ATC personnel of all airport surface areas utilized in 
aircraft ground movement. 
Under the present FAA plan, 140 new ATC towers will 

be built, for a total of 521 towers in operation by 1980. 
And in this decade, 80 existing towers will be relocated to 
meet the aforementioned siting criterions, and 90 existing 
structures will be improved by the installation of more 
sophisticated electronic gear. 

Airport surface-detection equipment (ASDE). Airport 
surface-detection radar is used to permit ATC personnel 
to observe and control aircraft and vehicular ground 
traffic on the airport under all weather conditions. The 
FAA plans to reactivate present nonoperational ASDE 
equipment and to modify such installations to accommo-
date visual-display equipment in ATC towers. The 
ASDE system is a vital part of the proposed automated 
ground-control (AGC) scheme, which will be explored a 
bit later in this piece. 

Precision approach radar (PAR). The PAR unit en-
ables an air-traffic controller to monitor the approach 
end of runways (refer to Fig. 1), and it may also be used 
to provide the controller with an information base for 

Reài-vei71150 ft (46 m)min-.- 
Taxiway - --k—t 

Transmitter 
Alternate site 
for RVR units ....z E 
at this location tNi 

250 ft (76 m) -.  
Cs.1 

IL— -il  RCP ? 

4 Glide 
Direction of slope ele, g 
approach 175 ft (54 tri) st 

min 
Receiver 

2259 to 5582 ft 
(660-1700 m)— 

See note 1 

Point of touchdown 

PAR antenna 
7 / building 

140 ft 
(42.7 m) 

PAR site plan 

optimum - 8a 

and minimum zsetitte 16e 

15 k 

3 
5 e,) 

Runway 

Optimum eesee=------ - 
and minimum Desirable site 

Transmitter for RVR units 
at this location 

250 ft ( 76 m) 

Notes: 

1. Transmitter shall not be located more than 500 feet ( 152 m) from 
runway centerline, unless approved. 

2. The reference-control point (RCP) is the intersection point of the 
runway centerline with the perpendicular intercept through the glide. 
slope building or trailer. 

3. The RVR units shall be within 1500 feet (458 m) of the RCP when 
located down the runway from the ILS approach end. 

voice-communicated precision-approach instructions to 
an incoming aircraft. The PAR facility is housed in a 
special transceiver building that is situated according to 
the sketches and specifications shown in Fig. 8. 

The PAR transmission operates in the range of 9000--
9180 MHz. 

Transmissometer facilities 
for runway visual range (RVR) 

A transmissometer is essentially an optical device for 
the determination of RVR during adverse weather con-
ditions. The placement of a transmissometer near the 
touchdown area of an ILS runway provides for the mea-
surement of visibility in the runway touchdown zone in 
terms of feet of RVR. Thus the RVR value indicates to 

74 WEE spectrum JULY 1970 



II. Statistical data base, ground-control communications 

Num Number 

ber of of 

- Airport Aircraft Contacts 

Avg. Length 
of Communi-

cations 
Contact 
Cycle, 
seconds 

Avg. 
Channel 

Occupancy 
per Frequency Controller Guidance 

Aircraft, Utilization, Utilization, Information, 
seconds percent percent seconds 

LGA 

EWR 

JFK 

ORD 

191 
136 

222 

494 
328 
523 

10 
10 
10 

* ORD data analyzed only with respect 
to message category and content. 

26 
24 
27 

70 
46 
71 

63 
65 
59 

Airport code letters 
LGA = New York LaGuardia 
EWR = Newark Municipal 

Control Other 
Information, Information, 
seconds seconds 

766 

358 

959 

962 

1590 
1021 
1473 
1078 

749 
697 
606 
534 

JFK = New York Kennedy International 
ORD = Chicago O'Hare International 

the pilot the horizontal distance down the runway that 
may be seen upon landing. The RVR is calibrated by the 

sighting or visibility of the high-intensity runway edge 
lights (see Fig. 7) by the pilot. For example, "2400 
RVR" indicates that approximately 2400 feet (730 
meters) of runway edge lights are visible_ For Category 
I ILS runways, RVR is not usually necessary, but it is 

required for Category II ILS runways. 
A basic transmissometer system consists of a computer, 

transmitter, receiver, and recording instruments. The 
transmitter directs a beam of light to the receiver instru-
ment that is about 250 feet (76 meters) away. The re-
ceiver unit then sends an electronic signal by cable to 
readout and recording instruments in the control tower 
cab. Operating personnel in the cab can then inform ap-

proaching pilots of the actual visibility conditions on the 
runway in terms of RVR in feet. Figure 9 shows the 
siting criterions for a typical transmissometer system. 

NAVAIDS for nonprecision 
instrument approaches* 

Although there are five systems presently in use to 
assist general aviation aircraft in making instrument ap-
proaches, spatial constraints permit only the description 
of two systems that are extensively employed. 

Terminal VHF omnirange transmission (TVOR). The 
VHF omnirange (VOR) is the standard electronic NAVAID 
used throughout the airway system to provide azimuth 
(magnetic bearing) guidance to aircraft equipped with stan-
dard instrumentation, but without electronic glide-slope 
capability. The TVOR system is usually installed to estab-
lish a nonprecision instrument approach procedure assis-
tance, which enhances the IFR potential of general avia-

tion aircraft. 
A TVOR site is preferably located so that the facility 

will provide guidance to the approach ends of runways. 

This criterion may be met by selecting a location adjacent 
to the intersection of the principal runways (see Fig. 1). 
Ideally, the TVOR site should be at the highest ground 
in the vicinity, and there should be no conflicting 
objects within a radius of 3000 feet (915 meters) of the 
antenna. 
The TVOR transmission is authorized on even tenths 

of a megahertz' in the 108-112-MHz band. The conven-
tional omnirange utilizes a 200-watt transmitter to radiate 

a reference signal, a variable signal, voice, and identifica-

* See glossary for definition of term, under nonprecision ap-

proach procedure. 

tion. The carrier energy is fed in such a manner as to pro-
duce an omnidirectional radiation pattern, whereas the 
sideband energy is fed in a way to produce a space pattern 
(cardioid), which rotates at a 30-Hz rate. As an aircraft 
flies around the VOR, it makes a continuous phase mea-
surement of the reference signal received. The same air-
craft receiver is commonly used for both VOR and 
localizer reception, with alternate circuitry for the dif-
ferent modulation frequencies and course widths. 

Nondirectional beacon (NDB). The NDB transmits 
nondirectional signals on which a pilot may take a bearing 
by using the automatic direction-finder equipment in the 
aircraft to "home in" on the destination airport. The 
NDB facility consists of a small transmitter building and 
a special wire-antenna system that is carried by two poles 
spaced about 250 feet (76 meters) apart. Above-ground 
structures and airport appurtenances rarely cause inter-
ference with the performance of an on-airport NDB. 

Automated ground control 

The FAA recently initiated a program for the develop-
ment of an all-weather automated ground-control (AGC) 
system. The objective is to afford both aircraft and ground 
vehicles the necessary data to maneuver safely on the air-
port surface. The AGC system should have the capability 
of locating the position of an object anywhere on the air-
field. Thus ATC personnel could be provided with con-
stantly updated positional information on all aircraft and 
vehicles in motion or at rest within the airport operational 

areas. 
As a prerequisite to embarking upon one version of the 

new system design, present airport surface-traffic pat-
terns were analyzed to define the existing problems and 
deficiencies. One such analysis revealed some startling 
statistics. For example, in the area of ground-control 
communications, voice transcript studies from four of the 

FAA's most active control towers (Table H) indicated 
that, for the largest number of aircraft handled in a one-
hour period (222 at Kennedy International), the ground-
control channel-occupancy time reached 71 percent—a 
percentage that approaches critical conditions. Table H 
also shows that about 10 seconds is required for an aver-
age communication between a pilot and a controller, and 
about three such contacts were necessary for each air-
craft. Thus there was a total channel occupancy time of 
about 30 seconds per aircraft. Now, if we multiply 523 
(the number of contacts at JFK) by 10 (average length of 

commttnication contact cycle), the product is 5230 
seconds—but there are only 3600 seconds in an hour! 
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FIGURE 10. A — An airport facsimile map display serves 
as the master control panel for a proposed automated 
ground-control (AGC) system. B—Up to 50 taxiway 
lights can be activated when the controller moves a 
magnetic stylus in the grooves along a selected route 
on the master control map. 

FIGURE 11. Sketch showing signal lights embedded 
along the taxiway in one version of an AGC system. 

Therefore, one can readily see that the theoretical number 
of aircraft handled (assuming a 100 percent channel 
occupancy, which cannot be attained) is far below the 
222 indicated in the table. 

These—and other—data conclusively indicate that the 
present ground-traffic congestion, plus the inevitable 
future increase, presents a hazardous picture. Also, more 
and more aircraft will be operating out of the line of 
sight of tower cab controllers. For instance, the operation 
of the 747 superjets may block areas of the field either 
from the controller's vision or from ASDE radar detec-
tion. And the 747s, with tail structures about 60 feet (18 
meters) high, will temporarily cut off portions of the air-
port from view. 

The FAA's analysis isolated the two basic ground-con-
trol functions—control and guidance—which must be 
handled by any future automated system. Each of these 
functions consists of three subroutines: information 
acquisition, information processing, and response. 
How the basic functions are presently handled. In ap-

plying the control function, the controller acquires infor-
mation by means of visual observations, pilot and driver 

reports, and weather and meteorological predictions. 
And, at about 11 U.S. airports, ASDE radar provides 
assistance for low-visibility and night operations. But it is 
the controller who processes all of these data, and he re-

sponds by voice-communicating pertinent information 
and instructions to pilots. 

In the guidance function, the pilot or ground vehicle 
driver acquires positional information by the controller's 
instructions and by observing airport signs, lights, and 
other markings. He processes these data and responds by 
maneuvering his aircraft or vehicle according to verbal 
instructions and visual signals. 
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Thus it is apparent that, in the present ground-control 

operations, human eyes and ears handle the bulk of the 
data acquisition, human minds do the data processing, 
and human response and reaction are required for the 

safe and efficient maneuvering of ground traffic. Unfor-
tunately, as the volume of traffic increases, the human 
factor becomes overburdened and the margin for human 
error increases. 

Some proposed versions of AGC. An article in the 

January 1970 issue of The Journal of Air Traffic Control,' 
by Walter S. Luffsey and Terence B. Wendel of the FAA 
System Research and Development Service, describes one 
of a number of proposed AGC systems (designated 
ARROW—air routing right of way—and developed by the 
E. W. Bliss Co.. Canton, Ohio). which utilizes an airport 
facsimile map display [Fig. 10(A)] as one of its com-
ponents. The master display actually serves as a lighting 

control panel on which a controller can activate up to 50 
taxiway lights by moving a magnetic stylus in grooves 
[Fig. 10(B)] along the selected route. Pilots could use this 
information to maneuver their planes along a cleared 

taxiway or runway as shown in the Fig. 11 sketch. If an 
emergency stop is indicated, red lights, embedded along 

76 
IEEE Spectrum JULY 1970 



or• 

the pavement, are flashed on as a stop order. Yellow 
signal lights would serve as a directional command. No 

voice communication would be needed. 
The map display, which would be analogous to a rail-

road's centralized traffic-control (CTC) system, shows 
which field signals are in use; it would also indicate 

outages. 
In another system approach, Fig. 11 also shows the sur-

face-embedded sensors that could detect aircraft and vehi-
cles on the airport movement area. These sensors would 
activate corresponding signal lights on the control display 
to follow the position and route of each plane or vehicle 
along its assigned path. Tests conducted at Kennedy In-
ternational last year indicated that induction loops, em-
bedded across the taxiway pavement, are satisfactory for 

the sensing function. 
The next phase in this AGC proposal is the incorpora-

tion of simple logic elements that will trigger audio and 

video alarms to warn ATC personnel of any irregular or 
hazardous situation. The logic unit would also permit 
the selective designation of preferred, alternate, or pri-

ority routings. 
The alarm logic would activate a flashing red light at 

the appropriate analog point on the master map display, 
and this same light—plus an audio signal—would be 

activated if any aircraft or vehicle fails to proceed as 
directed. This built-in fail-safe alarm system would be 
triggered, for example, if an aircraft or vehicle crosses a 
detection point on an intersection approach where a stop 
order has been given; if an instruction is entered that 
creates a conflict with a vehicle already detected inside the 

affected route; if vehicle headway time decreases to indi-
cate an "overtaking" situation; or if an aircraft or vehicle 

fails to activate the next detector in sequence within the 
required time by making an unauthorized stop. 

Regular arrival and departure routes for a given run-
way operation could be temporarily overridden by pri-

ority logic resetting to permit abnormal or special opera-

tions. 
At several of the nation's busiest airports, the volume 

of surface traffic would exceed the data input and pro-
cessing capabilities of a simple logic system. Thus a digi-
tal computer could be added to the system for the neces-
sary information processing, display, and field-signal 

operations. 
The computer would 
1. Accept positional inputs. 
2. Determine the suitability of field signals. 

3. Update the master-control display. 
4. Track aircraft and vehicles, and assign routings 

based on speed and priority considerations. 

In addition, routing conflicts could be predicted and 

resolved by priority queuing, and alarms would be auto-
matically tripped in emergency situations whenever logic 
inputs appeared unreasonable for processing. The con-
troller would then become essentially a monitor and fail-
safe backup (by means of manual intervention) in what 
would be, for all intents and purposes, an automatic 

system. 

Airport operations under extremely poor visibility con-
ditions may necessitate the use of a reduced visibility 
guidance and control subsystem; one such concept is 
shown in Fig. 12. Here, dual forward-looking sensors 
would detect signals (in the 1.75-2.25-µm range) from the 

centerline lighting systems in the runways and taxiways. 

The two sensors, mounted symmetrically on each side of 
the aircraft, would compare the signal strength of each 
light; any signal-strength differential would deflect a 
needle on the pilot's "left-right" indicator. And as each 
surface light is approached by the plane, its signal 
strength would increase to a peak intensity. These peaks 
would activate a digital counter (one count per light). If 
the count is started from a known reference position, it 
could provide the pilot with data for planning his taxi 
route, assessing his progress, and anticipating maneuvers 

and turns. 
The use of another sensor, operating in the 0.75-1.0-gm 

range, could detect stop signals and activate an audio/ 
video alarm in an aircraft's cockpit. 
A comprehensive block diagram of the total operation 

of this AGC system is shown in Fig. 13. 
An alternative system. The "taxi-guidance" system, 

originally developed by Bliss for the U.S. Navy's jets, has 

been modified for commercial airport use.' This AGC 
scheme, unlike ARROW, requires several elements to be 
mounted in the aircraft: a position-error transducer, a 
control box, hydraulic-steering control, and hydraulic 
brake-manifolds. 
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Two parallel wires, embedded in the taxiway, afford the 
primary reference path. A low current passed through 
these conductors creates a magnetic flux field whose 
strength is proportional to the perpendicular distance 
from the parallel wires. The magnetic field is detected by 
sensors mounted on the plane's nose landing wheel, which 
is used for steering when the aircraft is on the ground. 
Thus the nose wheel is guided electronically down the 
centerline of the taxiway as the pilot controls the air-
craft's speed. If there is any deviation in the course of the 
plane from this centerline, the hydraulic brakes are auto-
matically applied. 

FIGURE 14. An airborne EROS pod package installed in 
the missile well of a McDonnell Douglas F-4 Phantom Il 
fighter-bomber. The pod is an essential component of the 
EROS I collision-avoidance system. 

FIGURE 15. A controller at an EROS flight-following 
station locates an aircraft participatng in the CAS 
hierarchy. He identifies the target blip on his PPI scope 
by means of a light- pencil detector. By pressing a target 
blip-augmentation button on the console, the target 
will "broom" on the scope for easy pcsitil.e readout. 

A few out of many. The AGC systems just described 
are but a few of a number of possible approaches to the 
solution of present surface-traffic difficulties. Numerous 
studies and tradeoffs will have to be made among many 
diverse concepts to arrive at the synthesis of a practicable 
future system. The FAA hopes that, by 1974, a fully de-
veloped ground-traffic system will be in operation at 
major airports. 

Introduction to collision-avoidance systems (CAS) 

At the present time, the FAA is initially planning the 
construction of 65 CAS ground stations. The final number 
and priority of their installation, however, has not yet 
been established. It is no secret that CAS has long been 
an elusive desideratum of the commercial airlines. The 
initial efforts date back to the mid-air collision of two air 
carriers over the Grand Canyon in 1956, and the de-
velopmental push was accelerated when two airliners 
collided over New York City in December 1960. 
The early systems were based on the military station-

keeping concept (also called "formation flight-separation 
control"). And it is an airborne control concept that still 
has considerable validity. In fact, Sierra Research Corp., 
Buffalo, N.Y., believes that stationkeeping could have 
commercial applications if our airways become so con-
gested that large groups of air carriers and private air-
craft are required to move in convoy formations between 
major cities. Another adaptation of the principle might be 
in reducing landing intervals during peak hours, when 
many aircraft must be guided down safely, in close order, 
at a major airport under poor visibility conditions. Sierra 
proposes an airborne system that can display a flight 
formation of up to 36 aircraft on an instrument-panel-
mounted PPI (plan—position indicator). The device, 
presently used on military C-130 transports, could be 
modified and simplified for installation in air carriers and 
general aviation aircraft. 

Present-day subsonic air carriers can approach each 
other, on diametrically opposed courses, at relative clos-
ing velocities of more than 1200 mi/h (1935 km/h). Thus 
any operational CAS demands a precision, synchronized 
time-reference clock base. 

The EROS I system. In 1962, McDonnell Douglas 
Corp. developed its first Eliminate Range Zero System 
(Enos I) for military aircraft applications ("Range Zero" 
being a mid-air collision!). Basically, the system consists 
of two packages: an airborne pod, installed in a fighter-
bomber's missile well (Fig. 14); and a flight-following 
ground station ( Fig. 15), which consists of a console, a 
master oscillator, and a transceiving direction-finding 
antenna with a parametric amplifier. The transmitter con-
sists of a frequency multiplier and a pulse-modulated 
five-stage power amplifier. The multiplier accepts a basic 
5-MHz reference signal input and multiplies it to obtain 
the transmitted frequency of 1545 MHz. The transmitter 
output is 1000 watts. 

The ground station antenna consists of a separate 
transmitting antenna and receiving antenna mounted on 
the same tower. Bearing information is acquired by feed-
ing a coaxial waveguide, with a discone-type receiving 
antenna, and the processing of two resultant orthogonal, 
coaxial waveguide modes. 

A three-channel parametric amplifier provides amplifi-
cation to permit efficient system performance up to a 
line-of-sight range of 140 nautical miles (260 km). The 
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receiver accepts parametric amplifier outputs at 1545 
MHz and generates from these the video signal and phase-
related signals from which range, altitude, and azimuth 
information is derived. A central timer unit (atop console 
in Fig. 15) provides accurate time-base signals for use by 
other system components. The reference frequency is de-
rived from a 5-MHz oscillator, with a stability of one part 

in 101° per 24 hours. [This degree of precision measure-
ment in defining the relative positions among various 

combinations of aircraft is equivalent to 0.2-ja accuracy. 
These one-way (ranging) radar measurements are updated 

every 2 seconds.] 
The ground station may be operated in conjunction 

with the airborne pods to provide various aircraft identi-
fication and to transmit the synchronization signal from 
the master oscillator to airborne units. The station may 
also be used to generate and transmit a test sequence for 
preflight ramp checkout of the CAS. 
EROS I in operation. The EROS I gives pilots of military 

aircraft 60 seconds' warning of a potential collision 
with another ERos-equipped plane.5 This is followed 
by a simple "escape" command: either "fly up," "fly 
down," or "level off." The system functions when air-
craft are turning, climbing, descending, or in level flight. 
EROS I will afford adequate warning to converging air-

craft at closing speeds up to Mach 4 (four times the speed 
of sound). 

Figure 16 illustrates the function of the EROS I system 

••••. 

FIGURE 16. Diagrams of how the McDonnell Douglas 
EROS CAS functions in three different situations. In the 
top sketch, the aircraft on the left gets "fly-down" sig-
nal; one on the right gets " fly-up" as the result of both 
aircraft being on a collision course at the same altitude. 
In the center drawing, a three-plane situation is pre-

sented in which the " man in the middle" gets signal to 
maintain altitude, while other two receive appropriate 
"down" and " up" commands. In the bottom diagram, 
the climbing aircraft receives a " level-off" signal to 
avoid the level-flying aircraft above. 

in three classic situations. In the top sketch, the plane on 
the left gets the "fly-down" signal; the one on the right 
receives "fly-up" instructions as the consequence of the 
two aircraft meeting at the same altitude. System fail-safe 
techniques preclude any possibility of ambiguity in sig-
nals. In the center sketch, a three-plane situation is indi-
cated, in which case the "man in the middle" gets the 
signal to maintain his altitude, while the other two re-
ceive appropriate down and up commands. The bottom 
diagram shows the climbing aircraft on the right receiving 
a "level-off" signal to avoid the level-flying aircraft on 
the left. Note that the level aircraft receives no signal 
command since the climbing aircraft has been diverted 
prior to entering the "guarded airspace" zone of the level-

flying plane. 
To explain and illustrate the instrumentation in more 

detail (Fig. 17), let us assume the first of the three classic 
situations just mentioned. At the 60-second warning time 
mark, the pilots receive an audio alarm signal. Simul-
taneously, the pilot of one of the involved aircraft gets 

a command signal (in the form of a flashing red arrow) 
telling him to climb, while the pilot of the other aircraft 

is instructed to dive, thereby avoiding a potential mid-air 
collision. 

Evaluation of airborne CAS 

On March 20, 1970, the "Flight Test and Evaluation of 
Airborne Collision Avoidance System" summary report, 
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ments for safe operation under IFR or VFR conditions. 
Acceleration of automation. An FAA bulletin, released 

last March, states that "semiautomated ATC systems, 
now being implemented nationwide, must be substan-
tially upgraded if they are even to accommodate the 

aviation growth of the 1970s." The basis of the bulletin 
was the report of the Secretary of Transportation's Air 
Traffic Control Advisory Committee. 
The report identifies three critical problem areas that 

must be resolved if aviation growth is to continue with-
out constraints: the shortage of air-terminal capacity in 

handling the present rate of increase in air operations, 
the need for new means of ensuring separation between 
airborne aircraft (fully dependable and operational CAS 

systems), and the limited capacity and increasing cost of 
air-traffic control. 

In noting the increasing public resistance to new airport 

construction near metropolitan areas, the report indi-

FIGURE 18. Multistory structure at London's Heathrow 
Airport serves as carrier for high-mounted 50-cm all-
weather radar system. 

cates that it is feasible to "more than double the capacity 
of existing airports through the use of parallel runways, 
high-speed turnoffs, advanced terminal automation, and 
reduced longitudinal separation between aircraft on final 
approach for landing." The document optimistically pre-
dicts that the computer technology available by 1975 
"will be adequate to cope with twice the projected 1995 
traffic." (This forecast and other observations contained 
in the report will undoubtedly be considered open to de-
bate by the air-traffic controllers and other interested 
parties.) 

A glimpse of some ATC equipment for 
foreign installations: English, Swiss, Canadian 

Rooftop radar for London airport. The multistory 
structure, shown in Fig. 18 (a combination aircraft work-
shop and car park), at London's Heathrow Airport will 

house a Marconi 50-cm radar system. Installed 100 feet 
(30.5 meters) above grade, it will have a clear, unob-
structed electronic view for the surveillance of aircraft 
leaving the field. The radar will also serve as an approach 
control under adverse weather conditions. The set is de-
signed to perform without pronounced echo or clutter 
effects. It has a power range of approximately 160 nauti-
cal miles (256 km). 

The radar, designated S650, is one of Marconi's fourth-
generation 50-cm models designed for use in monitoring 
aircraft departures and holding-approach patterns. It is 
an all-solid-state system and operates in the frequency 

range of 580-610 MHz. The transmitter's peak power out-
put is 500 kW (at up to 550 pulses per second). Struc-
turally, the 7- by 91/4 - by 21/4-foot (2.15- by 2.85- by 0.7-
meter) antenna is designed to withstand a wind velocity 
of 120 knots (222 km/h). 

Visual range equipment at Gatwick. The first fully 
automated overseas system for the assessment of visi-
bility on airport runways was recently installed at Gat-
wick (England). The GEC-Marconi Electronics Instru-
mented Runway Visual Range (IVR) system will make 
Gatwick the United Kingdom's first airport to have the 
continuous fully automatic reporting of visual range, as 
recommended by the fifth Air Navigation Conference. At 
the present time, the system is operating in an evaluation 
mode, but when it becomes fully operational it will prob-
ably eliminate the human assessment of visual range 

(which is presently accomplished by an observer who 
counts the number of runway lights he is able to see under 
varying weather conditions). 

The observer method cannot achieve the data rate 
necessary for IFR approaches under minimal Category 11 
conditions. By comparison, the automatic IVR system 
makes such observations every 1.5 seconds, and collects 
data from several points along the runway. From this in-
formation, a mosaic pattern of the overall weather situ-
ation emerges. 

The Gatwick IVR system is based upon photoelectric 
measurements of the atmospheric transmission of light at 
three points along a runway: at each end, and at the mid-
point. The equipment consists of three field sensor sites 

alongside the runway, a data-processing complex in the 
electronics area of the control tower, and a number of 

readout indicators in consoles in the control center. 

The field sensors measure the intensity of light trans-
mittance by using optical transmissometers. Each trans-
missometer has a transmitter and receiver colocated at 

e 

e 
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one end of a base line, with a tetrahedral mirror at the 
other end. This arrangement enables reference values of 
transmission to be established by passing light internally 
from transmitter to receiver. The constancy of the ex-
ternal path is assured by a unique air-flushing system, 
which maintains a shield of filtered dry air in front of the 
lens and mirror. Measured transmittance is then digi-

tized in the field so that it can be relayed to the computer 
in the control center over ordinary telephone lines. 
Two other blocks of information must also be provided 

to the computer in making the calculation of visual 
range: the level at which the runway lighting is set, and 
the general background brightness. The latter is measured 

in the field by a background luminence monitor (a digital 
photometer developed for this IVR system). 

It should be emphasized, however, that these equip-
ments are counterparts of RVR systems presently in use 

in the United States and thus do not necessarily represent 
more advanced techniques or a higher degree of automa-

tion than domestic installations. 
Radars for the Swiss government. ITT Gilfillan, 

through its subsidiary, Standard Telephone and Radio of 
Zurich, has a contract to supply its "Quadradar" all-
weather system to the Swiss government. The Quadra-
dar is a complete terminal-area air-traffic-control system 
with four principal capabilities: terminal-area air 
surveillance, precision-approach control, height deter-
mination, and aircraft taxi information. The equipment 
has been use-tested under the extreme weather conditions 
of the Arctic and Antarctic and, like the U.S. Post Office 
motto, "neither sleet nor snow nor gloom of night" 

seems to bother this radar system in helping to land air-
craft in the most adverse climatological conditions. Each 
of its four display modes can be individually selected. 
Thus, in low-density traffic situations, a single controller 
can perform services equivalent to those of larger-capacity 
equipment with multiple operator positions. 

All-weather system for Canadian armed forces. A new 
air-traffic-control radar system, consisting of a Marconi 
23-cm radar, has been ordered by the Canadian Depart-
ment of Supply and Services to provide all-weather ap-
proach-guidance and terminal-area monitoring facilities 

for the Canadian Forces base at Comox, B.C. 
Comox is a difficult site for a radar installation as it 

has one of the highest yearly rainfall rates in Canada and 
it is surrounded by a ring of mountains. The Canadian 
Department of National Defence decided to replace the 
existing 10-cm radar equipment with the 23-cm radar to 

reduce both ground and weather clutter on the video 
screens. Performance in bad weather is generally im-
proved at longer wavelengths; however, frequency alloca-
tions prevented the use of the unique 50-cm radar. 

The new equipment uses a dual-beam aerial system to 

provide an overlapping aerial pattern by combining the 
high and low cover beams from a single antenna. This 

feature is designed to reduce ground clutter and "ghosts" 
on the display, while simultaneously maintaining a high 

signal strength over a very wide vertical sector. The lower 
beam only is used for transmitting the radar pulses, but 

both the upper and lower beams are employed for return 
echo reception. The signals are returned to a common 
receiving system by means of a high-speed switch that 
operates at a predetermined time after each transmitted 

radar pulse. 
The system is arranged to accept radar returns from 

short-range targets, via the high beam, to eliminate 
ground clutter. For longer-range targets, the low-beam 

antenna is selected. The changeover could be set, for ex-

ample, at about 15 nautical miles (28 km). 

An alibi in advance of Part Ill 

The writer (from previous experience) anticipates com-
ments from some readers taking him to task for failing to 
mention certain systems in use by the FAA for air-traffic 
control. Unfortunately, this is inevitable, since the length 
limitation of this installment precludes a discussion of all 
such systems or equipment. To do so would fill more than 
a book—and indeed it does, in the FAA's manuals that 
describe the full range of electronic systems presently in 

use. 
Further, if anyone has been left suspended in midair 

with insufficient visibility as to the function of the air-
borne instrumentation that is required in an IFR ap-

proach to an ILS runway, or CAS, grab onto a skyhook 
and be patient for another month, when the complete 
explanation of on-board systems will bring you safely to 
earth in Part III—appropriately titled: "The View from 

the Cockpit." 

Appendix. Glossary 
Category I (operational performance). Operations 

down to minimums of 200 feet (61 meters) decision height 

and 2400 feet (730 meters) runway visual range (RVR), 
with a high probability of approach success. When RVR 
is not available, one-half mile (0.8 km) is intended. (With 
respect to the operation of aircraft, decision height is the 
altitude at which a decision must be made, during an ILS 
or PAR instrument approach, either to continue the ap-
proach or abort. This height is expressed in feet above 
mean sea level, and for Category II ILS operation, the 
decision height is additionally expressed as a radio 

altimeter indication.) 
Category II (operational performance). Operations 

down to minimums below 200 feet decision height and 
2400 feet RVR, and to as low as 100 feet (30 meters) 

decision height and 1200 feet (365 meters) RVR, with a 
high probability of approach success. 

Nonprecision approach procedure. A standard instru-
ment approach in which no electronic glide slope is pro-

vided. 
Precision approach procedure. A standard instrument 

approach in which an electronic glide slope is provided, 
either by the ILS or by precision approach radar (PAR). 

Terminal navigational aids (NAVAIDS). The elec-
tronic facilities established on or in the immediate vicinity 

of an airport that enable a pilot, when using compatible 
airborne equipment, to execute the instrument approach 
or approaches authorized for the airport by the FAA. 
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New product applications 
Graphical system aids design of circuit mask 
layouts and enables automatic artwork generation 

The Design Assistant is a new in-

teractive graphical system that allows 
a user to generate and work with a 

computer representation of circuit 
mask layouts. When a composite lay-

out is complete, the system auto-

matically produces data describing 

the individual mask levels. These data 

are used directly for automatic art-
work generation and design documen-

tation. The new system increases the 
efficiency of the design and layout 

process, and eliminates the need for 
laborious and error- prone mechanical 

FREEHAND input to design assistant. 

BASIC system components. 

data capturing and the need for man-

ual preparation of data for automatic 

artwork generation. 

The new system includes a graphics 

terminal—a Computek storage tube 

display, keyboard, and data tablet— 

and an IBM 1130 computer. No user 
programming is required and soft-

ware interfaces are available for a 

variety of artwork equipment. 

In a typical application of the sys-
tem, the user begins by retrieving his 

layout from the disk and displ-ays it 

on the storage tube. He then manip-

ulates the displayed layout by specify-
ing a particular composite that he 

wishes to view. Thus, he can display 

an arbitrary composite of individual 

levels, any portion of the composite, 

or some of the composite or any de-

gree of detail. The user-specified view 
of the layout is displayed on the stor-

age tube within seconds after the dis-
play command is given. 

The user interacts with the system 

with symbols drawn freehand on the 

data tablet with an electronic stylus. 
These symbols give commands to the 
system and indicate positions of ele-

ments and components. The hand-

drawn symbols may be of each user's 

own choosing and design. The cor-
respondence between symbols and 

layout editing commands is estab-

lished with a portion of the program. 

Storage tube 
Basic design assistant 

.... 'Keyboard 

Data ianian  
  tablet 

Design 
assistant 
program 

IBM 1130 

Removable disk 

Digitizer/ 

Aut °mat ic 
artwork 

generation 

Calcomp 

Gerber 

D. W. Mann 

Optional on design assistant 

ICDSD 
Paper tape 

I ruepr oiler 

I 

I Magnes 
I Card reader punch tape 

4— — 4- — - t- ± -<- — -<- — E- — -<- -11 -<- — -4- — -E- — -+ 

Plotter 

Hard copy documentation  IF  

The user can add to a layout's pre-

viously defined library components. 

When a library component is added to 

a layout, the system quickly updates 
the display and all appropriate indi-

vidual levels. Layout editing capabili-

ties include adding, deleting, stretch-

ing, shrinking, rotating, flipping, and 
moving of selected components. 

Changes to a component are reflected 
as changes to all individual levels on 

which the component is defined. For 

example, when a transistor is deleted 
from the layout, its emitter, base, base 

insert, contacts, and contact cuts are 

all deleted from the appropriate levels. 

The library is the heart of the sys-

tem. Components that are placed in 

the actual layout are selected by the 
user from one of his previously de-

fined libraries. The first step in using 
the system is to define a library. The 

system has facilities for several differ-
ent libraries, each of which has its 

basic components and previously de-
fined cells. The multiple library capa-

bility allows the user to use the sys-

tem for many different types of work. 

For example, one library may be used 

for construction of layouts for MOS 

circuits and a different layout used 
for bipolar circuits. The system will 

allow over 32 000 components to be 

included in a layout. 
More information is available from 

Applicon Incorporated, 83 Second 

Ave., Burlington, Mass. 01803. 

Circle No. 85 on Reader Service Card 

DISPLAY of a three-input ECL gate. 
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