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Pseudo-Random and Random Test Signals
Using digital techniques, fhis precision low-frequency
noise generator can synthesize repeatable, controllable,
pseudo-random noise patterns as well as truly random noise.

By George C. Anderson, Brian W. Finnie and Gordon T. Roberts

A 
LMOST EVERY NATURAL AND MAN-MAUE SvsrElr  is

fL subject to random disturbances under normal oper-

ating conditions. Consequently, it is often appropriate,

and sometimes essential, to t€st a system with random

test signals rather than with the sine waves that are so

fami l iar  to  e lect r ica l  engineers.
Many of the areas of application for random test

signals lie outside the field of electrical engineering.
Examples are biomedical phenomena, vibration, aero-
dynamics, and seismology. However, a growing number
of electrical problems fall into this same category.

For example, it is much more appropriate to test a
multi-channel telephone system with random noise sim-
ulating each speech signal, than to use a number of sine
waves. The problem of communicating with deep space
probes is another subject that can be adequately treatcd
only by means of statistical techniques.

From the mathematical viewpoint, there-
fore, there are good reasons for
using noise as a test signal. Yet,
despite the fact that adequate

theories have been developed,

the introduction of test methods
based on these theories has been

delayed by a lack of suitable,
convenient test equipment.

Chief among the many factors
responsible for this state of af-
fairs is that conventional noise generators employ 'natu-

ra l '  no ise sources such as gas-d ischarge tubes and

tenperature-limited diodes. The statistics of the noise

signals produced by these sources are not very stable,
well-defined, or controllable. The problem is most severe

at low audio and sub-audio frequencies, where much

of the current interest in noise testing is focused.

To circumvent these deficiencies, the development of

a new low-frequency noise generator was undertaken.

The result of this development program is the instrument

shown in Fig. 1. It is not a'natural'noise source; it is a
precision noise generator which synthesizes noise and
noise-like (pseudo-random) signals by a controllable dig-
ital process. As a result, the characteristics of its output
can be specified accurately and varied to fit the measure-
ment situation.

This new measurement tool will realize its full potential
only after people understand it and begin to see how
they can use it to solve their problems. We hope to ac-
celerate this process by describing how the new noise

senerator works and some of the thinss it can do.
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Fig. 1. A precision digitaL instruntent, Model 3722A
Noise G atterator synthesizes rcpeated pseudo-random rtoise-like
pattcrns or non-tepeating random noise, Binary
(two-levcl) arrd Guussiatt (ntulti-level) outputs ure generated.

Ampl i tudes and bandwidths ol  output . r  and Iengths of
pseutlo-randont patte n6 are variable.
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Specifying Noise

How can noise be specified?

Simple deterministic signals can be completely speci-
fied by a small number of parameters. For example, dc
is specified by only one parameter. A step function is
specified by two parameters - amplitude and time. And
a sine wave is specified by three parameters-amplitude,

frequency, and phase.

Random signals, on the other hand, can't be completely
specified by a finite number of parameters. But we still
need some way of describing them, so we resort to statis-
tical descriptions which tell us about the average be-
havior of the signals.

The simplest statistic of a noise signal is its mean-
square value or, equivalently, its rms value. This param-
eter is quite easy to measure, provided that we have an
instrument with a true square-law response. We also have
to carry out the averaging process over a long enough
time to reduce the statistical variance of the results to
an acceptably small value.

Power Density Spectrum

Another statistical description of a random signal that
isn't difficult to measure is its power density spectrum.
This tells us how the noise power contributed by separate
frequency components of the signal is distributed over
the frequency spectrum. It should have units of watts
per unit bandwidth, but it is common practice in noise
theory to consider (amplitude), as the unit of power. For
electrical signals, this gives the power density spectrum
units of Y'/Hz.*

A power density spectrum is shown in Fig. 2. The
total area under this curve gives the total power con-
tained in the signal. The power contributed by all fre-
quency components in any band, say from f, to fr, is
equal to the area under the power density curve between
f, and f, (shaded area in Fig. 2). Power density spectra
can be measured experimentally with a narrow-band,
constant-bandwidth wave analyzer tollowed by a true
square-law meter with a long averaging time.
*This inconsistency in the uni ts of  power is  unaccepiable to some engineers;  they
reconci le the di f f icul ty  by assuming a one-ohm load resistance.

COVef: Model 180A osci l loscope (bottom) disptays
a port ion of pseudo-random Gaussian noise pattern gen-
erated by Model 3722A Noise Generator (center). Top
instrument is a display unit from new HP Model 5400A
Mult i-channel Analyzer, which wil l  be described in a
future issue of the HewletfPackard Journal. Here the
Analyzer displays the probabil i ty density function of the
noise generator 's Gaussian output.

FREQUENCY (Hz)

Fig.2. Typical power density spectrum lor a random sig-
nal Total area under curve is mean-square value of signal,
usually spoken ol as'powef in noise theory. Shaded area
is power in the Jrequency band I, to 1,.

It is important to notice that the power density spec-
trum is not the same as the power spectrum. The former
has units of Y'/Hz. The latter is just the square of the
amplitude spectrum and has units of Vr. The power
spectrum is used to describe signals which have a finite
number of discrete frequency components. The ampli-
tude or (amplitude)'9 of each component can be repre-
sented by a line of the proper length on the graph. But
when the signal is a complex random waveform, the
power spectrum has to have an infinite number of lines,
all of zero amplitude. Thus the power spectrum shrinks
to zero for a random signal. The power density spectrum,
however, does not disappear.

Noise which contains equal amounts of all frequencies
is called 'white' noise, by analogy to white light. White
noise has a power density spectrum which is simply a
horizontal line representing some non-zero value of
power per unit bandwidth. Truly white noise, which has
infinite bandwidth and therefore infinite power, is never
found in physical systems, which always have finite band-
widths. We usually call noise 'white' if it has a flat power
density spectrum over the band of interest.

Probability Density Functions

The power density spectrum tells us how the energy
of a signal is distributed in frequency. But it doesn't
specify the signal uniquely, nor does it tell us very much
about how the amplitude of the signal varies with time.
That the spectrum doesn't specify the signal uniquely
is a consequence of the fact that it contains no phase
information. Two periodic signals, for example, have the
same power spectrum if they both contain the same fre-
quency components at the same amplitudes. But if the
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Fig. 3. Probability density lunction tells what proportion
ol time is spent by signal at various amplitudes. Shaded
area in (a) is equal to proportiott ol time spent by signal
between x, and x,. Gaussian probability density function
(b) is common to many natural disturbances.

phase of just one component of one signal is shifted with

respect to the phase of the corresponding component

of the other, the two signals can have drastically different

lvaveforms.
A statistic of a signal that gives waveshape information

and is independent of the spectrum is the probability

density function, or pdf (see Fig. 3). The pdf tells us
what proportion of time, on the average, is spent by the
signal at various amplitudes.

The area under a pdf between any two amplitudes x,
and xe is equal to the proportion of time that the signal
spends between x1 and xr. Equivalently, this area is the
probability that the signal's amplitude at any arbitrary

time will be between x, and xr. The total area under a pdf

is always one.

In general, the probability density function and the
power spectrum or power density spectrum are two
different - unrelated - properties of a signal.

Probably the most familiar pdf is the bell-shaped

Gaussian curve, Fig. 3(b), which is characteristic of many
naturally-occurring random disturbances.'Gaussian'

means that a curve has the shape y : e-x2. Probability

density functions must all have areas equal to one, so

a Gaussian pdf must be normalized, i.e.,

p(x) :: 
" 

2oe

!2n"

where o is the rms value of the signal.

It is important not to confuse the Gaussian pdf with

the output of a Gaussian filter. A Gaussian filter has

an impulse response shaped like e-*' and a frequency

response shaped like e-"'. The output of a Gaussian filter

may indeed have a Gaussian pdf. But an arbitrary signal

having a Gaussian pdf may have a power density spec-

trum which bears no resemblance to the frequency re-

sponse curve of the Gaussian filter.
It is also important to recognize that Gaussian noise

does not have to be white noise, and vice versa. The pdl

and the power density spectrum are independent.

Gorrelation Functions

A statistic which is useful because it tells something

about the time or phase relationship between two signals
(random or not) is the cross-correlation between them.

The cross-correlation function for two sigaals x(t) and
y(t) is defined as

' rT/2
R.,(')- lim + / x(t)y(tf')dt

T -+oo '  J - f tZ

:'T"" + Iitr)Y(t)dt'
A block diagram of a system which performs this cal-

culation approximately is shown in Fig. 4. One signal

is multiplied by a delayed version of the other and the
product is averaged. The result is a function of the de-

lay r. In physically realizable systems the result also

depends on the averaging time T Ideally T should be

infinite. but this would mean that it would take an infinite
amount of time to get an answer. Fortunately the sta-

tistical variance caused by using a finite T can usually
be made acceptably small by making T fairly large.



If y(t) - x(t) the cross-correlation function becomes

the autocorrelation function of x(t), defined as

'  rT/2
R,*(z): lim i I ^fr-,)x(t)dt.

T->co ' 
J-T/2

The autocorrelation function of a signal is the Fourier

transform of the power density spectrum. Hence the

autocorrelation function of white noise is just a single

delta-function at z : 0; this means that any two samples
of the same white noise signal are uncorrelated as long

as there is a nonzero time interval between them.

Since the autocorrelation function is the transform

of the power density spectrum, it gives us no information

that isn't contained in the spectrum. However, it is an

extremely useful function and is often simpler to compute

than the power density spectrum.

Pseudo-Random Noise

Noise makes a good test signal for two reasons: it is

broadband, and it realistically simulates naturally-occur-
ring disturbances. However, its randomness is not very
helpful to the experimenter.

Theoretically, experiments involving random noise
should be carried out over an infinite time interval so

that only the average characteristics of the noise will
affect the result. But every real measurement can only
be made over a finite time, say T, This means that, if
random noise is used as a test signal, the result of an

experiment will, in general, be difierent from its expected
value. Or, if an experiment involving random noise is

repeated over and over, each repetition will yield a
different result. In other words, the randomness of the
noise introduces statistical variance into the results.

Variance can be reduced by extending the measure-
ment time T But it can never be made zero when truly
random test signals are used.

What we need, obviously, is a test signal which has

the good properties of random nelss - i.e., broad, flat
spectrum and resemblance to natural disturbances in
waveform and pdf-but doesn't have the bad property-

i.e., randomness. This signal should be one that intro-
duces no statistical variance into the results, even though
the measurement is made over a finite time T,

Such a signal exists. Pseudo-random noise is a signal
which looks and acts like random noise, but is in fact
periodic. This kind of noise is one of the principal prod-

ucts of the new noise generator.

Pseudo-random waveforms consist of completely de-
fined patterns of selectable lengths, repeated over and
over*. They have spectra and pdf's that are similar to
those of random noise, but because they are synthesized,
their statistics are much easier to control.

Most important is the fact that if the measurement
time T is made exactly equal to the length of one pseudo-

random pattern, the results of an experiment will be
identical on every repetition, as long as nothing else has
changed. There is no statistical variance. This means that
it isn't necessary to use a long measurement time, be-
cause the reason for the long measurement time was to
*  A  good re fe rence on  pseud0- random s igna ls  i s  G.  A .  K0rn ,  'Random Process  S imu-
la t i0n  and lv leasurements , '  New York ,  l v lcGraw-Hi l l  Book  Company,  1966.

Approximate Correlation
Function

T ' T
R,y(t) = 

i/ox(t-?)y(t)dl

x(t) (Autocorrelation) or
y(t) (Cross-correlation)

Fig. 4. Correlation lunctions show time relationships between signals. They can be com-
puted by multiplying one signal by a delayed version ol the other and averaging the product.



t 0ko

10ko

f ime Constant = 10ps

Part oI 2047-Bit Pseudo-Random
Binary Sequence. Clock Period:
3.33 rs. Sweep Rate = 10 ps/cm.

Time Constant = 200/rs

Fig. 5. Pseudo-random or random Gaussian signals can be derived lrom pseudo-random
or random binary signals by low-pass filtering. To give good results, filter cutoff lrequency

must be about l/20 ol clock lrequency ol binary signal.

reduce the variance introduced by random noise. Pseudo-
random noise, therefore, can save a great deal of time.

The repeatability that pseudo-random noise gives an

experiment is especially valuable when parameters of
the system being tested are varied, as on an analog com-
puter. In such tests, it is important to know that changes
in test results are caused by parameter manipulation and
not by statistical variance.

Because measurements using pseudo-random noise are
normally made over one pattern length, we lose none
of the advantages of random signals by substituting

pseudo-random signals, even though they are periodic.

Measurements using random noise must be made in a
finite time anyway, so it makes no difterence whether the
signal repeats or not after the measurement time is over.

Binary and Gaussian Noise Generated

The most useful and most widely used pseudo-random
or random test signals are of two types-pseudo-random
or random binary (twoJevel) signals and pseudo-random
or random Gaussian (multi-level) signals. The Gaussian
signals are used in testing analog systems. The binary
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Fig. 6. Model 3722A Noise Generator synthesizes pseudo-random or random binary signal
in a digital wavelorm generator which is timed by a crystal-controlled clock. Clock rate
and length ol pseudo-random sequences are variable. Gaussian signal is derived Jrom bi-
nary output by digital low-pass filtering. Discrete steps in digital filter output are removed
by analog filter. Pseudo-random binary output of noise generator has line power spectum
having a flat envelope Jrom dc to an upper 3 dB Jrequency which is selectable from 0.00135
Hz to 450 kHz. Spectrum ol pseudo-random Gaussian output has flat envelope lrom dc to
an upper 3 dB lrequency which is selectable lrom 0.00015 Hz to 50 kHz. Random outputs
have continuous power density specffa having same shapes as envelopes ol spectra of

pseudo-rando m out puts.



Fig.7 . Model 3722A Noise Generator produces sync pulse

(top), one clock period wide, at same point in each pseudo-

random sequence.

signals can be used in analog systems, in 'hybrid' sys-

tems-e.g., a process control system containing solenoid-

operated on-ofi valves - or in digital systems - e.9.,

a PCM channel.

Although binary and Gaussian noise look quite dif-

ferent, it is possible to get a random Gaussian signal by

sending a random binary signal through a low-pass

filter (see Fig. 5).

The new noise generator produces both binary and

Gaussian pseudo-random and random outputs. Using

digital techniques, it synthesizes the binary waveform,

then low-pass-filters the binary signal to get the Gaussian

output.
Fig. 6 shows how the instrument works.

A binary waveform generator, timed by a crystal-

controlled clock, synthesizes the basic binary signal. The

changes of state of the binary signal always take place

when a clock pulse occurs, but a change doesn't occur

on every clock pulse. The clock period, and hence the in-

terval between possible changes of state of the binary

signal, is selectable from 1 prs to 333 seconds. Alter-

natively, the instrument may be timed by an external

clock of frequency up to I MHz.

Depending upon the setting of a front-panel SE-

QUENCE LENGTH switch, the binary waveform gen-

erator produces either repetitive or non-repetitive output

patterns. The repetitive, or pseudo-random patterns are

periodic, but they look random; there is apparently a

50Vo probability that the binary waveform will change

state on any given clock pulse. These waveforms repeat

after a fixed number, N, of clock periods.

The number N of clock periods in the pseudo-random

sequences is selectable from2a -1 to 2o -1, i.e., from

15 to 1,048,575. The length of one sequence is the prod-

uct of N and the clock period, so the number of seconds

in the pseudo-random sequences can be as short as 1 prs

X 15 - 15 ps, or as long as 333 s X 1,048,575 - more

than I 1 years!

When the SEQUENCE LENGTH switch is set to its

INFINITE position, the binary waveform generator is

primed by a solid-state random noise source. In this

condition, the binary signal is truly random and never

repeats.
As Fig. 6 shows, the binary signal is one of the outputs

from the noise generator. It is available at +10 V with

very low impedance, or at a selected amplitude with 600

Q impedance. A relay-contact version of it is also avail-

able if the selected clock period is greater than 100 ms.

Speclrum of the Binary Output

A pseudo-random binary sequence has a line power

spectrum, the envelope of which is a (sin x/x)' curve, as

shown in Fig. 6. Note that most of the power is contained

in the first lobe, and that the nulls occur at intervals of

f", the clock frequency. The harmonic (line) spacing is

a function of sequence length and clock frequency, and

is equal to f"/N or l/NaT where N is the number of bits

in the sequence and aT is the clock period.

The upper 3 dB (half-power) frequency of the binary

output is 0.45 f". Hence, by adjusting the clock period,

the operator can adjust the upper 3 dB frequency of the

binary signal from 0.00135 I{zto 45OkHz

Regardless of what clock frequency (f") or sequence

length (N) is selected, the binary waveform always

switches between the same two amplitude levels. This

means that its rms value, and therefore its total power,

is not changed by a change of bandwidth. Halving the

bandwidth of the noise from a 'natural' noise source. on

the other hand, also halves the power; this is a disad-

vantage when very low bandwidths are needed, since the

power available becomes very small.

The power density spectrum of the purely random

binary output (sequence length INFINITE) is continu-

ous, i.e., it contains no discrete harmonics; it has the same

shape as the envelope of the pseudo-random power

spectrum.

Gaussian Output

The basic 'noise' produced by the noise generator is

a binary waveform having a nominal bandwidth (to the

half-power point) of 0.45 X clock frequency. While this

is noise in the sense that is contains a multiplicity of fre-



quency components, it is a two-level waveform bearing

little resemblillss - in the time domain - to naturally

occurring disturbances (thermal noise, atmospheric noise,

etc.). Naturally occurring noise can have a frequency
content similar to that of binary noise, but it is random in
amplitude, not confined to just two levels.

The noise generator provides, in addition to the basic
binary signal, pseudo-random or random signals of the
more familiar multi-level, or Gaussian type. 'Gaussianl

in this context, means that the probability density func-
tion of the output tends to be the classical, bell-shaped
curve (see Fig. 3).

As we have shown (Fig. 5), a multi-level waveform
can be derived from a binary signal by conventional ana-
log low-pass filtering. llowever, it takes a filter cutoff
frequency that is about 1/20 of the clock frequency to
give a reasonably Gaussian pdf. Since the lowest clock
frequency in the new noise generator is about one cycle
in five minutes, the lowest filter cutoff frequency has to
be about one cycle per 100 minutes! It simply isn't
practical to make analog filters with such low cutoff
frequencies.

To convert the output of the binary waveform gener-
ator to a multi-level signal, we use a low-pass digital
filter which is not subject to the same limitations as a
conventional low-pass filter. The 3 dB bandwidth of the
filtered signal, defined as dc to the half-power frequency,
is nominally l/20 of the clock frequency f".

The output of the digital filter is not a smooth signal,
but a series of steps, like any waveform that has been
generated digitally. These discrete steps in the multi-level
output of the digital filter are removed by low-pass analog
filtering (if the selected clock period is less than one
second), and the resulting smooth Gaussian signal is
another output of the noise generator. It is available at
a fixed amplitude of 3.16 V rms with low source imped-
ance or at a selected amplitude with 600 o impedance.

Fig. 6 shows a typical Gaussian output waveform from
the noise generator, along with its spectrum. We will
have more to say about this signal when we discuss the
digital low-pass filter.

Control and Synchronization

Since pseudo-random signals are periodic, it is possible
to obtain a stationary display of them on an oscilloscope,
or to synchronize other equipment with them. For such
purposes, the noise generator produces a sync pulse, one
clock period wide, at a particular point in each pseudo-
random sequence (Fig. 7).

Fig.8. Fifteen-bit pseudo-random binary sequence is gen-

erated by lour stages oJ shilt register with feedback.

Fig. 9. Filteen-bit pseudo-random binary
sequence generated by system of Fig. 8.

Fig. 10. If n is number ol stages involved in leedback loop,
Iength of pseudo-random sequence ,s N - 2" - I clock
periods. This is a 31-bit sequence generator, i.e., n:5.

Besides the sync pulse, there is also a GATE output
which can be used for controlling external equipment
(e.g., a computer). Gate lengths of 1, 2,4, or 8 pseudo-
random sequences can be selected.

Another control feature is a HOLD button which,
when pressed, stops the pseudo-random waveform. Sub-
sequently pressing the RUN button restarts the waveform
from the same point in the sequence that had been
reached when the HOLD button was pressed. There is
also a RESET button which sets the waveform gener-
ator to the '0' state and removes its supply of clock
pulses. Pressing the RUN button then starts the gener-
ator by restoring the clock pulses and placing a 'f in
the first stage of the waveform generator.

RUN, HOLD, and RESET can all be remotely pro-
grammed.



Shift-Register Waveform Generator

Many binary waveforms have the properties of pseudo-

random sequences. One family, called maximal-length

sequences, can be generated by a shift register with ap-

propriate feedback.
The binary waveform generator in the new noise

generator consists of the first 20 stages of a 32-stage

shift register. These 20 stages and the last 12 stages

also form part of the digital low-pass filter, which will

be discussed later. For now, we will concentrate on the

first 20 stages.
A shift-register stage is a special-purpose flip-flop. It

is an information store, and each stage of a shift register

can store one binary'bit '  of information ('0'or '1'). The

length of time that a bit of information remains in the

stage is equal to the time interval between two successive

clock, or shift, pulses.

Individual shift-register stages are connected in cas-

cade so that, on receipt of shift pulses, the information

they contain is stepped progressively along the chain -

as if on a conveyor belt. (In this case, 'information'means

the pattern of ones and zeros in the register.)

Pseudo-Random Sequence Generation

When generating pseudo-random binary sequences,

the shift register operates in a closed loop condition, and

the input to the first stage is supplied via a feedback path

from later stages of the shift register. Fig. 8 shows a

simple form of pseudo-random sequence generator. In

this example, only the first four of the shift-register stages

are actually involved in generation of the sequence.

Feedback to the first stage is taken from stages 3 and

4, the outputs from which are processed in an EXCLU-

SIVE OR gate (otherwise known as: modulo-two adder,

half adder, non-equivalence or anti-coincidence gate).
This gate gives a '1' output only when its two inputs are

dissimilar, according to the following truth table:

Truth Table for EXCLUSIVE OR Gate

The sequence generated by the four-stage arrange-

ment of Fig. 8 can easily be derived. For the purpose of

illustration, the initial contents of the first four stages are

taken, arbitrarily, to be as follows:

Before lst shilt pulse

The modulo-two sum of the outputs from the last two

stages is '0' (this can be written 0 e) 0 : 0). At the first

shift pulse, the 'f in the first stage is transferred to the

second, and is replaced by the '0'in the feedback line.

This gives the pattern:

After Ist pulse

Again, the modulo-two summation yields '01 The next

pattern is therefore:

Alter 2nd pulse

With this pattern, the outputs from the third and fourth

stages are dissimilar-ss fhs modulo-two sum is '11

The '1' thus placed in the feedback line will enter the
first stage on arrival of the next shift pulse.

The remainder of the sequence can be worked out in a
similar manner. After the 14th pulse, the register pattern

is:

After I4th pulse

!

t

'0' waiting to go into stage (1 )

Inpu t  1  Input  2 Output

0 0

0 1

1 0

1 1

0

1

1

0

1 0



The fifteenth pulse restores the register to the initial state

(1000), and thereafter the sequence repeats.

With the exception of 0000, the register generates the

maximum number of '1' and '0' combinations possible

with four stages. The all-zero condition cannot arise (if

it were to occur, all stages of the shift register would

remain in the '0' state, and the output would thereafter

be an infinite sequence of zeros).

The pattern appearing at the output from the first

stage is exactly the same as that from the second, the

third and the fourth, and so on throughout the 32 stages

of the shift register. There is a delay of one clock period

between the pattern from one stage and the pattern from

the next. The digit sequence from any of the stages is:

1 0 0 1 1 0 1 0 1 1  1 1 0 0 0 1  r 0 0 1 1 0 1 0 1  1  1  r 0 0 0

- T i m e +

Fig. 9 shows this sequence translated into a twolevel,

or 'binary' waveform ('f is represented by the relatively

I. ANALOG FILTER

'-, 
# 

y,6y = /ftu)x(t-u)ou

2. DELAY.LINE FILTER

y2(t) = yr(t) if aj : h(jAT)

3. DIGITAL FILTER

Same as Delay-Line Filter except delay l ine is shifl
with clock oeriod AT.

register and x(t) is a binary signal

Fig. I 1. To get good Gaussian signals lrom binary signals, lowest cutoff frequency required

of low-pass filter in Model 37224 Noise Generator is about one cycle per 100 minutes.

This makes analog fiIter impractical, so generator uses digital approximation to ideal

Iow-pass filter. Delay line in noise ge.nerator is 3.2'stage shilt register and weighting

networks aj are res$tors.

1 1



r 2 3 4 5 6 7 8 9 1 0  1 1 1 2  1 3  1 4  1 5  1 6  1 7 r 8  1 9 2 0 2 1  2 2 2 3 2 4 2 5 2 6 2 7 2 8 2 9 3 0 3 1  3 2
L Inu"rr" J Direct outputs-J l- lnysr5s -J

Outputs of Flip.Flops Outputs
of Flip"Flops of Flip"Flops

Fig. 12. For digital filter in Motlcl 3722A Noisc Generat()t, output,t ol 32-stage flip-flop
.shilt rcgi.ster ura x,cighted |ty rcsislors attd adtlcd. Values ot' rc:ji.ttor.t are graded as showrr

lo rrutkc pulse response ot' filtcr apprcximute (.sin x/x) sltape.

negative lcvcl). This is thc wavcfornt obtained at thc
BINARY connector of thc noisc gencrator with the
SEQUENCE LENGTH switch set ro l-5.

The next  sct t ing (31)  of  thc SEQUENCE LENGTH
switch selects, for nrodulo-twct adclit ion, the outputs front
stages 3 and -5, as shown in Fig. 10. With fivc stages the
nraximum number of  ' l '  and '0 '  combinat ions is  32 but ,
as before. thc all-zcro conditiol cannot occur. The result-
ing scqucnce is thcreforc 3 1 bits long.

The numbcr of stages includcd in the feeclback loop
is increased by one at cach setting of the SEQUENCE
LENGTH switch. Feeclback is always taken from the
last of the 'active' stages, and from one or more of the
preccding stages. For thc 121-bit sequence, for example,
feedback is taken from stage 1 (1 is the 'n' numbcr en-
gravcd on the front panel) and also from stages 3,4,

and 5. Where more than two outputs are modulo-two
adcied, extra EXCLUSIVE OR gates are uscd.

The number of bits, N, in pseuclo-random sequences
is a lways one less than the maximunt  number of  '1 'and
'0' combinations possible with the selected lcngth of
rcgistcr. Thus if n is the number of active stages, N :
2" -7. In the new noise generator, n is variablc from 4
to 20 and N ranges between 15 ancl  1,048,575.

Random Operation of the Shift Regisler

with thc SEQUENCE LENGTH switch set to [N-
FINITE, the feedback systcm is disconnected and the
first stage of thc shift rcgister is controlled by a semicon-
ductor noise source, giving a truly random output signal.
Just before each shift pulse, the random signal is sampled
by a level detector which decides, on arrival of the shift

Fig. 13. Sirtgle-pulse response of digital filter is a discrett-.stcp approxi-
ntatiotL to (sin t'/x)-.shaped intpulse respon.\e ol ideal low-pass filter.
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pulse, whether a'l' or a '0' is to be placed in the first
stage of the register. Since the random signal is non-
periodic, there is no repeated pattern in the resulting
series of ones and zeros from the register. The power

density spectrum of the random signal is continuous, and
has the same shape as the envelope of the power spectrum
of the pseudo-random signal.

Digital Low-pass Filter

A linear filter having an impulse response h(t) and
input x(t) has an output

f a
y (t) : 

/ 
h(u) x(t - u) du. (1)

J - 6

A finite-sum approximation to this integral can be

synthesized using a delay line. Fig. 11 shows a filter

composed of a delay line, a number of multipliers or

weighting networks, and a summing amplifier. The out-

put of port j of the delay line is x(t - jaT) where x(t)

is the input and AT is the delay between ports. The sum-
ming amplifier output is then

n

y(t) :  
f  

a:x(t- jaT).  (2)

j : 1

If a1 - h(jaT), and if n is sufficiently large, the sum,
equation 2, approximates the integral, equation 1.

When x(t) is a binary signal, as it is in the new noise
generator, the delay line can be a shift register. This in
fact is how the noise generator's digital low-pass filter
is constructed. It uses a 32-stage shift register as a delay
line. The first 20 stages of the same register do double
duty as the binary waveform generator, as we have
already explained.

The desired frequency response of the digital filter is
the rectangular response of an ideal low-pass filter. There-
fore, the coefficients a1 are selected to approximate an
impulse response of (sin x/x) shape - the impulse re-
sponse of an ideal low-pass filter.

(jTa)1stup"o spectrum
/  o t  B inary  Output

@
!

z
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J
U

I

t

t
I

I

FREQUENCY i"
' o - 2 0

First Lobe of H. F

Fig. 14. Frequency response of disital low-pass filter is nearly rectangular. Small high-

frequency components are caused by steps in digital-filter output; they are subsequently
removed by analog filtering.

1 3



George C. Anderson

After graduating in 1954 from the
Heriot-Watt University (Edinburgh),
George Anderson completed a
two-year graduate apprenticesh ip
course in electr ical engineering. This
was fol lowed by varied industr ial
work and a three-year period with
the Royal Observatory, where he
developed data recording systems
for the Seismology Unit.  George, who
was the 3722A oroiect leadet,
jo ined HP in  1966.

Brian W. Finnie

Brian received the degree of BS from
Manchester University in 1962. He
spent the next three years at
Edinburgh University, where he
worked in the research team headed
by Gordon Roberts. He was
concerned with an advanced system
for real-t ime correlat ion, and was
awarded the degree of PhD for his
work  in  th is  f ie ld .  Br ian  jo ined HP in
1965, and was responsible for ini t ial
design work on the 3722A. He is
currently investigating a new range
of instrumentation, and is working
up routines for computer-aided
des ign  us ing  the  HP 2116A.

Gordon T. Roberts

In 1954 Gordon graduated from the
University of Bangor (North Wales)
with the degree of BS in electr ical
engineering. This was fol lowed by a
three year period at Manchester
University, where he investigated
problems of noise in non-l inear
systems; for this work, Gordon was
awarded the degree of PhD. After
f ive years of industr ial work, a return
to more academic surroundings-this
t ime at Edinburgh University, where
he lectured in control theory and
headed a research team investigating
the uses of noise signals in systems
evaluation. Gordon has continued to
work in these f ields since he joined
HP in 1965. He is now technical
manager of Hewlett-Packard Limited
in South Queensferry, Scotland.

The weighting networks used in the noise generator
are simply resistors. The resistor values are chosen such
that the contributions of the outputs of successive shift-
register stages to the current at the summing point are
graded to follow the (sin x/x) curve, as shown in Fig. 12.

Notice in Fig. 12 that the contribution made by the
first and last groups of seven resistors is required to be
of the opposite polarity to that made by resistors in the
central group. This can be arranged by supplying all of
the weighting resistors in the central group with 'direct'

outputs from the shift register, and supplying those in
the outer groups with 'inverse' outputs ('direct' and
'inverse' are used here to describe the two outputs from
opposite sides of a flip-flop). A '1' starting at one end of
the register and being conveyed to the other, by a series
of shift pulses, will generate the time waveform shown
in Fig. 13.

Fig. 15. Bandwidth ol ideal low-pass filter is inversely
proportional to time ol frrst null in impulse response. In
noise generator, first null in digital-filter pulse response
occurs at nine clock periods, so cutoff Jrequency is theo-
retically 1/18 oJ clock lrequency. Actual response is not
ideal, and has 3 dB lrequency equal to I/20 of clock fre-
quency. Thus bandwidth can be varied simply by changing
clock lrequency.
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The digital filter has an effective frequency response

which approximates a rectangular spectrum (Fig. 1 ).
Owing to the limitation on the size of the shift register,

which results in truncation of the (sin x,/x) curve, the

corner of the spectrum is not perfectly square. There are
also high-frequency components in the digital filter out-
put spectrum. These components, caused by the abrupt

changes in output level as pulses pass down the shift

register, are removed by analog filtering, as described

later.
Changes in clock frequency do not affect the rectan-

gular shape of the spectrum, they simply alter the upper
frequency limit. So here is a low-pass filter whose cut-off
frequency automatically keeps in step with clock fre-
quency (see Fig. 15).

Probability Density Function

The amplitude pdf of the multi-level signal is not
significantly affected by the values of weighting resistor
assigned to the various stages. The Gaussian nature of
the pdf arises mainly from the apparent randomness of
the changing pattern of ones and zeros in the register -

the pdf becomes more nearly Gaussian as the sequence
length, and hence the 'randomness] is increased. This is
a consequence of the Central Limit Theorem of proba-
bility theory, which states that the sum of a large number
of independent random variables tends to have a Gaus-
sian pdf regardless of what the pdf's of the individual
variables look like.

For sequence lengths of 8191 or more, the pdf of the
multi-level signal closely approximates the Gaussian
curve, and the waveform closely resembles naturally
occurring noise (Fig. 16).

Fig. 17 shows the measured deviations of the noise
generator's output pdf from the true Gaussian curve for
sequence lengths of 8191 or greater. Worst-case devia-
tions are less than +0.020, which corresponds to about
+ l j V o .

Analog Filtering

In analog computing applications, time derivatives
(i.e., differentiated versions) of signals occur frequently
and, whenever a signal has sharp edges, there is the dan-
ger that derivatives could cause overload. In the case of a
boxcar waveform, with its very fast transit times, even
the first time derivative would be a series of very large
amplitude spikes, which could overload the system.

For this reason, a second-order analog filter is used
to remove sharp edges from the digital-filter output
waveform. As a result, neither the first nor the second

Fig. 16. Part ol 8l9l-bit pseudo-random Gaussian
pattern. Clock period is I ps; bandwidth is 50 kHz.

time derivatives of the waveform yield sharp spikes. 'fhe

pdf for both derivatives is reasonably Gaussian (see Fig.

17).

The analog filter cut-off frequency is selected by the

CLOCK PERIOD switch, and is nominally 1/5th of the
clock frequency (that is, four times the half-power fre-
quency of the digital filter). This feature is included for
all clock periods commonly of interest to analog com-
puter users, i.e., noise bandwidth from 50 kHz to 0. 15
Hz. At frequencies of 0.05 Hz and below, the analog

filter cut-off remains at the same frequency as for the
O.l5 Hz position.

Crest Factor of
Gaussian Output

The crest factor (ratio of peak to rms values) of the
Gaussian output of the noise generator is 3.75, except
for the shortest sequences. This gives an excellent fit to
the Gaussian curve.

The crest factor of a truly Gaussian signal is, of course,
infinite, and some 'natural' noise sources have higher

crest factors than 3.75. Ffowever, it is often necessary

to wait a long time to be sure that one of their largest
peaks has occurred. With the pseudo-random output of
the noise generator, on the other hand, a definite number
of the highest peaks occur in every sequence.
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S P E C I F I C A T I O N S
HP Model 37224 Noise Generator

BINARY OUTPUT (Fixed Amplitude)
Ampl i tude:  f  10V +1% when c lock  per iod  >333 &s ,

t37o when 1  ps  <(c lock  per iod)  (333 ps ,

t 5 7 o  w h e n  c l o c k  P e r i o d  =  1 p s .

Ou lpu l  lmpedance:  (5  O i f  c lock  per iod  2333 ps ,

< 1 0  0  i I  c l o c k  p e r i o d  S 1 0 0  p s .

Load lmpedance:  1kQ min imum.

Rise  T ime:  (100 ns .

Power Densily
Approxmately equal to (clock period x 2O0) v1/Hz, at low frequency

end o t  spec l rum.

Power Spectrum
(s in  x /x )2  fo rm:  f i rs t  nu l l  occurs  a t  c lock  f requency  and -3  dB po in t

occurs  a t  0 .45  x  c lock  f requencv .

GAUSSIAN OUTPUT (F ixed Ampl i lude)
Ampl i tude:  3 .16  V rms t27o when bandwid th  >0 .15  Hz,

+6Vo -2oh i f  bandwid th  <0 .05  Hz.
Th ls  spec i f i ca t ion  is  va l id  on ly  when sequence leng lh  >1 ,023.

Oulpul lmpedance: <.1 Q.

Load lmpedance:  600 Q min imum.

Zero  Dr i t t :  <5  mV change in  zero  leve l  in  any  10oC range f rom 0o to

Power Densily
Approx imate ly  equa l  to  (c lock  per iod  x  2oo)  V2/Hz a t  low l requency

end o f  spec t rum.

Power Speclrum
Rectangu lar ,  low pass :  nomina l  upper  l requency  t "  ( -3  dB po in t )

equa l  to  %oth  o f  c lock  t requency .  Spec t rum is  f la t  w i th ln  - r0 .3  dB
up to V2 to, and more than 25 dB down at 2 fo.

Cres l  Fac lo r :  Up to  3 .75 ,  dependent  on  sequence length .

Probabil i ly Densily Funclion: See error curves, page 16.

VARIABLE OUTPUT (Binary or Gaussian)
Ampl i tude (Open C i rcu i t )

B I N A R Y
4 ranges:  - f1  V ,  +3  V,  -13 .16  V and : t10  V,  w l th  ten  s teps  in

each range,  f rom X 0 . .1  to  X  1 .0 .

GAUSSIAN
3 ranges:  1  V  rms,  3  V  rms and 3 .16  V rms,  w i th  ten  s teps  in  oach

range,  f rom X 0 . .1  to  X  1 .0 .

Calibration Accuracy
Better than t2.5o/o, plus tolerance on binary or Gaussian output, as

se lec ted .

Ou lpu l  lmpedance:  600 Q t1%.

MAIN CONTROLS
Sequence Length Switch

F i rs t  17  pos i t ions  se lec t  d i f fe ren t  pseudo- random sequence lengths :
f ina l  pos i t ion  se lec ts  random mode o t  opera t ion  ( lNF lN lTE se-
quence length) .  Sequence length  (N)  i s  number  o t  c lock  per lods

ln  sequence:  poss ib le  va lues  o f  N are  15 ,  31 ,  63 ,  '127 ,255,511,

1023, 2047, 4095, 8191, 16383, 32767, 65535, 131071, 262143,
5 2 4 2 8 7 , 1 0 4 8 5 7 5 .  N : 2 " - 1 ,  w h e r e  n  i s  i n  t h e  r a n g 6  4  t o  2 0
inc l  us ive .

CLOCK PEFIOD SWITCH:  Se lec ts  18  f reouenc ies  f rom in te rna l  c lock :

C lock
per iod

Clock
freq uency

Gauss ian  no ise
bandwid th

333 s 0.003 Hz 0.00015 Hz

100 s 0.01 Hz 0.0005 Hz

33.3 s 0.03 Hz 0.0015 Hz

1 0 s

J
3.33 ps

0.1 Hz

.t
300 kHz

0.005 Hz
+

15 kHz
1 t s I  MHz 50 kHz

INTERNAL CLOCK
Cryslal Frequency

3  M H z  n o m i n a l .

Frequency Slabil i ly
<1125 ppm over ambien t  tempera ture  range 0o  to  +55oC.

Oulput
+1.5  V to  +12.5  V rec tangu lar  wave,  per lod  as  se lec ted  by  CLOCK

PERIOD swi tch .  Max imum cur ren t  a t  1 .5  V  leve l ,  10  mA.

EXTERNAL CLOCK
lnpul Frequency

'1  MHz max imum,  fo r  s ta ted  spec i f i ca t ions .  Usab le  B INARY outpu t
(pseudo- random on ly )  w i th  ex terna l  c lock  f requenc ies  up  to  '1 .5

MHz.

Input Level
Negat ive-go ing  s igna l  f rom +5 V to  +3

Max imum input  t20  V.

Input  lmpedance:1  kQ nomina l

V  in i t ia tes  c lock  pu lse

SECONDARY OUTPUTS
Sync

Negat ive-go ing  pu lse  (+12.5  V to  +1 .5  V)  occur r ing  once per
pseudo- random sequence:  dura t ion  o f  pu lse  equa l  to  se lec ted
c lock  per iod .  Max imum cur ren t  a t  1 .5  V  leve l ,  l0  mA,

Gate
Gats  s igna l  ind ica tes  s ta r t  and comple t ion  o f  se lec ted  number  o f

pseudo- random sequences  (1 ,2 ,4  o r  8 ,  se lec ted  by  f ron t  pane l

cont ro l ) .  Two outpu ts  a re  p rov ided:

1 .  L o g i c  s i g n a l :  o u t p u t  n o r m a l l y  + 1 2 . 5  V ,  f a l l s  t o  + 1 . 5  V  a t
start of gate interval and returns to +12.5 V at end of
In te rva l .  Max imum cur ren t  a t  1 .5  V  leve l ,  10  mA.

2 .  Re lay  changeover  contac ts :  ga te  re lay  swi tch ing  is  syn-
chronous w i th  log ic  s igna l .

Max imum cur ren t  con t ro l led  by  re lay :500 mA (cont . ) .

Max imum vo l tage across  re lay  contac ts :100 V.
Max imum load cont ro l led  by  re lay :3  W (cont . ) .

B inary  Re lay
Relay changeover contacts operate in sync with binary output

s igna l  (ava i lab le  on ly  when c lock  per iod  >100 ms) .  Re lay  spec i -
fication as for gate relay above.

REMOTE CONTROL
Control Inputs

Remote  cont ro l  inpu ts  fo r  RUN,  HOLD,  RESET and GATE RESET
tunctions are connected to 36-way receplacle on rear panel.

Command s igna l  (each input ) :  dc  vo l tage be tween +1.5  V and
zero volts.

No-command cond i t ion :  open-c i rcu i t  inpu t ,  o r  dc  vo l tage be tween
+ 5 . 5  V  a n d  + 1 2 . 5  V .

Input  impedance:5  kQ nomina l  (RUN,  HOLD,  RESET) .
1 .5  kQ nomina l  (GATE RESET) .

Sequence Length Indicalion
18 p ins  p lus  one common p in  on  the  36-way receptac le  a re  used

for  remote  s igna l ing  o f  se lec ted  sequence length  (contac t  c losure
between common p in  and any  one o f  the  l8  p ins) .

GENERAL
Const ruc l ion :  S tandard '19  in .  rack-w id th  modu le ,  w i th  t i l i  s tand.

Ambienl Temperalure Range: 0o to +55oC.

Power  Requ i remenl :  115 or  23O V 1  10o/o ,50  to  1000 H2,70  W.

we ighr :  Net  10 .s  kg  (23  lb ) ,  sh ipp ing  13 .5  kg  (30  lb ) .

Accessories Furnished
Detachab le  power  cord ,  rack  mount ing  k i t ,  c i rcu i t  ex tender  board ,

36-way male  cab le  p lug ,  opera t ing  and serv ice  manua l .

Price $2,650.00

oPTtoN 0 l
Zero Momenl Option

Sh i f ts  re la t i ve  pos i t ion  o f  sync  pu lso  and pseudo- random b inary
sequence such tha t  f i r s t  i ime moment  o t  sequence,  taken w i th
respec t  to  sync  pu lse ,  i s  zero  (sequence sh i f t  mechan ism is  oper -
a t i ve  on ly  when se lec ted  sequence length  is  <1023) :  op t ion  01
a lso  prov ides  tac i l i t y  fo r  inver t ing  b inary  ou tpu t  s igna l .
ADD $50.00.

MANUFACTURING DIVISION:  HEWLETT-PACKARD LTD.
South Queensferry
West Lothian, Scotland



Testing with Pseudo-Random
and Random Noise
Pseudo-random noise is faster, more accurate, and more
versatile than random noise in most measurement situations.

r-1nHE NEw NorsE cENERAToR described in the article
f beginning on page 2 is different from conventional

noise sources in that it synthesizes noise by a digital
process. This not only makes its output statistics more
stable and controllable, but also allows it to produce
pseudo-random noise as well as random noise. Pseudo-
random signals are periodic signals that look random;
they have the same advantages as random noise for test-
ing, but don't have the disadvantage of randomness.

Flere are some of the ways in which noise is useful as
a test signal, with emphasis on the uses of pseudo-random
noise.

Noise as a Broadband Test Signal

Broadband noise makes an excellent test signal for
x environmental testing. For example, the vibrations

produced by a shake table with a noise input are
similar to those a product will meet in service. A loud-
speaker connected to a noise generator makes a useful
acoustical noise source for testing microphones, mate-
rials, rooms, and so on. In fatigue testing, pseudo-
random noise is helpful because it has a known num-
ber of peaks of various an-rplitudes; this means that
test time can often be reduced, since it is not necessary
to wait a long time to be sure a certain number of
peaks have occurred.

r process control system evaluation. Process control sys-
tems can be tested for their responses to random
fluctuations in the controlled variables, e.9., tempera-
ture, pressure, flow, concentration, etc. Pseudo-ran-
dom signals are helpful here because they do not
introduce statistical variance into the results. Measure-
ments are completed in the time required for only one
pseudo-random pattern. This is especially important
in low-speed systems, which might have to be tied up
for hours if truly random noise were used as a test
signal.
Pseudo-random noise is also especially useful in

t testing large systems. As a system gets bigger, it gets
harder to test on a lab bench. Eventually it must be
tested under working conditions. A good example is an
airplane, which in the end must be tested in flight.
Pseudo-random noise can speed these tests for the
same reasons given above under (process 

control sys-
tem evaluationl

e limited time situations. Pseudo-random noise is better
than random noise when the situation to be measured
exists only for a short time - e.g., a missile during
blastoff. Again, this is because measurements that use
pseudo-random noise are made over only one pattern
length, and no statistical variance is introduced into
the results by the noise.

Fig. 7. Model simulation
of tall structure.
Noise-driven shake
table simulates ground
disturbances, and
acc ele ro met er measures
structure's response.
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x(t) is pseudo-random binary
output of HP 37224.
Autocorrelation function Rxx(r)
approxtmates an rmputse.
See Figure 3.

Flat Spectrum at Low Frequencies

In most of the applications of noise as a broadband
test signal, the preferred shape of the power density
spectrum is flat, at least through the band of interest.
This is a difficult requirement for conventional 'natural'

noise sources to meet, especially at low audio and sub-
audio frequencies, where flicker noise, l/f noise, hum,
ambient temperature fluctuations, vibrations, and micro-
phonics all degrade the spectrum. In addition, a noise
source usually produces a small amplitude signal. If low
frequencies are important, this signal must be amplified
by a dc coupled amplifier, and the random drifts of such
an amplifier cannot be distinguished from the low-fre-
quency portion of the original noise signal.

Low-frequency noise, however, is a necessary product
of a useful noise source. The main use of very-low-fre-
quency noise, e.g., in the 0 to 50 Hz range, is in testing
systems which have long time constants. These include
such things as massive mechanical arrays, nuclear re-
actors, and chemical processes, where the effect of chang-
ing any parameter of the process takes a long time to
become evident. When testing these systems, the lowest
frequency content of the test signal must be comparable
with the system time constant. This also holds true when
the system is being simulated on an analog computer.

The spectrum of the binary output of the new noise
generator is virtually flat from dc to an upper 3 dB fre-
quency which can be adjusted from 0.00135 Hz to 450
kHz. The Gaussian signal has a spectrum which is flat
from dc to an upper 3 dB point of 0.00015 Hzto SOkHz.

Regardless of selected cutoff frequency, the genera-
tor's total power output is constant; in other words, when
we halve the bandwidth, we don't halve the power - as
occurs when the output from a conventional noise source
is low-pass filtered.

Model and Computer Simulation

Control systems, buildings, ships, automobiles, air-
craft, aerospace guidance systems, bridges, missiles, and
a host of other complex objects can often be designed

t " T
i / *tt-'lvttlot

= n"r91 : ",'ztrg;

and studied most easily by simulating them in the lab-
oratory. This can be done either by using a scale model
of the object or by simulating it on an analog computer.

In either case, the new noise generator can provide
realistic simulations of road roughness, air turbulence,
earthquakes, storms at sea, target evasive action, con-
trolled-variable fluctuations, and so on. Particularly use-
ful is the pseudo-random output of the generator, which
has the same effect on the model as real noise, but which
can be repeated at will.

Analog computer users should find the following char-
acteristics of the noise generator particularly helpful:
ffi accurately defined signals
K amplitude controls not subject to loading errors
w ability to change time scale without changing ampli-

tude or pattern shape
e remote programming for RUN, HOLD, RESET
w gate circuits to control operations in the computer
w good autocorrelation function (see Fig. 3)
& zero-moment option (see Specifications, p. 17).

Fig. 1 shows a model simulation of a tall structure
mounted on a shake table which is being excited by
Gaussian noise from the new noise generator. This set-up,
currently in use at Edinburgh University, provides ex-
perimental data on the behavior of tall buildings sub-
jected to ground disturbances. The lower trace shows the
acceleration of the first floor of the structure, as measured
by the accelerometer mounted on the model.

lmpulse Responses Without lmpulses

All the information necessary to characterize a linear
system completely is contained in its impulse response.
Given any unknown system, then, it would be desirable
to be able to find its impulse response. One way to do
this would be to excite the system with an impulse or a
train of impulses and observe the output with an oscil-
loscope.

However, impulses are dangerous; they are likely to
cause overload and saturation. Of course, small impulses
could be used, but if they are small enough to be safe they

Fig.2. System lor obtaining impulse respo,Tses with noise and correlation techniques.

CORRELATOR
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usually produce outputs which are so small that they are
obscured by background disturbances.

One of the really interesting features of statistical tech-
niques is that we can inject low-amplitude noise into a
system and, by suitably processing the output, obtain the
system impulse response, without subjecting the system
to a damaging highJevel test signal. This technique has
two other advantages.
w The test may be performed while the system is operat-

ing 'on linel This is possible because the intensity of
the noise test signal can be low enough so it doesn't
affect normal operation of the system.

m The results are largely unaffected by background dis-
turbances in the system. This is because the results are
obtained by correlaiion, and the disturbances aren't
correlated with the test noise.
Fig. 2 shows a setup for obtaining impulse responses

from noise responses. The output of the system is cross-
correlated with the noise input; that is, the output is
multiplied by a delayed version of the input and .the
product is averaged. The average as a function of the
delay r is the same as the impulse response of the system
as a function of time provided that the autocorrelation
lunction ol the noise input is an impulse (i.e., the noise
should be wideband compared with the system's fre-
quency response). If the autocorrelation function of the
noise isn't a true impulse, the result will be less than
perfectly accurate. The accuracy of the correlator output
is also affected by the correlator's averaging time.

Mathematically, the setup of Fig. 2 works as follows.
If the noise is x(t), the unknown impulse response is h(t),
and the response of the system to the noise is y(t), then

f a
y ( t ) :  

/  n f u l x ( t - u ) d u

J -  a
The cross-correlation functipn of y(t) with x(t) is defined

Fig. 3. Autocorrelatiort lunction ol pseudo-random
binary sequence approximates an impulse.

the unkown impulse response is proportional to the cross-
correlation function of the input noise x(t) with the
output y(t).

The binary pseudo-random noise synthesized by the
new noise generator has an autocorrelation function
which, while not precisely an impulse, is very close to
one, as shown in Fig. 3. What's more, the averaging
time T for the correlation system only needs to be as
long as one period of the pseudo-random waveform, i.e.,
as long as one complete pseudo-random pattern. Unlike
random noise, pseudo-random noise introduces no sta-
tistical variance into the results, as long as the averaging
time T is exactly one pattern length

Galibration, Research, Training

Other uses of the noise generator include
w research in communication, biomedical engineering

seismology, underwater sound, PCM, etc.
w calibration of true-rms voltmeters, spectrum analyzers,

and other low-frequency test equipment (e.g., the
pseudo-random signal generates a comb of frequencies,
useful for checking wave analyzers).

e student familiarization with random-signal theory and
the behavior of systems with noise inputs.

It will be interesting to see how this list grows as the
potential of controllable, repeatable noise becomes more
widelv rcalized. t

r .  i  rT /2
R.,(r) : ,T.o+ / x(t -,) y(t)dt.

J -r/z
Substituting for y(t) gives

f o
R-,(r) : / nful R"* (u - r)du.

J -o
where R*,(r) is the autocorrelation function of the noise
x(t). If R*.(') is a true impulse then

R,r(r) -  o* 'h(r),

where o, is the rms value of the noise x(t). In other words,
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