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MULTIPLE-ACCESS CONSIDERATIONS FOR 

COMMUNICATION SATELLITES* 

BY 

F. ASSADOURIAN AND D. L. JACOBY 

RCA Communications Systems Division 
New York, N. Y. 

Summary—This paper discusses special aspects of multiple access for 
communication satellites. The major classes of multiple-access systems and 
their characteristics are briefly reviewed, and a system design philosophy 
is presented for those systems that share satellite power, i.e., frequency-
division and spread-spectrum systems. A practical method is described for 
establishing nominal design values of satellite sharing factors and trans-
mitter power in terms of other ground and satellite parameters and volume 
of traffic per link. 

Power level control is discussed in theoretical terms for the frequency-
division multiplex (FDM) and spread-spectrum modes of multiple access. 
Up-leg and down-leg path-loss calculations for the simultaneous links lead 
to a set of generally nonlinear equations, with ground effective-radiated 
power (ERP) levels as unknowns. Simplifications are possible when the 
satellite noise is negligible compared to the communication signals entering 
the satellite. Graphical procedures may then be used to obtain approximate 
solutions. Power-control dynamic ranges are also discussed. 

The final section discusses power-level control techniques that employ 
pilot signals emanating from ground stations, reference tones inserted at 
satellite repeaters, and comparative measurements of their returns to 
ground points.  Centralized measurements, decentralized measurements, 
and programmed approaches are all considered. 

INTRODUCTION 

m ULTIPLE access has been the subject of considerable interest 

and study by those concerned with planning and designing 

communication satellite systems. An effective multiple-access 

scheme that permits many users to share a single satellite repeater 

will reduce the cost of communication satellite services. It will also 

permit the simultaneous participation of small and large ground ter-

minals having a wide diversity of communication requirements. 

The sharing systems that have received the greatest attention fall 

into three categories: time division  (TDM), frequency division 

(FDM), and spread-spectrum or code-division systems (CDM). The 

differences between these systems in their use of time, spectrum, and 
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satellite power are illustrated in Figure 1 through the use of a 3-dimen-

sional domain (light lines) that may be apportioned in various ways 
for assignment to particular links (dark lines). Each system has 

merits and shortcomings and there appears to be no universally su-
perior approach. Time-division systems have the advantage of re-

Frequency Division 

Time Division 

5Piern 

Note 

Bandwidt h 

T r Time 

P r Power 

Fig. 1—Multiple-access methods. 

quiring no control of ground transmitter power; however, they require 

accurate synchronization among the participating terminals and are 
inefficient for small terminals operating through wide-band repeaters. 

Frequency-division systems are basically the simplest, but they require 
power control for efficient satellite utilization. Both time-division and 
frequency-division systems require considerable supervision to permit 

allocation of time slots or frequency channels on the basis of traffic 
load. Spread-spectrum systems, by comparison, permit random access 

and have a nonblocking, graceful overload characteristic. However, 
they require power control and relatively complex equipment. 

Power sharing and the related power-control problem constitute 

one of the major technical challenges in the implementation of mul-
tiple-access systems of the FDM or CDM types. It was therefore 
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decided to give this subject the greatest emphasis in this study. The 

systems under consideration are those in which the total available 

satellite power is split among a number of links. Both frequency-

division and spread-spectrum systems fall in this category. 

The capacity of a satellite system depends on both the satellite and 

the ground-terminal parameters. A given satellite may be required to 

provide many traffic channels when serving a pair of large terminals, 

but only a few channels when used between small terminals. For the 

more general case where a mix of small and large terminals are shar-

ing the satellites, the capacity will be related to the number of links 
between various classes of terminals and the traffic per link. In such 

a mix, small terminals require a larger share of satellite power than 

large terminals for the same amount of traffic because of their reduced 

reception capabilities. 

A desirable goal in designing an efficient shared system is that no 

link should receive a larger or smaller share of the satellite power 

than is actually required for a given traffic and performance. To 

accomplish this, a straightforward method is desired for determining 

the following characteristics for a satellite system: 
(a)  The share of satellite power required for each receiving 

terminal in terms of its traffic and required performance. 

(b)  The power that must be transmitted by the corresponding 
transmitting terminal. 

(c)  The capacity of the system in terms of links, terminals, 
traffic, and performance. 

A method will now be described for establishing nominal design 
values for these factors. In the dynamics of system operation, an 

active power-control and monitoring system will ensure that the system 
capacity and performance is maintained under changing conditions. 

Approaches to power control and system monitoring are discussed 
later. 

STEP-BY-STEP METHOD 

Factors that must be considered are the parameters of the receh 
ing terminal, the traffic and performance level, down-link transmission 

losses, power sharing at the satellite, the satellite input/output char-

acteristic, up-link transmission losses, and the parameters of the 
transmitting terminal. 

Receiving Terminal 

The receiving-terminal capability can be expressed in terms of 
its sensitivity, SR, i.e., the effective noise power per cycle of band-
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width per unit area at the receiving antenna 

SR -= —228.6 -F 10 log10 T — 10 logioA dbw/cycle/ft2, 

where —228.6 is Boltzmann's constant in dbw/cycle/°K, T is over-all 
noise temperature in °K, and A is effective antenna aperture in ft2. 

SR is independent of both bandwidth and frequency. For practical 

purposes a more convenient expression is the ratio D2/T where D is 
the antenna diameter in feet and T is again the noise temperature in 
°K. This ratio may vary from about 0.1 for a small highly mobile 

terminal to 100 or more for a large fixed installation. It is thus closely 
related to the size and complexity of the terminal. 

Down-Link Transmission Loss 

The down-link transmission losses can be expected to vary from 

link to link and under certain conditions to vary with time over par-
ticular links. For the purposes of system design it is desirable to 

establish a nominal value of transmission loss that does not unneces-
sarily limit the capacity of the system and is sufficient to assure the 
desired level of performance under all but extreme conditions. Sug-
gested criteria for nominal transmission loss are: 

(a)  Assume a free-space loss that corresponds to minimum eleva-

tion angle and maximum slant range at which it is proposed to oper-
ate. 

(b)  Include satellite antenna gain reduction corresponding to the 
conditions of (a). 

(c)  Include design values of polarization loss, radome loss, and 
tracking-error loss. 

(d)  Include atmospheric loss corresponding to clear weather, low 
humidity, and sea-level at the operating frequency. 

Factors such as losses and noise-temperature increases associated 
with rain, clouds, or fog are not included. It is left for the power-

control system to cope with deviations from nominal conditions in the 
down link, such as reduced losses due to smaller slant range or in-
creascd losses due to inclement weather. 

An alternative procedure is to base nominal values on conditions 
that prevail for, say, 50% or more of the time. 

Traffic and Performance 

We may proceed to specify the received signal power for a given 
traffic and performance. 
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PR -= —228.6 + 10 log" T  10 logy) B 
N 

where PR is in dbw, T is over-all noise temperature in °K, B is pre-

detection bandwidth in cycles/second, and C/N is the carrier-to-noise 

predetection ratio in db. B and C/N are functions of the modulation 

technique and the desired traffic and performance. 

For the spread-spectrum case, this equation is applicable if we 
assume that the full processing gain may be applied against the 

1000N 
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Nw I  I  1 I I  I  11 1111 I  J i l l ,. 

IOW  100W  1000W 

Spread Bandwidth 

l   

Fig. 2—Spread-spectrum modulation characteristic. 

thermal noise and that the interfering signals will have a lesser effect. 
These conditions tend to prevail for very-widE-band systems with high 

processing gains. A typical modulation characteristic for a spread-
spectrum system is shown in Figure 2. As the spread bandwidth 

increases, the number of users that can be accommodated levels off, 
indicating that in this region the thermal noise predominates. 

Satellite Power Sharing 

We are now ready to specify the required satellite ERP (effective 
radiated power) in terms of traffic and ground terminal sensitivity as 
illustrated in Figure 3. If the total available satellite ERP is known, 

satellite shares can be expressed in percent of the total, and the 
capacity of the satellite may be specified. Figure 3 assumes a satellite 
ERP of +30 dbw (20 watts, 17 db antenna gain), a nominal trans-
mission loss of 205 db at 8 gc, and frequency-shift-keyed (FSK) modu-
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Fig. 3—Satellite sharing factor versus terminal sensitivity and traffic. 

lation at 10 -5  error rate. The resulting satellite ERP shares derived 

from Figure 3 are given in Table I. 

The capacity of the satellite may be expressed in terms of the 

classes of terminals and the traffic destined for each. Let U and V 
be the number of TTY (teletype) and voice channels, respectively, 
destined for mobile terminals. Let W and X be the number of TTY 
and voice channels, respectively, destined for transportable terminals. 
Let Y and Z be the number of TTY and voice channels, respectively, 
destined for fixed terminals. 

For the particular satellite we have postulated (ERP of 30 dbw), 
the condition for a fully loaded satellite occurs when the sum of the 

Table /—Satellite ERP Shares 

Terminal 

Per Voice  Per TTY 
Channel Channel  

D2/T  dbw  dbw 

Mobile  0.12  +20  10  — 4  0.04 

Transportable  4.5  + 4  0.25  —20  0.001 

Fixed  36  — 5  0.03  —29  0.00013 
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individual percentage shares equals 100. The capacity is 

C.= 0.04 (U+ 250V) + 0.001 (W + 250X) + 0.00013 (Y + 250Z) —100%. 

For the general case where the links, terminals, and traffic have 

been specified and we desire to know how large a satellite we need, 

the required satellite capability is 

ERP = 0.4 (U + 250V) + 0.01 (W + 250X) + 0.0013 (Y + 250Z) watts. 

This completes the down-link considerations. As stated previously 

the shares that have been derived are nominal design values that may 

be adjusted up or down during operations to reflect deviations from 

nominal conditions. This problem will be considered as part of the 

discussion of power control. 

Satellite Input/Output Characteristic 

For the purposes of this simplified analysis, certain assumptions 

have been made. 

(a)  A common wide-band, hard-limiting heterodyne repeater is 

employed. 

(b)  A linear power split has been assumed among the signals 

reaching the satellite. As will be discussed, this is not necessarily 
realizable, depending on various factors such as relative levels, num-

ber of signals, and frequency spacing in FDM systems. 

(e)  The relative input levels will be determined by the share of 
satellite power required by the receiving terminal, not by the capa-

bility of the transmitting terminal. 

(d)  The absolute input levels will be sufficient to limit the share 
of satellite power lost to up-link noise to a tolerable level. 

Up-Link Transmission Losses 

As in the down-link ease, a nominal value of transmission loss is 

established based on the free-space loss at maximum slant range and 
with realistic allowances for atmospheric, radome, antenna alignment, 

polarization and other miscellaneous losses. Under nominal conditions 
the signal received at the satellite will be at the level required to 

assure a proper share of the satellite power. At other than nominal 
conditions, the signal reaching the satellite will be smaller or greater 

than this level and active power control is necessary to preserve satis-
factory system performance. 
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Transmitting Terminal Parameters 

With the transmission loss and up-link noise contributions estab-

lished, the ground terminal ERP may be determined corresponding to 
a given share of a fully loaded satellite. The ground-terminal ERP 

can be satisfied by various combinations of power and antenna gain. 
Under the assumption that some system of power control is employed, 

greater than nominal power will be required under adverse conditions 

(either up or down link) while less than nominal power should be 
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Fig. 4—System design chart. 

used under favorable conditions, if the performance and effective 

utilization of the satellite system are to be maintained. 

The transmitting-terminal ERP is directly related to the traffic 
and to the receiving-terminal sensitivity. If the required ERP ex-

ceeds the capability for the class of terminal that is planned, either 
the traffic must be reduced, a lower level of performance must be ac-
cepted, or we can settle for less efficient utilization of the satellite. 

The up-link and down-link characteristics may now be combined 
in a single system design chart. Figure 4 shows the relationships of 

ground-terminal parameters, satellite power levels, and sharing fac-

tors and traffic for a hypothetical satellite system based on the assump-
tions given in Table II. The assumed up-link noise contribution at 
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Table Il—Assumed Satellite Characteristics 

Transmitter Power  =_ 20 watts 

Antenna Gain (up and down)  = 17 db 

Bandwidth  = 20 me 

Noise Figure  = 10 db 

Up-Link Noise Contribution  = 1% of satellite power 

Transmission Losses (up and down)  = 205 db at 8 ge 

1% of the satellite power establishes the absolute power levels at 

which all users of the satellite must transmit. A signal reaching the 

satellite at a level of —121 dbw will equal the noise and thus receive 
1% of the satellite ERP. A composite signal level of —101 dbw would, 

in effect, fully load the satellite. 

As an illustration of use of the chart, consider a requirement for 
a single voice channel to be transmitted between two transportable 

terminals. Assume an antenna diameter of 30 feet and a noise tem-

perature of 200°K (D2/T -= 4.5). Following the dotted line we see 
that the satellite ERP required is plus 3 dbw or 0.25% of the available 
satellite ERP. The corresponding satellite received power is —128 

dbw. For a 30-foot transmitting antenna the transmitter power re-
quired is 3 watts. Table III illustrates the traffic capabilities of the 

system between various classes of terminals. 

Some of the cases shown have little practical significance, but are 

included to illustrate the extreme restraint that large stations must 
exert to permit participation by small stations. For example, a fixed 

station (60-foot antenna) transmitting to another fixed station would 
be allowed only 0.1 watt per voice channel, while a mobile termina! 

Table Ill—System Traffic Capabilities 

Rec. 
Term. Traffic 

TRANS. TERM POWER  
Sat. Share  60-foot  30-foot  6-foot 

Antenna  Antenna  Antenna 

Mobile  TTY  0.04  0.15w  0.6w  16w 
(D2/T = 0.12)  1 Voice  10.  40w  150w  4Kw 

Transportable  1 Voice  0.25  lw  4w  100w 
(D2/T = 4.5)  12 Voice  3.  13w  50w  1.3Kw 

Fixed  1 Voice  0.03  0.1w  0.5w  13w 
(D2/T = 36)  12 Voice  0.42  1.5w  6w  150w 
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(6-foot antenna) transmitting to another mobile terminal would be 

permitted 4 kw per voice channel. The major application of the large 
terminal would seem to be as the receiving point for transmissions 

from small mobile terminals so as to reduce the transmission require-
ments for the small terminal. 

In summary, a simple method has been described for determining 

for any satellite system employing multiple access, the nominal sharing 

factors as they relate to the traffic and ground terminals, the cor-
responding ground-terminal transmitting powers, and the capacity of 

the satellite in terms of participating ground terminals and traffic. 

The considerations basic to an optimum system design are (1) that 

satellite sharing factors for each link depend solely on the traffic, 
performance, and sensitivity of the receiver terminal, and (2) that 

ground transmitter power be limited to that needed to achieve the 
required satellite sharing factor for a particular link. A chart similar 
to that shown here wlil give the system designer at least a first cut 

at the optimum operating parameters of the system. 

We will now proceed to an analysis of power sharing in greater 
technical depth and to consider the difficult problem of dynamic power 
control. 

THEORETICAL POWER-LEVEL-CONTROL CONSIDERATIONS 

The equitable sharing of an active satellite repeater by a number 
of simultaneous users in the FDM and spread-spectrum modes of mul-
tiple access is facilitated by proper control of all signal levels. Control 
points may be located in the satellite or in ground-station transmitters 
(in this paper, only the latter case is considered). It is assumed that 

the various multiple-access participants compete with each other and, 

possibly, with satellite thermal noise for satellite ERP, but do not 
have to contend with outside interference. 

Reasonable criteria for the fair distribution of satellite ERP among 
various users, which can be uniformly "small" or "large" or a mix-
ture of both types, would include the following as far as possible: 

(1)  The satellite ERP intended for a given user should be a 
function of his channel requirements and should increase or decrease 

as they increase or decrease, although not necessarily in a linear 
fashion. 

(2)  Proper cognizance should be taken of the individual user's 
channel performance requirements. 

(3)  For efficient operation, the satellite repeater should be loaded 
by communication signals to prevent the competing satellite noise from 

capturing an undue portion of the ERP. An exception is noted later. 
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Previous thinking has usually simplified the power-control problem 

by assigning equal signal levels to like users at the repeater input, 

and in many situations this solution may represent a practical com-
promise. However, in situations that permit computer-type calcula-

tions, the second criterion above suggests that a fairer solution is 

available. The computer approach is feasible in systems that tend to 
employ computers for other purposes (such as for satellite acquisition 

and tracking) at either local sites or control centers. 

A step-by-step development is presented for either the spread-

spectrum or FDM mode of multiple access. In essence, the usual path-

loss analysis for satellite links is applied to all multiple-access (one-

way) links to form a set of nonlinear algebraic equations with ground 
transmitter ERP's as the unknowns. The solutions to these equations 

represent the correct values of these ERP's that guarantee the desired 
performances at all receiving sites. Changing the solutions in certain 

ways, such as multiplying all ERP's by a common scale factor, will 
improve performance. Since such improvement may not be required, 

nominal ERP's corresponding to nominal system conditions will gen-
erally be adequate, with provision for varying these ERP's in accord-

ance with changing path losses over some dynamic range. 

FDM Mode of Multiple Access 

Link calculations must take into account the following effects at 

the satellite repeater: 
(1) sharing of satellite ERP among various users, with loss of 

power to satellite thermal noise as one of the users in case of inefficient 

operation, 
(2) loss of linear power due to out-of-band frequencies that are 

generated by repeater nonlinearity, 
(3) enhancement of differences in incoming user signal levels, with 

satellite thermal noise included as a user, produced by repeater non-
linearity (weak signal suppression), 

(4) noise increase in user communication channels due to inter-
modulation distortion products resulting from repeater nonlinearity. 

FDM here refers to the assignment at any given time of separate 

r-f frequency slots in the satellite repeater bandwidth to the various 

simultaneous users. The spread-spectrum (SS) mode here refers to 

the simultaneous assignment of the entire repeater bandwidth to 
several users for communications via pseudorandum trains of pulsed 

signals (FSK, PSK, etc.). Of the effects listed above, the first and 
third are most important for the SS mode; in the case of FDM, the 

fourth effect is also important. 
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Up-leg and down-leg calculations are now tabulated for the FDM 
case, with the up-leg results applicable to the SS case as well. 

FDM Up-Leg Calculations for i-th (One-Way) Link 

The ERP from the ground station is 

at= P i., GTE . 

The signal level at the satellite input, therefore, would be ata, where 

a, is a factor that includes up-leg path loss and satellite antenna gain. 

The satellite ERP for the i-th link si given by 

ki a cri Ws 
Yi = 

Ns+  E ajai 

where ki is the signal degradation (or improvement) due to repeater 
nonlinearity according to effect (3) noted previously; Ns is the satel-

lite thermal noise in the bandwidth, Bs; and W8 is the total satellite 
ERP (PsGs) given by 

w9 = E + 

ys (with associated kN) represents noise ERP with kN determined by 
the signal k's. 

Intermodulation distortion noise ERP,  for the i-th link is also 

a factor in the FDM case, but can be made negligible if repeater band-
width is sufficient to permit apprcpriate spacing of user channels. 

Satellite repeater gain for the i-th link is given by 

(   1  yi gi =  _ . 
aorri X  Gs ) 

FDM Down-Leg Calculations for i-th (One-Way) Link 

The signal level at the ground input is 7,bi, where bt is a factor 
that includes down-leg path loss and ground antenna gain. 

The up-leg thermal noise in the i-th link is given by 

, BR{ 
Nui = by 

13, 
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where BR i is the r-f bandwidth of the receiver, which, in the case of 

binary PSK transmission, is set equal to the bit rate, Ri. The inter-
modulation noise from the satellite repeater is yim ba. 

The down-leg noise in the i-th link is given by 

N di = nde Ri, 

where ndi includes external noise (sky, atmospheric, and ground reflec-

tions), internal noise (pre-receiver losses, front-end noise from para-

metric amplifier and front-end stages), and other noise (e.g., coupling 

of transmitting power into receiver). 
The total receiver noise in the i-th link, therefore, is 

Ni= Nui +biyim + N di, 

and the required carrier-to-noise ratio for the i-th link is 

biy4 
Pi= 

Ni 

Specification of C/N performance for n links leads to n nonlinear 
equations that are to be solved for the various ERP's from the ground 

stations. For efficient satellite repeater operation, the power sacrificed 
to satellite noise should be small. For this case, the n nonlinear un-

homogeneous equations approach n linear homogeneous equations. 

This limiting case is consistent with physical intuition, which would 
predict that, if satellite noise is disregarded, the multiplication of 
each ground ERP by the same constant should not alter the power-

control balance. 

Spread-Spectrum Mode of Multiple Access 

The following major effects must now be observed in link calcu-

lations: 
(1)  sharing of satellite ERP among various users, 
(2)  enhancement of differences in incoming signal levels (and 

satellite noise, if not negligible) produced by repeater nonlinearity 

(e.g., hard limiting), 
(3)  processing degradation at ground receiver, reducing the proc-

essing gain from its design value. 

Up-leg calculations for the SS mode are the same as those for the 
FDM case (except that intermodulation distortion need not be consid-

ered). Down-leg calculations are as follows, 
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SS Down-Leg Calculuations for the i-th (One-Way) Link 

As before, the signal level at ground input is bey,. The up-leg 

thermal noise in the i-th link is 

N„i=baN E biyi, 
hét 

where 

YN = W8 -  E 

The down-leg noise in the i-th link (effect (2)) is 

Ndi = ndiBR, 

where BR is the receiver bandwidth, which is equal to both the satellite 

bandwidth and to the unprocessed (fast) bit rate in the example of 
binary PSK. 
The spread-spectrum processing gain of the receiver, km;  (PG), is 

the product of the ratio of the SS to information bandwidths, (PG), 
and a degradation factor km  (effect (3) noted previously). The SS 
processing relationship of the receiver, then, is 

( —)  = kpa (PG) ( — 
N  ow=r  N)Bw _R 

where r is the information rate. 

From the above, total receiver noise in the i-th link is 

Nd,. 

The unprocessed CN ratio for the i-th link is b,y,/Ni, but the con-
dition to be satisfied for the i-th link, i.e., processed C/N ratio, is 

biyi 
pi = k 0(PG)   

As in the FDM case, specified performances on n links yield n non-
linear equations to be solved for the various «4. 

Implications of Theoretical Calculations 

The previous calculations have shown that rigorous approaches to 
the power-control prob!em for the FDM and SS modes of multiple 
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access result in sets of nonlinear equations in the various ground ERP 

levels. Although no attempt has been made to solve these equations, 
it is believed that approximate procedures described elsewhere in this 

paper represent practical solutions. Furthermore, with the theoretical 

formulations as guides, a number of features may be observed, as 

noted below. 

Special Case of Two Signals 

In the special case of a single two-way link (or its equivalent of 

two one-way links) where the path loss is different for the two halves 

of the link, two courses of action are considered. First, power control 
may be omitted. In this case, with identical terminals assumed at the 

ends of the link, the weaker signal arriving at the satellite is further 
reduced by, say, hard limiter or other repeater nonlinear degradation, 
but regains lost ground on the superior down-leg. Second, let power 

control guarantee equal levels at the satellite by increasing the ERP 
for the poorer up-leg. This approach unjustly favors the signal on 

the better down-leg. A more equitable form of power control, perhaps 

along the lines suggested by the previous theoretical treatment, would 
seem to be preferable. The more general case of two or more two-way 

links leads intuitively to similar conclusions. 

Power-Control Dynamic Ranges 

One of the practical questions to be settled in any power-control 
implementation is the selection of operating regions defined by dynamic 
ranges around selected "nominal" values. A reasonable approach might 
be to determine these values from conditions (satellite range, atmos-

phere losses, satellite antenna and repeater parameters, antenna polari-

zation and tracking losses, ground receiver noise, number of channels 
and required performance etc.) that can be expected to prevail for, say, 
50% or more of the time. As noted earlier, nominal values were pre-

viously determined in a different manner. Unsymmetrical dynamic 

ranges may now be inserted on either side of the nominal values, with 
a compressed lower range, to accommodate changes in transmission 
conditions and parameters. The upper end of the dynamic range is 
fixed by the extent of degradation (anticipated during some percentage 

of time) under which satisfactory performance is desired. It is clear 

that an extensive range may be costly in that, most of the time, a 
transmitter may be compelled to operate at fractions of its peak 

capability. 

The influence of the number of multiple-access signals on the selec-
tion of a dynamic range for the power control of a particular signal 
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can be explained with the aid of Figure 5. First, a few facts are 

recalled from the earlier theoretical discussion. Assuming that the 

number of multiple access signals may vary from time to time, the i-th 

link must be prepared to operate when it is the only user or when it 

is one of 2 to n users. It will be seen below that there is a problem of 
efficiency of operation. 

DYNAMIC 
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ONLY 
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Fig. 5—Power-control dynamic range considerations. 

To start with, let the satellite repeater be fully loaded by signal 
inputs from all n (one-way, or n/2 duplex) links, and let their sum be 

much larger than the satellite thermal noise. The relative signal levels 
are assumed to lead to corresponding portions of satellite ERP that 
are satisfactory for link operation considering both capacity and per-

formance. With hard limiting, the relative signal levels will not change 
greatly unless some signals are very large compared to others. Now 

assume that "nominal" operation (say for 50% of time or more) 
involves k links (k <n), each with an associated nominal number of 

channels. Then the i-th signal level may be used in the setting of the 
nominal ground ERP of ai. 

The influence of the number of multiple-access signals on the 
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selection of dynamic ranges for power control is now illustrated by 

the simple case of Table IV for equal signals and noise. Here n is 10 

(maximum) and k is 6 (nominal). It is seen that the presence of all 

n links calls for an increase in ground ERP by a factor of 11/7. Also, 

when only the i-th link is present, the ground ERP can be decreased 

by a factor of 7/2. Of course, an alternative in the latter case would 
be to leave ground ERP unaltered, and to use the increased share of 

satellite ERP for more traffic. This approach may be more practical 

in that it may limit the dynamic-power-control problem. Table IV 

Table IV—Dynamic Range Considerations 

Maximum  Nominal  i-th 

Number of equal satellite input 
signals 

Satellite noise equal in level to 
any signal 

Approximate portion of satel-
lite ERP per signal 

Factor needed to restore nomi-
nal portion of sat. ERP 

10  6  1 

1 1  1 

1/11  1/7  1/2 

11/7  7/2 
increase  decrease 

must be corrected if limiter degradation effects are considered. Also, 
in the case of hard limiting, it is assumed that full output (past the 
"knee" of the characteristic) is obtained when the input consists only 

of satellite thermal noise, and hence when at least one input signal is 

present in addition. 

Figure 5 suggests an observation about power-control accuracy and 
discipline. When only a few links are sharing the satellite repeater 
simultaneously, their relative input signals into the repeater must be 
controlled more closely than when there are many links. This is so 

because, when there are many signals, large variations around correct 
levels can be tolerated for a few signals (or even for many signals if 
the sum of the variations is small) without appreciably affecting the 

portion of satellite ERP intended for a given link. This conclusion 
should remain approximately correct even when nonlinear repeater 

effects on weak signals are considered, so long as the total input satel-

lite power does not change appreciably with respect to a desired input 

signal. 
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Rate of Change of Power-Control Requirements 

Since practical power-control schemes, no matter how fine-grained, 
may depend on discrete data received periodically, the required fre-

quency of such data and required system reaction time to these data 

may be important parameters. Both types of data obviously depend 

upon the intended application and may typically range from a fraction 

of a second to several minutes. 

POWER-LEVEL-CONTROL TECHNIQUES 

Techniques for implementing power-level control can be realized 
with the use of two types of pilot signals. One type serves as a monitor 

of link transmission conditions. For this purpose a pilot signal can 
be transmitted toward the satellite from each ground station partici-

pating in multiple access. The pilot signals arriving at the satellite 

have relative levels that convey information concerning relative up-link 
losses. When retransmitted to a ground measurement point this infor-

mation undergoes uniform attenuation. After its detection, relative 
information collected for the up-links is now available. When applied 

in reverse and combined with known system parameters, the same 
information enables the determination of all relative down-link condi-
tions. If each pilot signal also contains information on the number of 

channels and performance requirements for its link, then the total 
information at hand should be sufficient for the setting of relative 

ground ERP levels, at least to within a constant factor when satellite 
noise is negligible. 

The second type of pilot signal is inserted at the satellite as a 
reference against which the other pilot signals can be compared at 
the ground measurement point. Information gained in this fashion 

is more complete than previous data derived from only the ground 

pilot signals and should be useful in fixing ground ERP levels. There 
are several approaches for the insertion of the reference. For example, 
in the case of a hard-limiting repeater, the reference can be added to 

the ground pilots and can then proceed through the limiter with them 
and the communication signals. Another approach is to provide a 

separate path, with or without its own hard limiter, through the 
repeater for just the ground and reference pilots. Any method adopted 

must yield information on how the hard-limiting affects the multiple 

access signals, since this data is needed for the estimation of correct 

ground ERP levels. 
An illustrative procedure is to introduce a satellite reference tone 

that is high compared to the other pilot signals and noise. With a 
separate hard limiter for all pilot tones, the ratio of the satellite refer-
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ence to any other pilot signal will then increase by around 6 db. After 

ground detection and subtraction of these 6 db, the results can be 

compared to "nominal" values and, after theoretical or approximate 

computations, used to set the proper values of ai. 

Centralized Power-Control Measurements 

Based on the previous discussion, a technique for centralized power-

control measurements is illustrated on Figure 6. To repeat, pilot 

signals are transmitted from each multiple access ground terminal and 

Control  Station 

At 
Satellite 

RCV 
I 

Satellite Order Wire 

RCV 
2 

XPATR 

RCV 
3 

RCV 
4 

Fig. 6—Centralized power-control measurements. 

the control station, with the former containing data on numbers of 
channels occupied and required performance over each link. The con-

trol station collects this information plus relative measurements de-
rived from the reference pilot tone and the pilot signals. Approximate 
or rigorous computer calculations are made to predict correct values 

of ground station ERP levels. These settings are sent to each ground 

station via satellite order wire. 

Decentralized Power-Control Measurements 

Decentralization in the previous approach can be achieved by re-
ceiving the pilot signals and satellite reference tone at all ground sites 

(Figure 7). Local computations with the data derived from these 
signals can then be used to adjust local ERP levels. This approach 

makes sense if approximate rather than large-scale computer calcula-
tions are to be made, since the latter would favor the centralized tech-

nique typified in Figure 6. 

Ideal decentralization would permit each ground station to make 
measurements (say with only its own pilot signal, a pilot signal from 



4.11/••••.e. 

198  RCA REVIEW  June 1966 

the opposite end of the link, and a satellite reference) and calculations 

and then set its ERP without resorting to measurements involving 

other ground stations. Such an approach is not possible in the case 

illustrated by Figure 5, which assumes interdependence among the 

various links. However, ideal decentralization may be approached if 
it is possible to make a particular ground station share of satellite 

ERP nearly independent of the other links. In this case, the illustra-

tive quantities in Table IV indicate that such a share might range 
from 1/11 to 1/2 of the satellite ERP. Hence, if the former were to 

yield acceptable link performance, the latter should yield superior 
performance. 

At 
Ground 

At 
Satellite 

Pilot 
Signals 

Fg. 7—Decentralized power-control measurements. 

Programmed Power Control 

The previous approaches involve data collection, measurement, com-

putation, distribution (in the centralized case) and application in ERP 
adjustments, all in fairly short times, say not longer than a few 
minutes. In the centralized case, if a computer is to be employed for 

long-term ephemeris calculations and network scheduling, it may be 
feasible to add the function of preparing long-term power-control 

schedules for multiple-access applications. These might then be entered 

in satellite books (along with satellite schedules, acquisition, and track-
ing data) and stored at the various satellite link terminals. The power-
control schedules would cover situations involving nominal system 
parameters, but could not cope directly with short-term weather and 
other factors. However, it might be possible to make provision for 

such factors locally at the various ground sites during the course of 
system operation. 
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Summary—The high-power capability of the overlay transistor has 
been extended into the microwave region. With developmental transistors, 
cw power output of 6.5 watts at I gc and over I watt at 2 gc has been 
obtained. This paper describes the state-of-the-art performance of micro-
wave power transistors. Device considerations and circuit design ap-
proaches at microwave frequencies are presented. Circuit details and 
performance data are given for practical circuits. The relative merits of 
common-base and common-emitter configurations of microwave power tran-
sistors are compared. 

INTRODUCTION 

C
ONTINUED DEVELOPMENT of the overlay transistor has 
extended its high-power capability into the microwave region. 
Commercial microwave transistors, such as the 2N4012, are 

now available for use at frequencies up to 1.4 gc. The typical cw power 
output of this device varies from 3 watts at 1 gc to 1.5 watts at 1.3 gc. 
With developmental transistors, cw power outputs of 5 watts at 1 gc 

and 1 watt at 2 gc have been obtained. Future prospects are even 

more promising. 
Microwave power can be generated by operation of overlay tran-

sistors in either the fundamental-frequency mode or the harmonic-
frequency mode. The former includes straight-through amplifiers and 
fundamental-frequency oscillators, and the latter includes amplifier— 

multipliers and oscillator—multipliers. Both modes of operation are 
important in microwave applications. Amplifiers and amplifier—multi-
pliers are used where crystal-controlled stability is required. Long-

term stability up to 1 part in 107 is possible in an amplifier—multiplier 
chain driven by a crystal-controlled oscillator. Fundamental-frequency 

oscillators and oscillator—multipliers are used in applications where 
cost is a prime consideration. In these circuits, stability is reduced 

to the order of 1 part in 103. 
Operation of the overlay transistor in the harmonic-frequency mode 

can extend the upper limit of the frequency range far beyond that 
possible from the same transistor operating in the fundamental-

199 
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frequency mode. A further advantage of the harmonic mode is that 

frequency multiplication and power amplification can be realized simul-

taneously." An overlay transistor operating in this mode provides 
power amplification at the fundamental frequency of the input-drive 

power, and the nonlinear capacitance of the collector-to-base junction, 
acting as a varactor, generates harmonics of the input-drive frequency. 

It is possible, therefore, to use a single transistor to replace a tran-

sistor power amplifier and a varactor-diode frequency multiplier. 
This paper describes the use and capabilities of overlay transistors 

in these circuits, which are the essential building blocks for solid-state 
microwave, radiosonde, and new telemetry equipments. Device con-

siderations and circuit-design approaches with overlay transistors at 

microwave frequencies are presented, and some basic problems that 

may be encountered in such circuits are discussed. Circuit details and 
state-of-the-art performance data are given for practical circuits using 
commercial and developmental devices. The relative merits of common-

base and common-emitter configurations of overlay transistors in such 
circuits at microwave frequencies are compared. 

DEVICE CONSIDERATION 

The important performance criteria in microwave power-amplifier 

and frequency-multiplier circuits are power output, power gain, and 
efficiency. Transistors suitable for power amplification must be capable 

of delivering power efficiently, with sufficient gain at the frequency of 
interest. Transistors suitable for frequency-multiplication must also 
be capable of efficiently converting the power from the fundamental 

frequency into power at the desired harmonic frequency. 
The power output that can be obtained from a transistor is deter-

mined by the current- and voltage-handling capabilities of the device 
at the frequency of interest. Because high-voltage operation of tran-
sistors is usually not practical, high power output requires a transistor 
that has a high current capability. The overlay transistor is suitable 
for high-power operation at ultra-high and microwave frequencies, 

because its construction provides a substantial increase in the ratio 

of emitter periphery to emitter area and, therefore, high current-
handling capability.' 

1 M. Caulton, H. Sobol, and R. Ernst, "Generation of Microwave Power 
by Parametric Frequency Multiplication in a Single Transistor," RCA 
Review, Vol. XXVI, p. 217, June 1965. 

2 H. C. Lee and R. Minton, "Designing Transistor Multipliers," Micro-
waves, Vol. 4, p. 18, Nov. 1965. 

3 D. R. Carley, P. L. MeGeough, and J. F. O'Brien, "The Overlay 
Transistor, Part 1: New Geometry Boosts Power," Electronics, Vol. 38, 
p. 71, Aug. 23, 1965. 
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A simple expression for power gain, G, of a transistor power ampli-

fier is 

1Y211 2RL 
G =   

4Re(Z,„) 
(1) 

where Y,1 is the dynamic current-transfer ratio (current gain), RI, 

is the real part of the collector load impedance determined by the 

required power output, and Z,„ is the dynamic input impedance when 
the collector is loaded by a complex load impedance, Z1,. This expres-

sion shows that, for high-gain operation, a transistor should have 

high and constant current gain with current level. 

For efficiency considerations, the transistor is usually operated 

under the signal-bias condition at which the collector-to-base junction 
is reverse-biased and the emitter-to-base junction is forward-biased 

partially with the input-drive signal. The collector efficiency of a 
transistor amplifier is defined as the ratio of the r-f power output at 

the frequency of interest to the d-c input power. Therefore, high 
efficiency implies that (1) circuit loss should be minimum, (2) the 
ratio of the real part of the dynamic output admittance of the tran-
sistor and its collector load conductance should be maximum at the 
frequency of interest, and (3) the circulation of harmonie current in 

the circuit should be minimized. For efficient operation, a transistor 
with small dynamic output conductance should be used in a low-loss 
circuit that can block the flow of all harmonie currents. However, 

transistor output conductance increases very rapidly with frequency. 

If a high ratio of output conductance of the transistor and its collector 

load conductance is to be maintained for efficient operation, the tran-

sistor should be operated under the conditions of a distorted-pulse 

collector-voltage waveform and a nearly-sinusoidal current waveform. 

This mode of operation can be considered as the opposite of vacuum-

tube operation, in which the plate voltage is sinusoidal and the plate 

current is in pulses. 

The efficiency of a transistor frequency-multiplier circuit can be 
considered as the product of the collector efficiency of the amplifier 

portion discussed previously and the r-f conversion efficiency that 
results from the varactor action of the collector-to-base capacitance. 
The latter is limited by the loss associated with the nonlinear capaci-

tance. Overlay transistors are suitable for frequency multiplication, 
because the loss in the nonlinear collector-to-base capacitance is mini-

mized as the result of the emitter structure. The cross-sectional view 
shown in Figure 1 indicates the loss distribution in an overlay tran-
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Fig. 1—Cross-sectional view of an overlay transistor. 

sistor. Figure 2 shows how the varactor portion separates from the 

intrinsic transistor portion. The active portion of the varactor, Ctn., 
is made up of the capacitance formed by the collector-to-base junction 
not opposite the emitter sites. The capacitance Cb•c consists of the 
part of the collector-to-base junction opposite the emitter-base junc-

tion. Cbc is much larger than Cly, and is a much more efficient varactor. 

Capacitance Cbc can charge and discharge only through the extrinsic 
base-spreading resistance rb. and the series resistance r8o, not through 

the intrinsic base-spreading resistance rbb.. Because rbb. is much 
greater than the combination of rb. and r,,o in the overlay transistor,' 
the varactor loss is minimized and, therefore, high conversion efficiency 
can be achieved. 

The inherent varactor frequency-multiplication ability of the col-

lector-to-base junction capacitance, added to the excellent frequency 
capability of overlay transistors, has made possible the use of overlay 
devices as efficient frequency multipliers, as well as power amplifiers. 

rso Cbc 

Fig. 2—Simplified circuit of an overlay transistor. 

H. C. Lee and G. J. Gilbert, "Overlay Transistors Move into Micro-
wave Region," Electronics, Vol. 39, p. 93, March 21, 1966. 
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CIRCUIT DESIGN APPROACH 

The design of transistor mfcrowave-power circuits involves two 

steps:  (1) the determination of load and input impedances under 

dynamic operating conditions, and (2) the design of properly distrib-

uted filtering and matching networks required for optimum circuit 

performance. For design cf the input circuit, it is necessary to know 
the input impedance at the emitter-to-base terminals of the packaged 

transistor at the drive-power frequency under operating conditions. 

To design the output circuit, it is necessary to know the load impedance 

presented to the collector terminal at the fundamental frequency for 

amplifiers and at the harmonic frequency for multipliers. These dy-

namic impedances are difficult to calculate at microwave frequencies, 

because values of transistor parameters such as Y.  in Equation (1) 

vary considerably under large-signal operation from those for small-

signal operation, as well as changing with power level. Small-signal 

equations which might serve as useful guides for transistor design 

cannot be applied rigorously to large-signal circuits.  Because an 

equivalent circuit for large-signal operation of microwave transistors 

has not yet been developed, transistor dynamic impedances are best 

determined experimentally by use of slotted-line measurement tech-

niques. 

DETERMINATION OF TRANSISTOR DYNAMIC IMPEDANCES 

The system required to determine transistor impedances under 

large-signal operating conditions is shown in Figure 3. As is shown, 

the signal generator is well isolated by a pad. The input directional 

coupler is used to monitor the input reflected power, and the output 

directional coupler to monitor the output waveform or frequency. At 

a given frequency and input-power level, the input and output tuners 

are adjusted for maximum power output and minimum input reflection 

power. Once the system has been tuned properly, the impedance across 

terminals 1,1 in Figure 3, without the transistor in the system, is 

measured at the same frequency in a slotted-line set-up. The conjugate 
of this impedance equals the dynamic impedance of the transistor. 

Similarly, the impedance across terminals 2,2, without the transistor 

in the system, is the dynamic load impedance presented to the collector 

of the transistor. Such measurements can be performed at each power 

level. 

In addition to determining the dynamic input impedance and the 

load impedance, the system of Figure 3 can also be used to determine 
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the power output, power gain, and efficiency of a transistor. When the 

system is being set up to test transistor performance characteristics, 

careful consideration must be given to the selection of the line length 

and the characteristic impedance of the input and output line sections. 
For the input section, the low-characteristic-impedance line should be 
used to reduce the VSWR because the real part of the transistor input 

impedance is very small at microwave frequencies. A line length is 
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Fig. 3—Set-up to measure transistor impedances. 

chosen that will transform the small input resistance of the transistor 
to a value closer to that of the driving source resistance. For the 
output section, a line with a proper length and characteristic imped-
ance (Zo close to the load resistance) should also be used to reduce the 
VSWR. 

For frequency multipliers, an additional arrangement must be 

incorporated to provide circulation of fundamental-frequency current 

in the collector of the transistor. An idler circuit might be required, 
depending on the order of multiplication." The output circuit is 
designed to pass the desired harmonic frequency. 

DESIGNING CIRCUITS 

Once the dynamic input impedance and the load impedance of a 
packaged transistor are established, the input and output circuits can 

be designed with the aid of a Smith chart. Although various forms 
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of circuits using either air-line or strip-line arrangements can be used 

for microwave applications, this paper discusses only the simple design 
shown in Figure 4. In this figure, two input circuits using direct 

coupling are shown at (a) and (b). Output circuit (d) provides 

INPUT CIRCUITS 

(0) 

(b) 

OUTPUT CIRCUITS 

ff 

Fig. 4—Various forms of input and output circuits. 

capacitive-probe coupling and output circuit  (e)  uses inductive 
coupling. The input circuit at (c) and the output circuit at (f) utilize 
two sections of resonant line. In all these circuits, either air-line or 

strip-line arrangements can be used; the former are superior in per-
formance, while the latter are preferred for economy. 
The design techniques for air-line and strip-line circuits are very 

similar. The design of an amplifier circuit at a frequency of 2 gc will 
be described here as an example. The dynamic input impedance Zi„ 

and collector load admittance Yet of the transistor to be used (meas-
ured in the system of Figure 3 at 2 gc) are 

Zin = 7.5 + j 10.2  (2) 

Yer, = 8.3 x 10-3 —j 15.3 X 10 -3 .  (3) 
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must be modified by a factor of 1/Vit where e is the dielectric constant 
of the insulator material of the strip-line. 

MICROWAVE POWER AMPLIFIERS 

The complete circuit diagram of a 2-ge power amplifier using an 

RCA developmental coaxial transistor is shown in Figure 7. The co-
axial transistor is placed in series with the center conductor of the 
line, or cavity, and its base is properly grounded to separate the input 

2 GHz 
INPUT vcc 

2 GHz 
OUTPUT 

Fig. 7—Circuit diagram of a 2-gc power amplifier. 

and output cavities. The input section consists of capacitances C, and 

Co and a line section. Direct coupling is used in the input. The output 

section consists of a line section, capacitance C3, and a capacitive probe 
C4 through which the output power is obtained. The two r-f chokes 
and the resistance R form the bias circuit. 

A c-w output power of 1.0 watt with 4 db gain has been obtained in 
this circuit, with the grounded-base coaxial transistor operated at a 

collector voltage of 28 volts. The collector efficiency measured at an 
output-power level of 1.0 watt is better than 25%. The 3-db bandwidth 
measured at the same power level is greater than 6%. 

A c-w power output of 1.0 watt was also obtained at 2 gc in this 

amplifier circuit with a grounded-emitter coaxial transistor. However, 

the measured power gain was somewhat less (3 db). The collector 
efficiency of the common-emitter amplifier is comparable to that of a 

common-base circuit. Figure 8 shows the output power as a function 
of the input power for the 2-ge amplifier circuit operated at a collector 
supply voltage of 28 volts. 
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Fig. 8—Power output versus power input for the 2-gc amplifier. 

The variation of output power with frequency at power levels of 

0.2 and 0.45 watt is shown in Figure 9 for the common-base coaxial 

transistor operated at a collector voltage of 28 volts. The device de-
livers 2.65 watts of power at 1 gc with a collector efficiency of 45%. 

A transistor capable of higher power output at 1 gc is now in 
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Fig. 9—Power output versus frequency for the common-base 
coaxial transistor. 
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development. A power output of 5 watts has been measured in an 
amplifier circuit similar to that of Figure 7 for a common-emitter 

transistor in a TO-60 package with a drive of one watt. 

AMPLIFIER—FREQUENCY-MULTIPLIERS 

Figure 10 shows a transistor tripler circuit that uses a selected 

2N4012 for operation from 367 mc to 1.1 gc. This circuit uses the 

INPUT 
367 MHz 

OUTPUT 
1.1 Glit 

Fig. 10—A 367-mc to 1.1-gc transistor tripler circuit. 

air-line output circuit shown in Figure 4(e) and lumped-element input 

and idler circuits. The transistor is placed inside the cavity, and its 
emitter is grounded to the chassis. A pi section is used in the input 
(CI, C„ L1, L , and C3) to provide impedance matching at 367 mc 

between the driving source and the base—emitter terminals of the 
transistor. L. and C3 provide the necessary ground return for the 

nonlinear capacitance of the transistor. L3 and C4 form the idler loop 
for the collector at 367 mc. L4 and C6 form the second-harmonic idler 

circuit for the collector at 734 mc. The output circuit consists of a 
foreshortened coaxial cavity. A lumped capacitance C5 in series with 
a hollow-center conductor of the cavity near the open end permits 
adjustment of the electrical length. Output power at 1.1 gc is obtained 
by loop coupling at a point near the shorted end of the cavity. 
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Figure 11 shows the output power of this tripler at 1.1 gc as a 

function of the input power at 367 me for a selected 2N4012 operated 

at a collector supply voltage of 28 volts. The solid-line curve is the 

power output obtained when the circuit is retuned at each input-power 
level. The dashed-line curve is obtained with the circuit tuned at an 
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Fig. 11—Output power versus input power for the transistor tripler circuit. 

output level of 3.0 watts. An output power of 3.0 watts at 1.1 gc is 
obtained with a drive of 1.0 watt at 367 me. The 3-db bandwidth 
measured at this power level is 2.3%. The spurious-frequency com-

ponents measured at the output are down more than 20 db. The varia-
tion of output power and collector efficiency with collector supply 

voltage at an input-drive level of 1.0 watt is shown in Figure 12. 

These curves are obtained with the circuit tuned when the collector 
voltage is 28 volts and the power output is 3.0 watts. Figures 11 and 

12 indicate that the transistor amplifier—multiplier circuit is capable 

of amplitude modulation. 
A 367-me amplifier that used the same circuit configuration and 
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components shown in Figure 10 was constructed to compare amplifier 

and tripler performance. The conversion efficiency for a large number 

of transistors was measured. (The conversion efficiency is defined as 
the power at 1.1 gc obtained from the tripler, divided by the power at 

367 mc obtained from the amplifier with the same input power of 1.0 

watt.) The efficiency varies between 60 and 75%, comparable to that 
of a good varactor in this frequency range. 
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Fig. 12—Power output and collector efficiency versus collector voltage 
fo-2 the tripler circuit. 

In comparison with varactor frequency-multiplier circuits, the 

transistor multiplier is simpler, less costly, and equally efficient. It is 
anticipated that this mode of operation will permit extension of the 
available frequency spectrum for overlay transistors by a factor of 
two. 

COMMON-EMITTER VERSUS COMMON-BASE OPERATION 

The choice of transistor configurations at microwave frequencies 
is based on both performance and stability. From the performance 

point of view, common-base amplifiers and amplifier—multipliers pro-

vide higher gain, and common-emitter circuits produce higher output-
power capability. Figures 8 and 11 show the performance comparison 
between a common-base and a common-emitter configuration for a 

2-gc amplifier and for a 367-mc to 1.1-gc amplifier—tripler, respectively. 
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It is apparent that output powers of the common-emitter tripler satu-

rate at a much higher input-power level than those of common-base 

circuit.  Bandwidth and collector efficiency for common-base and 

common-emitter circuits at microwave frequencies are found to be 

about the same. 
From the stability point of view, it has been generally accepted 

that a common-emitter configuration will provide a more stable circuit 

up to the VHF range. This assumption arises from the linear analysis 

of transistors, in which parasitic elements are not included. However, 
for high-power operation at ultra-high and microwave frequencies, 

transistor parasitics contributed by the package must be considered. 

Moreover, r-f power transistors must be considered as nonlinear devices 

rather than as four-terminal linear devices. 

Certain forms of instability can be incurred in both common-emitter 
and common-base circuits, e.g., hysteresis, parametric oscillations, and 

'ow- and high-frequency oscillations. Usually, most of these difficulties 

can be eliminated or minimized by careful design of the bias circuit, 

by proper location of the transistor ground connections, and by use of 

packages with minimum parasitic inductance and capacitance.' Stable 

operation has been obtained at 2 gc with both common-base and 
common-emitter coaxial transistors. 

FUNDAMENTAL-FREQUENCY OSCILLATOR AND 

OSCILLATOR-FREQUENCY MULTIPLIER 

The high-frequency oscillations discussed previously usually occur 
at a frequency close to the output frequency of the amplifier or the 

amplifier—multiplier when the input power is removed. This form of 

instability can be attributed to the parasitic elements of the package 
that set up the frequency of oscillation with the intrinsic transistor. 
Such parasitic elements can be used to form an economical transistor 
oscillator operated at microwave frequencies, provided the frequency 

of oscillation can be controlled. 
Figure 13(a) shows a Colpitts transistor oscillator suitable for 

microwave application. The inductance L and the capacitances C1 and 

Co can be considered as the parasitic elements of the package. The 
transistor in this oscillator circuit can be grounded in high-frequency 

operation at the collector, the base, or the emitter without effect on 
its performance. For example, a useful oscillator circuit can be derived 

from the basic Colpitts oscillator by the use of a TO-39 transistor. In 
Figure 13 (b), the collector of such a transistor is returned to ground 
through the collector parasitic inductance L. This connection is a 
convenient method of applying a heat sink to the collector, which is 
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Fig. 13—Transistor oscillator circuits. 

connected to the case in a TO-39 package. Output power is obtained 
from the base through capacitances C3 and C4.  Figure 13(c) shows 

another method of coupling power output from the oscillator. 

Figure 14 shows the complete circuit diagram of a 1.68-gc funda-
mental-frequency oscillator. An output power of 0.45 watt has been 
obtained in this circuit using a developmental transistor; the efficiency 

-v 

1.68-GH: 
OUTPUT 

Fig. 14-1.68-gc fundamental-frequency transistor oscillator circuit. 
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Fig. 15—Power output versus collector voltage for the 1.68-gc oscillator 
circuit. 

30 

is 20% at a collector supply voltage of 25 volts. The variation of output 

power with collector supply voltage is shown in Figure 15. This oscil-

lator circuit can be operated from 1.5 ge to 2.2 gc, and can deliver 150 

milliwatts at 2.2 gc. 
The inherent varactor frequency-multiplication ability in overlay 

transistors, as discussed previously, has also made it possible to use 
these devices as oscillator—multipliers. Figure 16 shows an oscillator— 
quadrupler circuit that uses a selected 2N3866 transistor. This circuit 

can deliver more than 300 milliwatts at 1.68 gc. The two r-f chokes 

and R1 and Ro form the bias circuit. The fundamental frequency of 
the oscillator is 420 mc, as determined by C„, LI, and C1. Lo and C., 

form the second-harmonic idler. The second-harmonie component pro-
duced by this idler circuit beats with the fundamental-frequency com-

ponent to generate additional fourth-harmonic components. A series-
tuned circuit that consists of L3 and C3 completes the output circuit. 

1.68-
GHz 
OUTPUT 

Fig. 16—A 420-mc to 1.68-gc oscillator—quadrupler circuit. 



THE LANGMUIR CIRRENT LIMIT FOR DIFFERING 

AXIAL AND RADIAL ELECTRON BEAM TEMPERA-

TURES IN HIGH-RESOLUTION IMAGE DEVICES* 

BY 

JOAN LURIE 

RCA Astro-Electronics Division 
Princeton. N. J. 

Summary—The Langmuir current limit was originally derived for the 
case of a beam in zero magnetic field and for a single beam temperature. 
However, realistic electron beams are characterized by distinct axial and 
radial temperatures and are usually focused by magnetic fields. In this 
paper, an analogous current-density limit is derived for a solid electron 
beam characterized by two temperatures. Both uniform and spatially vary-
ing magnetic fields are considered for unintercepted beams and for beams 
that pass through a limiting aperture. A typical result, for the case of a 
beam with no limiting aperture is 

j=   
aT,T,  f  eV., r  

 exp 
T:-1- (a — 1) T,  k LoT,  aT, if: 

where a is the ratio of magnetic field at the target to that at the gun and 
is greater than unity, j is the emitted density, and T, and T, are the radial 
and axial temperatures, respectively. 

INTRODUCTION 

j. r [ 1 HE presence of a thermal veloc ity distribution  in an  electron  

or ion beam imposes an upper lim it on  the ra tio of current  
.   

density that can be collected at an anode to the emitted density. 

This result follows from statistical mechanics alone and is due to the 

randomness of the velocity distribution. The upper limit perists even 
in the absence of space-charge effects and in the best conceivable 

focusing systems. An expression for the maximum current density 
obtainable at a point whose potential is V volts above cathode was first 

derived by D. B. Langmuir' in 1937 for the case of a beam charac-

terized by one temperature and a Maxwellian velocity distribution. 
For a Maxwellian distribution of speeds, the differential axial current 
density is 

• This work was supported by the Air Force Avionics Laboratory, Air 
Force Systems Command, Aeronautical Systems Division, Wright-Patterson 
Air Force Base, Chio under Contract No. AF33 (657)-11485. 

D. B. Langmuir, "Theoretical Limitations of Cathode-Ray Tubes," 
Proc. I.R.E., Vol. 25, Aug. 1937. 
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(  ni )3/2 (  mv2 )---) 
dj,--, Noev cos 0  exp    dv 

27rkT  2kT 

where dv is the differential volume element in velocity space. Using 
this expression and integrating over speeds and angles, Langmuir 

obtained 

eV 
jo [ 1+ - -isin2 0, 

kT 
(1) 

where djz is the current density contributed to the beam by electrons 

emitted by the cathode (at temperature T) that have speeds y in the 
—> 

range dv, No is the number density of the emitted electrons, jo, is the 

maximum current density that can be collected in a cone of semi-
vertical angle O at the anode at potential V, k is Boltzmann's constant, 

e is the charge on an electron, m is the mass of an electron, and jo is 
the current density emitted by the cathode. The limit given by 
Equation (1) cannot be reached in practice. It is attainable only in 
an aberrationless focusing system in the absence of space charge. 

In realistic electron-beam devices, it is often found that the beam 
must be characterized by two temperatures, one in the axial and one 
in the radial direction. The relation of these two temperatures to the 
velocity distributions in the two directions is described more com-
pletely in the Appendix. In many devices (e.g., high-resolution televi-
sion camera tubes or dielectric tape cameras), the radial temperature 
is typically about equal to the cathode temperature, but the axial 
temperature may be up to several times larger. The cause of this 
condition has not been definitely established, but it is probably due, 
at least in part, to the "patchiness" of the work function on the cathode 
surface. 

The electron-beam devices with which we have been concerned 

employ magnetic fields to focus the beam. In cases where a single 
beam temperature can be used to describe the velocity distribution of 
the electrons, the focusing field does not affect the exponent in the 
expression for dj„. Thus Equation (1) is valid whether or not magnetic 
focusing is employed, although the factor sin20 will be different for 
different focusing conditions. However, in the presence of two velocity 

distributions, the focusing field plays an important role in determining 
the limiting conditions. 



218  RCA REVIEW  June 1966 

In the following sections, we will consider the effect of the two 
beam temperatures and of constant and spatially varying focus fields 

on the limiting current density. The results have practical significance 
for relatively low voltage (-500 volts or less) high-resolution devices 
where thermal velocities cannot be considered negligible. The problem 

of limiting current density is important for high-resolution devices 

because, in addition to the small spot sizes required, a relatively large 
current is necessary to obtain the required sensitivity. This paper 
deals only with magnetically focused systems. However, it has been 

pointed out to the author that the results may be readily generalized 
to apply to any type of focusing field. 

GUN 

TUBE AXIS 

Fig. 1 

TARGET 

CONSTANT MAGNETIC Focus FIELD 

The first case to be considered is the current density limit for an 

electron beam focused by a constant magnetic field. The geometry is 

cylindrical with B parallel to the z axis. The electrons are emitted 
from the cathode and accelerated by a uniform electric field. The 
geometry is shown in Figure 1. Note that electrons are accepted at 
the target from a cone of semivertical angle O. 

In a cylindrically symmetrical system with unequal radial and axial 
temperatures, T, and T,, the differential axial current density emitted 
by the cathode is given, in spherical coordinates, by 

dj,(v) = 27reCv3 sine cose exp 
niv2 ( cos20  sin20 

T, 
 ± Tr  )1  dvd0,  (2) 

I.  2k   

• E. G. Ramberg, private communication. 
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where the integration over the azimuthal angle (/) has been carried 

out, C is related to the total cathode current density, and the cathode 

potential is equal to zero. Spherical coordinates are used because the 

target landing angle 0 enters more naturally than in cylindrical co-

ordinates. The total cathode current density j, is obtained by inte-

grating Equation (2) over all angles and all speeds of emission. Then 

27reC 
je=  kTzkT„ 

m 2 

or 

m-ojo 
C    

27rekTzkT, 

The differential current density collected at a point at potential 

V > 0 is, using the expression for C, 

m2j0 I mv2 eos20  sin20  eV 
dj,(v) =  exp    v3 sine cos0 dOdv. 

kT,kTz L.  2k  T,  Tr kT, J 
(3) 

As in the case of a single beam temperature, the magnetic field does 

not appear in the expression for the differential current density. The 

electron speeds appear only in the radial and axial energies and the 
total particle energy is unaffected by a magnetic field. 

The total current density is obtained by integrating Equation (3) 
over all speeds to which a point at potential V is accessible. The result 

for the axial current density j, is 

j(V) = djz(v) 

O  V 2c V7in 

(where electrons are accepted from a cone of semivertical angle 0) 
or, performing the indicated integrations, 

jo [ 
jz(V) =   

Tz— Tr 

r eV (1  1 
exp    — — ) sin20 
1. k  Tz Tr 

(1 — sin20)  sin20 

T.  T, 
(4) 
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Equation (4) is valid for all values of the angle O. In practice, 

however, O is held to very small values, because the exiting beam is 

intercepted by a small limiting aperture. Sin20 is given by the ratio 
of the largest radial energy accepted at the target to the potential V. 
For a constant magnetic field the target radial energy is the same as 

the radial energy at the limiting aperture of the gun. For the devices 

studied here the radial energy has been determined from a computer 
analysis of the trajectories in the gun. The resulting values of sin20 
are 10 -4  < sin20 < 10 -3 . A Taylor expansion of Equation (4) can be 

performed to obtain a simpler form of the current-density limit in 

those cases where sin30 is small. The result, retaining terms to first 
power in the expansion parameter sin20, is 

T,  eV 
j= jo[ — -I- - -isin20. 

T„ kT, 
(5) 

It is interesting to compare this expression with the corresponding 

limit calculated by Langmuir for the case of a single beam tempera-
ture. If, in Langmuir's result, we take T = T, in accordance with the 
observation that T„ is approximately the cathode temperature, 

i 
1. 

)Lang 

Thus, for typical low-current, high-resolution devices where eV -- 5000 
kTr, this calculation predicts the same limiting current density as 
Langmuir's. 

In devices in which V, the target voltage, approaches zero (e.g., 
the image orthicon), eV <kT, and 

j  T, 
 —  • 
:hang  T r 

so that this calculation predicts a higher limiting current density. 

SPATIALLY VARYING MAGNETIC FOCUS FIELD 

The next case to be considered is the axial-current-density limit in 
a device with an axial magnetic focus field that increases in the space 
between the gun and the target. This tvDe of field is often used in 
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camera tubes and dielectric-tape cameras because it demagnifies the 

image on the target of the electron-beam crossover in the gun.* Since 
a varying magnetic field also correlates the axial and radial energies 
(which are independent in the constant-field case), the magnetic field 

enters explicitly in the calculation of the current-density limit. This 
complication does not arise if one beam temperature is assumed, 

because then only the total electron energy enters the expression for 

current density. 

All of the calculations in the following section have been carried 

out in the adiabatic approximation. It is assumed that the flux linked 

by a charged-particle orbit is constant, or, equivalently, that v,.2/B is 
constant, where Vr is the total electron speed in the plane perpendicular 
to the tube axis (z direction). (The magnetic field is parallel to the 

—>  —> 
z axis except for a small component required to satisfy V• B = O.) 
This approximation implies rather slow variations in B and will give 

better results for larger magnetic fields or for beams with smaller 

thermal velocity distributions. 

The current density at the target or other collecting plane will be 

calculated in terms of the electron speeds and landing angles at that 
plane. If a is the ratio of the magnetic field at the target to the 
magnetic field at the gun exit, then, from the adiabatic approximation, 

the square of an electron's radial velocity at the target is a times the 

square of the radial speed at the gun exitt i.e. v2sin20 --= avo2sin200, 
where the zero subscripts refer to cathode variables. Then, from con-

servation of energy, the axial component of emission velocity is related 

to the target speed by 

v ( o2cos200 = v° 1 
sin200 2eV 

a  J  111 

where vo is the magnitude of the thermal emission velocity, V is the 

target potential, and 0, is the angle of emission at the gun exit. 

The current density at the target, contributed by electrons with 

speeds y in dv and landing angles O in dO is 

As seen below, this demagnification does not necessarily imply an 
increase in current density. 

t The quantity a is related to magnification; in the adiabatic approxi-
mation, the increasing magnetic field demagnifies the beam according to 
B(Zi)/B(Z2) = Area (Z2)/Area (Zi). Thus, a is the reciprocal of the square 
of the linear magnification and the calculation could be simply extended, 
following Langmuir, to cases where focusing is achieved by using electric 
fields or combinations of E and B. 
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o • 
mio 1 mv2 sin20  1 mv2 

kT,kr,  {  2  akT,  2 kT, 
dj,(v) =  exp    1   

eV 
+ —  } v3dv sinecos0d0.  (6) 
kT, 

The form of the exponent is an extension  of a resu lt of kine tic theory.  

If a beam is emitted with a Maxwellian distribution  at a temperature  
T and is then accelerated thro ugh a po ten tial V, the result ing  dis-

tribution function is 

-->  {  1 mv2 eV }—> 
n(v) dv cc exp   +  dv. 

2 kT  kT 

sin20 

a 

This result and the relation dj,(v) = n(v)veos0 (dv/27r) leads to 
Equation (6). 

An electron will land at the target if its energy in the target plane 
is at least equal to eV, where V is the potential of the target relative 
to the cathode. If there are no apertures in the system, electrons will 

be accepted from all angles O between zero and 7r/2. Thus the total 
current density at the target is 

7r/2  co 

jz(V) = f  f dj,(v) 

o W ei /on 

(7) 

where dj,(v) is given by Equation (6). The integral over the angle O 

is of the form 5 e—azdx, where x = sin20, and is easily performed, 
giving 

 i 'vdv  exp 
j(V) ,exp eV  7)1 jet  112212 

kT, } k(T, — Tr)  2kT, f 
V  /tit 

mv2  1 
[ 1 — exp{ 

2k  crT,  alT,)}1 

or, performing the integration, 

loa arrTz eV  1  1 
  T,   exp 
Tz—Tr[ Ti-1- (a —1)T,.  k («Tr aT, 

(8) 
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In the limit a --> 1, this result is identical with the result of the con-

stant-field calculation, Equation (4). 
If Equation (8) is evaluated in the limit Tr—>T, (without letting 

a —> 1), one obtains 

eV 
j= 10 ( 1 + - - ) 

kT 

the result obtained by Langmuir. Physically, this result is not unex-

pected. If an increasing focus field is used, the increase in current 

density due to the decrease in beam area is compensated by a decrease 
in axial speed at the expense of the increased radial speed. An alter-

native method of explaining this result is to note, in the exponent in 

Equation (8), that the factor a appears in the denominator. Thus the 
increasing magnetic field leads to an apparent temperature increase. 

Equation (8) is chiefly of academic interest. In all high-resolution 

devices, the beam is intercepted in the gun—target space by one or 

more apertures that limit the landing angles to very small values. 

Typical values of the landing angle were quoted in the preceding sec-

tion. To obtain the density limit as a function of angle, the upper 
limit in Equation (7) is changed from 7r/2 to O. In this case, 

ajo a T,T,  r eV/3 (1 
j(V) =    exp; - - 

T„ —Tr[  13T ,i- (a — p)T,.  1  Ica  Tr 

(9) 

where )3= sin28. In the limit of small 13, a Taylor expansion in powers 
of (3 can be performed. The resulting current density is 

T,  eV 

iz(V) =i013[—  +   
T,.  kT,. 

(10) 

so that to the first power in 13, the expression for the current density 

is not changed by the increasing magnetic field. 

In typical high-resolution devices eV/(kTr) is about 400 times as 
large as Tz,/7',., so that radial properties of the beam dominate the 

device performance. 

CONCLUSIONS 

One of the striking features of these expressions is their relative 
independence of the axial-beam properties, as is apparent in Equations 
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(5) and (10), where only the very small term Tz/Tr depends on the 

axial-beam properties. This is particularly fortunate for the designers 
of high-resolution camera tubes and other devices, since they can con-
trol the radial properties of the beam fairly easily by using apertures, 

but relatively little can be done about axial properties. An independent 

calculation of focusing properties using individual electron trajec-
tories* has confirmed this result. 

From Equation (10), it appears that the use of an increasing 
magnetic-focus field in a practical device with a small aperture does 

not lead to an increase in the attainable current density. However, 
the maximum value of fi increases as the ratio of radial energy at the 
target to total energy. For a fixed magnetic field at the gun exit, an 
increase in target magnetic field (higher a) will, therefore, lead to 
higher current density. In practice, the use of an increased focus field 

in high-resolution devices does indeed lead to higher resolution at 

constant beam current, indicating that the current density has been 
increased. 
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APPENDIX 

The beam temperature is a measure of the width of the velocity 
distribution. Quantitatively, the definition of beam temperature is not 
complete unless the fraction of electrons emitted with energies less 
than or equal to kT is known. In the present case there will be two 
numbers, one defining the radial and one the axial temperature. 

The fraction of electrons emitted with radial energies less than or 
equal kTr is given by 

% Tr = 

N eskr, 

N total 

myr2 
f  My, exp 

2kTr 
o 

f  myr2 
vrcIvrexp   

2kTr 
o 

• S. M. Siskind, private communication. 
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or 

T  1 

 = 1 —  = 63.2%. 
Nt,,te  e 

Thus, 63.2% of the electrons emitted from the cathode have radial 

energies less than or equal to the beam's radial temperature. 

The equivalent numbar for the axial direction is 

V21c7- 7:Fn 

f  (  M V2.2 \ 
v,dv,... exp 

2kT, ) 
ti 

nkT =-  = 63.2%. 
co 

f  (  mv 2 \ 
v,dv exp 

2kT, j 
o 
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AND ERROR RATES IN ANGLE-MODULATED 

DIGITAL SIGNALS* 

BY 
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Summary—A theory is developed that provides a link between the 
threshold mechaniam in analog FM signals and error rates in digital FM 
reception. A main result is a formula that predicts error rates for binary 
FM signals with limiter—discriminator reception and integrate—dump deci-
sion. Unlike the work of earlier investigators, this formula is also appli-
cable to large deviation indices, is relatively simple, and facilitates the 
inclusion of center-frequency shifts. Several important illustrations are 
included. 

INTRODUCTION 

A
VAILABLE formulas for predicting error rates in digital FM 

reception do not include the effect of post-detection process-
ing of the digital signals.'-3 The difficulty is due to the non-

gaussian distribution of the post-detection noise. However, some form 
of post-detection low-pass filtering is essential for all except small 

deviation indices that, in turn, are associated with appropriately 
narrow-band predetection filtering. System constraints, such as those 

due to Doppler shifts and frequency instabilities, often dictate the use 
of predetection bandwidths that are substantially wider than the bit 

rate. A main result in this paper is a formula that permits the pre-

diction of the probability of error in such systems. In addition, this 
formula is simple to use and permits the ready inclusion of center-

frequency shifts, such as those due to the Doppler effect. 

Additive gaussian (not necessarily white) noise is assumed to be 

the sole source of interference. The derivation is based on the work 

• The work reported herein was sponsored by the AF Avionics Labora-
tory, Wright Patterson AFB, Ohio, under Contract AF 33 (615) 2426. 

1 A. A. Meyerhoff and W. M. Mazer, "Optimum Binary FM Reception 
Using Discriminator Detection and IF Shaping," RCA Review, Vol. 22, 
p. 698, Dec. 1961. 

2 P. D. Shaft, "Error Rate of PCM-FM Using Discriminator Detection," 
Trans. IEEE PGSET, Vol. SET-9, p. 131, Dec. 1963. 

3 W. R. Bennett and J. Salz, "Binary Data Transmission by FM over 
a Real Channel," Bell Syst. Tech. Jour., Vol. 42, p. 2387, Sept. 1963. 
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of Rice' and on experimental evidence that the noise at the output of 
a limiter—discriminator for additive gaussian-noise contamination of 

the input is comprised mainly of small, nearly gaussian, noise with 

superimposed, randomly occurring threshold impulses. These impulses 
are all approximately of unity area in the output-versus-time plane if 

the ordinate is calibrated in terms of frequency deviation. For the 
limiter—discriminator, however, they are not necessarily of identical 

shape. Rice has postulated that an impulse is generated each time the 

vector resulting from the addition of instantaneous noise to the instan-
taneous signal encircles the origin. The speed of encirclement is a 

function of the instantaneous signal and noise conditions, and generally 

differs from case to case. Thus the shapes of the impulses are not 
expected to be identical. The encirclement produces a 27r jump in the 

phase-versus-time plane, and differentiation with respect to time yields 
a spike of unity area in the frequency-versus-time plane. Since these 

spikes are all of essentially the same area and are relatively sharp, 

they are referred to herein as impulses. According to present theory 

these impulses are the cause of the well-known FM threshold phe-

nomenon for analog signals.' When the rate at which these impulses 
occur is small, their effect on the output signal-to-noise power ratio 

is negligible. The analog FM threshold is caused by a certain rate of 
these impulses, and thus they are referred to herein as threshold 
impulses (TI). 

In angular feedback demodulators, the TI rate is considerably 

reduced by the compressive and filtering actions of the demodulator. 
However, a different phenomenon occurs, "loss-of-lock", that also 

results in 27r phase jumps and impulsive post-detection noise. This 

noise is referred to as loss-of-lock impulses (LLI). In a well-designed 
angular feedback demodulator, the combined effect of TI and LLI is 
less than that of TI in a limiter—discriminator (LD). Thus, the noise 

picture analysis for the phase-locked loop and FM feedback types of 

low-threshold demodulators is similar, although a new mechanism of 
impulse creation appears. The LLI of the phase-locked demodulator 
(PLD) are more uniform in that they depend mainly on the relock 
mechanism, and can be made sharper than those of the discriminator 

by circuit design. The extension of Rice's noise analysis to the PLD 
was proposed by Schilling et al,' who used it in the prediction of error 

4 s. O. Rice, "Noise in FM Receivers," Chapter 25, Time Series Analy-
sis, John Wiley, 1963. 

5 D. L. Schilling, J. Billig and D. Kermish, "Error Rates in FSK Using 
the Phase Locked Loop Demodulator," 1st IEEE Annual Communications 
Convention, Boulder, Colorado, June 1965; also, Research Report No. PIB 
MRI-1254-65, Polytechnic Institute of Brooklyn. 
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rates. Their results differ from those in this paper in that their work 

accounts only for the effect of a single loss-of-lock impulse and is thus 

applicable only over a certain range of deviation indices. Also, their 

system uses a simple low-pass filter instead of the integrate—dump 
circuit used here and thus requires a different analytical approach. 

In the system described here, the probability of error is shown to be 
mainly a function of the input-carrier-to-noise ratio aid the deviation 
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Fig. 1—Communication system. 
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index, where the deviation index is defined as the ratio of the peak-
to-peak deviation to the bit rate; 

D =   cylces per bit, 
BR 

(1) 

where _If is the peak deviation in cps and R R is the bit rate in bits/sec. 

THE SYSTEM 

Figure 1 is a block diagram of the system under consideration. 
At the transmitter end, a binary stream of essentially rectangular 

transitions frequency modulates a carrier. The only admitted con-
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tamination by the channel is additive gaussian noise. The receiver 

input signal is filtered to reject as much noise as possible consistent 
with the bandwidth requirements of the signal. The filter output is 

fed to a limiter—discriminator for demodulation. The integrate—dump 

circuit integrates the output of the limiter—discriminator for the 
duration of the bit. At the end of each bit, the decision sampler 

decides whether a mark or a space was received, depending upon the 

polarity of the integrator output at that instant. The contents of the 
integrator are then dumped to prepare for the next bit period. Perfect 

timing in the integrate—dump and decision-sampler circuits is assumed. 

In practice, the timing would be extracted from the received signal. 
For sufficiently low error rates, the timing so extracted will usually 
not materially affect the probability of error. The optimum shape and 

width of the predetection filter is not treated here, and the carrier-to-

noise ratio in the discussion that follows refers to the value measured 
at the output of this filter. Although the actual carrier level of interest 

is that at the filter input, the carrier level at the output was taken in 
order to facilitate the discussion. In any particular situation it will 

be necessary to calculate the signal power loss, if any, in the predetec-
tion filter. The basic difference between this system and that of earlier 
investigators is the presence of the integrate—dump circuit.'--3 Earlier 

investigators utilized the formulas for the exact distribution of the 
noise at the output of a limiter—discriminator derived by Rice.' Since 

this noise is nongaussian, difficulty arose in obtaining its distribution 
after filtering. The lack of low-pass filtering is permissible only for 

small deviation indices, since the predetection filter can then be made 
sufficiently narrow to do the prime filtering. For large deviation 

indices or large predetection bandwidths, the error rates without base-
band filtering become prohibitive. 
The integrate—dump circuit results in improved system perform-

ance' and, in addition, makes possible the "equivalent area" analytical 

approach, which facilitates the inclusion of the effect of a plurality 
of threshold impulses. 

ERROR RATES DUE TO GAUSSIAN NOISE 

Consider the post-detection noise with the threshold impulses re-
moved. According to Rice,' this noise has a nearly gaussian distribu-

tion, an assumption that works well for analog signal S/N ratio 
calculations. With digital signals, the tails of the distribution (or the 

e S. O. Rice, "Statistical Properties of a Sine-Wave Plus Noise," Bell 
Syst. Tech. Jour., Vol. 27, Jan. 1948. 

7 J. Klapper, "The Effect of the Integrator-Dump Circuit on PCM/FM 
Error Rates," Trans. IEEE PGCT, June 1966. 
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infrequent events) are of primary interest, and therefore the assump-

tion that this noise is gaussian needs further evaluation. It will be 

shown that if this noise can be assumed to be gaussian, then it is neg-
ligible as a cause of errors except for very small deviation indices, 

provided that appropriate filtering follows the discriminator. 

The integrate—dump circuit is a sin x/x type of filter for gaussian 
noise. The formula for the probability of error for rectangular binary 

video signals immersed in additive gaussian noise is given byi 

1  A/2 
P, = — erfe   (2) 

2  

where A is the peak-to-peak amplitude of the video pulse, 0.2 is the 
power of the gaussian noise, and 

CO 

2 
erfc (x) =  f  dy. 

V77- 
(3) 

Utilizing the FM improvement factor and writing in terms of the 
carrier-to-noise ratio at the limiter—discriminator input, p, one obtains5 

1  /  \ 2 B i/ 2 )  
P,--= —erfc t  3     P, (4) 

2  Br )  B, 

where A/ is the peak deviation of the input signal from the center 
frequency, Br is the video bandwidth, and Bi is the input predetection 
bandwidth. 

Since rectangular filters are assumed in Equation (4) and since 
the integrate—dump circuit is a sin x/x type of filter, the results ob-
tained are not exactly applicable. Assuming that the relation between 

the input predetection and the video bandwidths is given by Carson's 
rule, 

(5) 
2 

the error rate can be written 

8 M. Schwartz, Information Trans-mission, Modulation, and Noise, Mc-
Graw-Hill, New York, 1959. 
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1  E 
Pe= — erfe  31Y , 

2  No 
(6) 

where E is the input energy per bit, No is the input noise power 

density, and D is defined by Equation (1). If the video bandwidth is 

taken as one-half the bit rate, which is consistent with the Nyquist 

signalling rate,9 then 

E  1 

P--; - No BIT 
(7) 

where T is the bit duration in seconds. 

A practical value of E/No is 12 db. The error probability is plotted 

in Figure 2 as a function of the deviation index, D, for this value of 
E/No. Two points are marked on the curve; one is the minimum error 

rate obtained by Meyerhoff and Mazer' for any deviation index, and 

the other is the minimum error rate available in a coherent phase-
shift-keyed (PSK) system. It is evident that the contribution of this 

gaussian noise is negligible except for very small deviation indices. 

THE RATE OF OPPOSING AND AIDING THRESHOLD IMPULSES 

This section shows that threshold impulses appear mainly in the 
direction opposing the frequency deviation of the signal from the 

center. When the carrier is at the center frequency of a symmetrical 

noise-power density, then, as expected, the probability of threshold 

impulses of either polarity is the same. 

Let N + be the number of aiding threshold impulses per second and 
similarly, let N_ be the rate of opposing threshold impulses. Rice's 

formulas' may be put in the form 

N At 1[ 1 + ( r ) \ 11/2 erfe  [ p ( 1 4_ i At j \ 2)]1/2 

-  2 1 Af  r   

[ — V ] — e—P erfc  Af  p  1 
r 

and 

(8) 

N_ = N +  Afe—P,  (9) 

9 H. Nyquist, "Certain Topics in Telegraph Transmission Theory," 
Trans. AIEE, Vol. 47, p. 617, April 1928. 

• See Equation (71) in Reference (4). 
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where r is the radius of gyration of the power spectrum of the noise. 

Two basic assumptions were made in the derivation of Equations (8) 
and (9). First, the noise power density is assumed to have arithmetic 
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Fig. 2—Error probability for small noise. 

symmetry about its center frequency. This assumption was also made 

by Meyerhoff and Mazer' and by Shaft.= Second, the signal is assumed 
to be a sine wave existing for all time. The frequency-shift-keyed 

signal is a wave in which the frequency is being switched. For this 
analysis, however, it is assumed (as it was by Shaft') that the signal 

may be represented as being in steady state. 
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For large values of its argument, the complementary error function 

can be closely approximated by' 

e-e 
erfc (x)    

V7r X 

(10) 

It is interesting to note that, when Equation (10) is inserted into 
Equation (8), N + becomes identically zero. How readily can the 

aiding threshold impulses be ignored in practice? The region over 

which the approximation can be made is given, from Equations (8) 

and (9), by 

or 

lr/ r\2 + 1 1 1 

2 IA Af 

N +  N _ 
—  « 
Af  Af 

\ 2) 1 1'2 

[  ( I 4 

r ) 

— e-P erfc [ —  V pi « e-P.  (12) 

The approximation is dependent on two parameters, Af/r and V . 

The first quantity is usually less than unity; the value of the second 
quantity is mainly dependent upon the quality of service and the devia-
tion ratio. One cannot say, in general, that Equation (10) holds; thus 

a test on the basis of Relationship (11) is required. Figure 3 presents 

plots of comparative values of N + and N_ for practical values of the 
parameters Af /r and p.  One concludes from the curves that for the 

usual operating values of the normalized deviation, &f/r, the aiding 
threshold impulses may be neglected. In what follows we shall there-
fore assume the rate of threshold impulses to be given by 

and 

N+ =0  (13) 

N_ = Afe -P =N.  (14) 

This fact, which has been shown experimentally, results in important 
simplifications in the prediction of error rates. For example, in the 

usual case where the mark and space frequencies are spaced sym-
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metrically about the center, one can ignore the effect of the "aiding" 

threshold impulses. Also, for an extreme shift in the signal frequen-
cies (due to the Doppler effect, oscillator instabilities, etc.), there 

will be very few errors in the symbol that is closest to the center 
frequency. 
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Fig. 3—Comparative rates of threshold impulses. 

THE ERROR-RATE FORMULA 

The assumed decision method is basic to our discussion. The output 
of the demodulator is integrated over a bit period. At the end of the 
integration period the output of the integrator is sampled and a binary 

decision is made on the basis of the polarity of the output. After the 
sampling, the integrator content is rapidly dumped and a new inte-

gration period begins. The binary decision is thus based on the 
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polarity of the area under the demodulator output wave, comprising 
both signal and noise, over a bit period. It is crucial to note here that 

the time integral of frequency is phase, and, therefore, the decision 
method stated above can be restated in terms of phase as follows— 

the binary decision is based on the polarity of the difference between 

the final and initial phases of the resultant; the resultant is the sum 

of the signal and noise waves at the demodulator input. 

The noise superimposed on the carrier causes the resultant's phase 

to deviate from that of the noise-free carrier. If the phase difference 
between the beginning and the end of the bit period introduced by the 

noise cancels the phase difference introduced by the modulation, then 

an error in decision takes place. Note that in this decision the phase 

modulations within the bit do not matter; only the phase difference 

between the beginning and the end of the bit counts. We can begin 
to appreciate the relative significance of the impulsive and nonimpul-
sive components of the post-detection noise on the error rates. The 
nonimpulsive noise has undulations in both directions, and the proba-

bility of a large value at the sampling instant is small. The impulsive 
noise, however, introduces a phase step, mainly in the direction to 

oppose the modulation, and generally no return of this step takes 

place. 

There is yet another important limitation on the nonimpulsive noise. 
It was stated previously, from Rice's theory,' that a threshold impulse 

occurs nearly every time the additional angle due to the noise exceeds 

-±7r. In this manner, the nonimpulsive noise can contribute phase 
undulations no greater than 27r. We will now compare this effect to 
the angle introduced by the modulation. The angle due to the modu-

lation at the sampling instant, Os, is given by 

o 

where f — fo is the instantaneous frequency deviation and T is the bit 
duration. For a frequency step f — f„= Af, and from the definition 

of the deviation index, Equation (1), 

9„ = 27rAfT = 77/J. 

Thus, for deviation indices greater than two, an error must be accom-

panied by the occurrence of a threshold or loss-of-lock impulse. Inter-
symbol interference is neglected in this development. The major cause 
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of errors seems to be the impulses, whether they are of the threshold 

(phase jumps in the received wave) or loss-of-lock type (phase jumps 

in the voltage-controlled-oscillator wave).  The nonimpulsive noise 
appears to be of importance for very small deviation indices or as a 

correction term at the higher deviation indices. Only the impulsive 
noise will be considered in the development of the error-rate formula 
that follows. 

In the plane of frequency deviation versus time, the uncorrupted 
signal area is?  f T. For the same scaling, the threshold impulse area 
is —1. Thus an error occurs in a particular bit if 

i AfT,  (15) 

where i is the number of opposing threshold impulses in the bit. It is 

assumed that the threshold impulses are so narrow in the time scale 
that only an integral number of these appear in a bit. In other words, 
the area of a threshold impulse is never shared by adjoining bits but 
is fully contained in a single bit. Since T is the reciprocal of the bit 
rate, Equation (15) can be written in terms of the deviation index 
(Equation (1)) as 

D 

2 
(16) 

It is assumed that the threshold impulses have a Poisson distribution. 
Such a distribution was assumed by Rice° and was later verified experi-
mentally.'° The probability of exactly k threshold impulses in a time 
interval T is given by" 

(NT) 'e— ' 
P (k)  =  

k!  (17) 

where N is the number of threshold impulses per second given by 
Equation (14). Since the events are mutually exclusive, the prob-

ability of k or more threshold impulses in T seconds is given by the 
sum 

1° I. Ringdahl and D. L. Schilling, "en the Distribution of the Spikes 
Seen at the Output of an FM Discriminator Below Threshold," Proc. 
IEEE, Vol. 52, p. 1756, Dec. 1964. 

11 E. Parzen, Modern Probability Theory and Its Applications, John 
Wiley and Sons, New York, 1960. 
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(N nie—NT 

k) = = 1 
k — 1 

E 
i-0 

(NT) ,e-NT 

i! 
. (18) 

For our application, Equation (17) yields a sufficiently close value 
for the probability of k or more threshold impulses in time T. It can 
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Fig. 4— P, or NT versus deviation index. 

be readily shown that 

P(k +1)  NT 

P(k)  k +1 
(19) 

Typical values of NT are given in Figure 4. NT is small for small 

deviation indices where k is not large, and may be near unity for large 
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deviation indices where k is large. In either case, the ratio NT/(k +1) 
is small compared to unity. Since, in addition, the Poisson distribution 

monotonically decreases in the region of our interest, the assertion that 
Equation (17) is sufficiently close in value to Equation (18) is justi-
fied. Thus 

(NT)ke—NT 
P(i  k) 

k! 
P (k).  (20) 

In the same manner we shall ignore the "or greater" sign and write 
Equation (16) as 

k = D/2  (next higher integer).  (21) 

It takes at least one opposing threshold impulse to cause an error for 

deviation indices of less than two. Two or more opposing threshold 
impulses are required to cause an error if the deviation index is be-

tween two and four, three or more are required between four and six, 
and so on. This sudden jump in the required number of threshold 
impulses at deviation indices that are multiples of two yields some 

interesting changes in slope in the curves of error rates versus devia-
tion index. 

Thus, the probability of error, Pe, is given from Equations (20), 
(1) and (14) by the relatively simple expressions 

where 

Ike—I 

k! 

D 
I = NT -= — e—P impulses per bit. 

2 

(22) 

(23) 

As written in Equations (22) and (23), the probability of error is 

only a function of the deviation index and the carrier-to-noise ratio 
(CNR) at the limiter input. The average number of threshold impulses 

per bit is directly proportional to the deviation index and decreases 
exponentially with increasing CNR. 

It is of interest to amend the error-rate formulas so that center 
frequency shifts of the signal can be readily incorporated. It is as-
sumed that the d-c value associated with the center frequency shift is 

cancelled out at the output of the discriminator. Since the area of the 
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signal bit has not changed, Equation (21) still gives the number of 
threshold impulses that cause an error. Also, since the Poisson dis-

tribution still holds, Equation (22) is correct. The only equation that 

will differ is Equation (23), since the threshold impulse rate for the 

mark and space symbols will be different. Let d be the shift in the 

signal center frequency in cycles per second and let 

d 
=  .  (24) 
àf 

Equation (23) can now be generalized to our case using Equations (1) 

and (14) : 

D 
1= — (1±- 8)e—P.  (25) 

2 

Equation (25) would indicate that there are no threshold impulses 

when the signal frequency is at the center. This is clearly incorrect 

and is due to the failure of Relationship (11). The errors increase for 
the symbol whose effective deviation from the center has increased, 

and vice versa. 

ILLUSTRATIONS 

The foregoing formulas will now be used in some important exam-

ples that will illustrate properties of the binary FM receiver, some of 
which were unknown heretofore. The data for the plots were obtained 

on a digital computer. 

Error Rates for Constant Carrier-to-Noise Ratio 

Suppose we are constrained to keep the predetection bandwidth at 

a certain value. Practical reasons for this may be the required accom-
modation of a Doppler shift, oscillator frequency uncertainty, or the 

lack of sufficiently narrow-band filters. With the noise-power density, 
No, a constant, the noise-power level at the input cannot be reduced, 
and for a certain carrier power the maximum CNR is fixed. Suppose 

further that we are free to choose the deviation index in order to 
achieve a specified probability of error. Since there is a limit to the 

value of the frequency deviation before excessive signal power losses 
are suffered in the predetection filter, the maximum information rate 
is also limited. In any case, the appropriate plots of error rates (Pe) 
versus deviation index are given in Figure 4 for CNR of 3, 6, and 

9 db using Equations (22) and (23). 
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The general trend of the curves is, as expected, towards incrèased 
reliability of transmission with an increasing deviation index or, 

equivalently, with a decreased information rate. The surprising part, 

however, is the zigzag behavior of the plot, which indicates that a 

number of relative minima are available to the designer. This be-
havior is due to the consideration of only an integral number of 

threshold impulses per bit and the neglect of the nonimpulsive com-
ponent of the noise. For example, at D=2 we jump from the prob-
ability of one threshold impulse per bit to the probability of two, 
resulting in a large jump in error rates. 

The curves marked NT represent the average number of threshold 
impulses per bit. For deviation indices of less than two, the probability 
of a threshold impulse per bit, the average number of threshold im-

pulses per bit, and the probability of an error are numerically nearly 
the same. NT is actually increasing linearly with the deviation index, 
as predicted by Equation (23). 

Error Rates for a Constant Energy Ratio 

We shall again predict the probability of an error as a function of 
the deviation index. However, the parameter will be E/N„, i.e., the 
ratio of the energy per bit to the noise power in a 1-cps bandwidth. 

This parameter is used extensively in the literature in judging the 
quality of a digital communication system. 

To use Equations (22) and (23), we must convert from p to E/No 
using Equation (7). Also, BIT must be replaced by known parameters. 

An optimum relation for digital FM is not known, so we shall use 

Carson's rule (see Equation (5)). Then, from Equations (5) and (7), 

E  1 

(26) 
No 1 + D 

The probability of error obtained using Equations (22), (23) and 

(23) is plotted in Figure 5 for E/No of 9 and 15 db. The general 
behavior is similar to that in Figure 4, except that here the probability 

of error increases with D, verifying the generally known fact that, if 

the system has no constraints preventing such operation, the deviation 
index should be kept small. There are, however, systems where a small 

predetection bandwidth is not possible (e.g., due to Doppler shifts), 
and for such cases these curves indicate the error rates obtained and 

penalty suffered. It is observed from Equation (7) that p and E/No 
are the same for R,T =1. 
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It would appear in Figure 5 that the error rates decrease limitlessly 

as the deviation index is decreased. However, as discussed earlier, the 

nonimpulsive noise begins to predominate at small deviation indices. 
If the small noise were truly gaussian, its effect would be described 

by Equation (4) (also see Figure 2). Since it deviates from the 

9 dB E/No. 1  

16 

E/No • 15 dB 

168 

1(5 
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Fig. 5—Probability of error versus deviation index. 

gaussian distribution, the exact value of D at which it becomes im-

portant is not known. At deviation indices of 0.7 it is still sufficient 
to consider only the threshold impulses, since the results are the same 

as those obtained by other analytical methods and experimentally.' 

Center Frequency Shift 

To illustrate the variation in error rates as the signal center fre-
quency is shifted away from the center frequency of the noise-power 
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density, we utilize Equations (25) and (22) and obtain the curves 

given in Figure 6. The CNR is kept at 6 db and the curves are plotted 

for two deviation indices: 0.75 and 3. Three curves are given for each 
deviation index: 
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Fig. 6—Probability of error versus center-frequency shift. 

Pe(space), which is the probability of error for the symbol being 
moved further away from the center frequency of the filter; 

Pe(mark), which is the probability of error for the symbol being 
brought closer to the center frequency of the filter; and 

P« (total), which is the probability of error per bit transmitted. 
In general, 
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1 
Pe(total) .= — [ Pe (space) + Pe (mark) ]. 

2 
(27) 

The shift in the d-c level at the discriminator output due to this 

center frequency shift is cancelled out, as explained in the derivation 
of Equation (25). An important conclusion from Figure 6 is that, if 

the signal frequency is shifted, the symbol that is further removed 
from the filter center frequency carries the brunt of errors, and careful 

centering is required for equal error rates. The total error rate, how-

ever, does not change appreciably. These conclusions were also found 

experimentally. 

CONCLUSION 

In addition to giving further insight into the error-generation 
process, the theory presented here results in an error-rate formula 

with the following advantages: it predicts error rates for large devia-

tion indices; it gives the effect of video processing by an integrate— 

dump circuit; it is relatively simple to use; and it permits easy 

inclusion of center-frequency shifts. Further, the essential features 
of the theory also apply to the recently developed low-threshold de-
modulators. The only additional information required is the prediction 
or measurement of the rate of the TI and LLI of these demodulators. 

The theory can also be extended to multilevel FM reception. The 
system designer will note the various tradeoffs involved, especially 

when doppler shifts or other constraints do not permit a narrow-band 
predetection filter and small deviation indices. When narrow-band 
operation is possible, the theory verifies the conclusions of earlier 
researchers that small deviation indices are desirable. 

Experimentally, it was found that the error rates of a limiter— 
discriminator receiver are in reasonable agreement with the theory, 
but the zigzag behavior is not pronounced. Experimental data avail-

able on the phase-locked demodulators do show these predicted rapid 
changes in slope, and the lack of the zigzag pattern for the limiter— 

discriminator is believed to be due to the consideration of only integral 
numbers of threshold impulses and the neglect of the non-impulsive 
noise. In view of the greater sharpness of these impulses in the 

phase-locked demodulators, the shape of the error-rate curve versus 
deviation index is closer to that predicted. 

Figure 6 is of interest in showing the behavior of the system when 
the signal and noise center frequencies do not coincide. While the 
probability of error on the total-number-of-bits basis does not change 

considerably with a center-frequency shift, one of the two symbols 
bears the brunt of the errors. 
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It is assumed in Figure 2 that the small noise is gaussian. Since 

the distribution is not exactly gaussian, the effect of the nonimpulsive 
noise will be felt at different deviation indices than those shown in 

Figure 2. It appears, however, from a comparison of our results with 

those of earlier investigators and from available experimental data, 

that the nonimpulsive noise can still be ignored at D = 0.7. 

It is worthwhile to list the assumptions made in the development: 

(1)  If post-detection filtering (e.g., integrate—dump circuit) is 

used, the threshold impulses are the main source of digital 
FM errors. This assumption was justified analytically for 

the case where the nonimpulsive noise can be assumed to be 
gaussian. 

(2)  The signal is of rectangular shape. 

(3)  The signal dwells sufficiently long at each frequency so that 
an analysis based on a cw signal applies. 

(4)  The input noise is gaussian. 

(5.)  The noise-power density is of arithmetic symmetry. 

(6)  The parameters of the system are such that the aiding 
threshold impulses can be ignored. 

(7)  Only an integral number of threshold impulses appear in a 
bit. 

(8)  The probability of k or more threshold impulses per bit is 

the same as the probability of k impulses per bit. 

(9)  All threshold impulses are of unity area. 

(10)  The threshold impulses follow a Poisson distribution in time. 

(11)  Intersymbol interference can be ignored. 

Some of these assumptions are not essential, and were made for 
the sake of analytical simplicity. 

The error rates predicted herein do not give any bound on optimum 
demodulation, but they are indicative of what can be obtained with 
the system described. For example, it may be possible to obtain lower 

error rates even with a limiter—discriminator if nonrectangular bits 
or different filtering is used. 
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THE GENERALIZED TRANSFER FUNCTION 

AND POLE-ZERO MIGRATIONS IN 

SWITCHED NET WORKS 

BY 
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Summary—If the inputs and outputs of M two-port networks, each 
with transfer function H(s) (where s = a + jo), are commutated or 
switched sequentially and periodically at to,, radians per second, then a 
specific result is that the over-all transfer function (including switches 
and networks) is T(s)  K [H(s — jo.) H(s  ¡wo)], for all M  3.  The 
majority of the past analyses and applications of this "arithmetic-shift" 
property deal with the case where H(s) is a specific low-pass filter for 
which T(s) becomes a band-pass filter. This paper treats the general case 
of arbitrary H(s) wherein the transfer function. T(8) is derived in closed 
form as the ratio of two polynomials. Included in the derivation is the 
unique relationship of the roots of these polynomials (i.e., the poles and 
zeros of T(8)) and the switching frequency co.. It is seen that these poles 
and zeros migrate in the s plane and form loci as a function of 0,, analogous 
to the loci obtained in feedback systems for forward-gain variations. In 
this context, root-locus methods used in feedback systems are completely 
applicable. 

INTRODUCTION 

GREAT DEAL has been written on the design of band-pass 

filters using commutated low-pass structures.  Such band-

pass filters have been referred to as modulated filters," comb 

filters,4 commutated filters,5 quadrature function filters,'" sampled-

I N. F. Barber, "Narrow Band-Pass Filter Using Modulation," Wire-
less Engineer, Vol. 24, p. 132, May 1947. 

2 G. B. Madella, "Single-Phase and Polyphase Filtering Devices Using 
Modulation," Wireless Engineer, Vol. 24, p. 310, Oct. 1947. 

3 I.  F. MacDiarmid and D. G. Tucker, "Polyphase Modulation as a 
Solution of Certain Filtration Problems in Telecommunication," Proc. IEE, 
Vol. 97, Pt. 3, p. 349, Sept. 1950. 

4 W. R. LePage, C. R. Cahn, and J. S. Brown, "Analysis of a Comb 
Filter Using Synchronously Commutated Capacitors," AIEE Trans., Pt. 
1, Vol. 72, P. 63, March 1953. 

5 B. D. Smith, "Analysis of Commutated Networks," Trans. IRE 
PGAE, Vol. 10, p. 21, 1953. 

6 D. K. Weaver, Jr., "A Third Method for Generation and Detection 
of Single-Sideband Signals," Proc. IRE, Vol. 44, p. 1703, Dec. 1956. 

7 H. B. Paris, Jr., "Utilization of the Quadrature Functions as a Unique 
Approach to Electronic Filter Design," IRE Int. Convention Record, Part 
9, p. 204, 1960. 
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data filters,' digital filters,' N-path filters," and switched filters." The 

end objective in all cases has been the analysis of band-pass (or comb 

of band pass) structures made up of an array of low-pass filters and 
suitable switches. 

This paper discusses the unique properties of such a commutated 

device when networks other than true low-pass structures are involved. 
It attempts to answer questions such as: If switched low-pass filters 

yield band-pass filters, do switched high-pass filters yield band-stop 
filters? What happens when band-pass filters or all-pass networks are 
switched? 

OVER-ALL TRANSFER FUNCTION OF THE SWITCHED NETWORKS 

In Figure 1 (a), an arbitrary, realizable network H(s) (where 
s = o + je)) is placed in an M-path array. The derivation of the 

over-all transfer function, given in Appendix A, assumes that the net-
work is preceded and followed by switches that are actually product 
devices. The "carrier" applied is a sinusoidal function of radian fre-
quency 0,0, phase shifted in accordance with the leg position as shown 

in Figure 1 (b). Such an assumption is warranted; the same over-all 
transfer function is derived for any set of identically shaped sequential 

waveforms with periodicity T = 27r/w0 by expanding such waveforms 
in a Fourier series and considering the multiplication process with the 

fundamental sinusoidal component alone. One such waveform might 

be a sequence of rectangular pulses of width T/M, which are indicative 
of switch closures and commutation. 

The presence of other harmonic frequencies in the switching wave-
forms naturally invites over-all transfer responses at these harmonics 
in a manner identical to that of the fundamental, thus we have a comb 
structure. The derivation is no less generalized if only a single sinus-
oidal multiplier is considered. The over-all transfer function is 

U(s) 

T(s) =-  = K[I (s  iwo)  H(s  iwo)j, 
V (s) (1) 

8 L. E. Franks and F. J. Witt, "Solid State Sampled Data Band-Pass 
Filters," Proc. Solid State Circuits Conj., 1960. 

9 J. Thompson, "RC Digital Filters for Microcircuit Bandpass Ampli-
fiers," EEE Magazine, p. 44, March 1964. 

10 L. E. Franks and I. W. Sandberg, "An Alternative Approach to the 
Realization of Network Transfer Functions: The N-Path Filter," Bell 
System Tech. Jour., Vol. 39, p. 1321, Sept. 1960. 

n A. Acampora, B. Rabinovici, and C. Renton, "Generation of Bandpass 
Filters by Switching Techniques," Proc. IEEE, Vol. 51, p. 256, Jan. 1963. 
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where K is some conversion loss factor (equal to 0.25 in the present 

sinusoidal case). Of interest is the arithmetic shift of the complex 

frequency variable s in the j direction by 0,0. 

Equation (1) represents a band-pass filter centered at (00 when 

H (s) is a low-pass filter with cutoff oc much less than (00, as can be 

Fig. 1(a) —M-Network array. 

( 
2/rm ) 

Fig. 1(b) —Multiplying waveforms: General f (t) = cos coot ±   . 
M 

seen by considering real frequency operation where s = j(0. Further, 

let the input frequency be different from (0„ by some small amount 
A(0 < (0,, i.e., co = w, ± A(0. Then, Equation (1) reduces to 

T (jw) = K  jAtu)  H (j2wo ± jA(0)] • (2) 

For the ease (00 >> (0,., the low-pass filter response at 2(00 can be 
neglected compared to the in-band response at Aw, and 
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T(je) = K H (-±- jaw) .  (3) 

This form indicates that the resulting band-pass structure is equiva-

lent to folding the one-sided low-pass filter response (in mirror-image 
fashion) about the switching carrier wo. This creates an arithmetic-

ally symmetrical band-pass filter with the amplitude and phase re-
sponse of the two-sided original low-pass filter. 

The above heuristic argument relies entirely on the premise that 
H(2(00) is nonexistent (or, at least, negligibly small). There are en-

tire classes of transfer functions H(3), including low-pass filters, 
where this is not the case, and it is necessary to determine the over-
all transfer function T(s). 

GENERALIZED CLOSED FORM OF T(s) 

If it is assumed that H(s) can be written as the ratio of two poly-

nomials, N (s) and D (s), both of which are of finite degree, then 

[ N (s — j00)  N (3 -I- j(00) 
T (s) = K    

D (8 — jw0)  D (3 + hoo) j 

(s — hod D (s -F jwo) N (s  jwo) D (8 — :Iwo)]  P(s) 
= K   = K  . 

D (3 — jwo) D (3 +  (s) 

(4) 

The poles of T(s) (the roots Q(s)) are uniquely described in terms 

of the poles H (s) (the roots of D (s)) by the lineal shift of the H (s) 

poles in the ±--jw direction by an amount 04). The zeros of T(s) (the 
roots of P(3)), however, are not so simply related to the zeros of 

H(3) (the roots of N(s)). It is shown in Appendix B that P(s) can 
always be written in the form: 

P(s) = 2I-Go(s) +û 2G1(s) -F (004 G2( s) -F • • • + wo'Gk(s)l,  (5) 

where k is finite. Furthermore, the general function GA (s) is related 
to N(s) and D(s) by 

Go(s) =N°(s) Do (3) 

— 1 
G, (3) = —  [N2(8) Do (s) —2N1 (3) DI (s) + No (s) D2(3)] 

2! 

1 
G2(3) = —  N4(s) Do(s) — 4N3(s) D1(3)  6N2(8) D2(3) 

4! 
— 4ATI (3) D3 (3) ±  (s) D4(8)] 



SWITCHED NETWORKS  249 

( -1) k 

Gk( 8 )    [N2k  (S)  (8) - 2kN2k-' (8) Di (8) 
(2k) ! 

2k(2k —1) 
 N2k -2 (8) D2(8) +  + NO(8) D2k (8 )1 

2! 
(6) 

where the general superscript j on the N(s) and D(s) functions de-

notes the j derivative with respect to s, i.e., 

di 
Ni(s) = — [N(s)]. 

dsi 

The superscript "zero" is, of course, the function itself and is used to 

preserve symmetry. 

The general Gk(s) function is so reminiscent of a binomial expan-

sion that a short-hand notation can be used where Gk(s) is defined as 

ider (-1 )k [  
Gk(8)    N(s) —D(8)]  . 

(2k)! 
(7) 

The bracketed exponent is initially treated as a true exponent, and 

the expansion is carried out using the binomial theorem. The expon-

ents in the resulting expanded function are then treated as deriva-
tives, as shown in Equation (6). In all that follows, superscripts on 

N(s) and D(s) denote derivative and the short-hand notation will 

be used. 
Notice that when both N(s) and D(s) are of finite degree, the 

numerator of the commutated transfer function given by P(s) in 
Equation (5) is naturally truncated (that is, composed of a finite 
number of G(s) functions) at a point where higher order derivatives 

of N(s) and D(s) are zero. Table I shows the subscript of the last 

nonzero G (s) function for various degrees of the polynomials N (s) 

and D(s). If the degrees of these polynomials are t and in., respec-

tively, then the subscript k of the last nonzero G(s) function is 

2 

/ + m even 

/ In, odd. 

(8) 
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Of particular interest are those H (s) networks that fall in the bounded 
region of Table I. For this case, the over-all transfer function is 

Go (s)  wo2Gi (3) 
T(s) = 2K   

D (s — jwo) D (s  jwo) 

(̀)02 

N (s)D (s) — —  [N (s) — D (s)](2) 
2 

=- 2K   
D (s — jwo) D (s jo) 

Table /—Subscript of Last Nonzero G (s) for Various Degrees 
of N(s) and D(s). 

8 

9 

10 

O 
DEGREE OF D(S) 

2  3  4 

) 0 1 1 2 2 3 3 

— 

4 

— 

4 

.— 

5 

I 0 I 1 2 2 3 3 4 4 5 5 

1  1 1 2 2 3 3 4 4 5 5 6 

1 2 2 3 3 4 4 5 5 6 6 

2 2 3 3 4 4 5 5 6 6 7 

2 3 3 4 4 5 5 6 6 7 7 

3 3 4 4 5 5 6 6 7 7 8 

3 4 4 5 5 6 6 7 7 8 8 

4 4 5 5 6 6 7 7 8 8 9 

4 5 5 6 6 7 7 8 8 9 9 

5 5 6 6 7 7 8 8 9 9 10 

(9) 

The poles and zeros of T(s) are neatly defined for all 010.  The poles 
originate (at WO -= 0) as double roots of D (s), and they proceed along 

straight lines in the -±-jw direction as a direct function of wo. The 
zeros, however, originate at the combined roots of the product 

(s) D (s) (at wo = 0), and migrate along calculable loci as a func-

tion of wo. They finally terminate at the roots of G1 (s) as (do approaches 
infinity. Some examples involving basic forms of the H(s) networks, 

which fall in the bounded region, will be shown. Established root-locus 
techniques'2 are utilized. 

12  J. G. Truxal, Automatic Feedback Control System Synthesis, Mc-
Graw-Hill Book Co., Inc., New York, p. 221, 1955. 
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EXAMPLES OF THE APPLICATION OF ROOT LOCUS 

Simple High-Pass Filter 

Consider a simple normalized high-pass filter such that H(s) = 

s/(s +1). The pole—zero location for this is shown in Figure 2(a). 

0 nooTs OF H(S) 
1. 

(b) ROOT LOCI OF O(S) 

T I 

•  

(c) ROOT LOCI OF PIS) 

-1/2 
• 

INS) 
Id) ROOT LOCATION OF T(S) - O(S) 

X 

• 

—1/2 

• 

Fig. 2—Pole—zero location and locus for example H(s) = 
s +1 

For this case, N2 (s)Do (s) =0, —2N1(s)DI (s) = —2, and No (s)D2(s) 

= 0, so that from Equation (9), 

—1 
(s) = —  (2) 

2 
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and 

s(s + 1) +0,02 
T(s) = 2K   

(8 + 1 — jwo) (s  1 + jwo) 

The pole migrations for increasing 0,0 are straightforward loci, as 

shown in Figure 2(b). The zero migration, however, takes the form 

shown in Figure 2(c). The zeros merge as a double root (at s = —1/2) 
for 0,0= 1/2 , and then split into complex conjugates. The over-all pole— 

zero diagram of T(s) for some 0,0> 1/2 is shown in Figure 2(d). 

Notice that a commutated high-pass filter does not lead to a band-stop 
filter. In fact, Figure 2(d) depicts an attenuation of at most 6 db 
for some high 0,0 where the pole and zero are almost horizontally 
aligned. 

First-Order All-Pass Section 

Consider next the simple all-pass form H(s) = (s —1)/ (s +1), 
as shown in Figure 3(a).  Again, N2(s)Do(s) =No(s)D2(s) =0; 
—21s11 (8)D' (3) = —2, so that 

(8  1) (s ± 1) + wo2 
T(s) 

(s  1 — jwo) (s  1 + Iwo) 

The pole migration of T(s) is shown in Figure 3(b). The zero 
migration, shown in Figure 3(b), is rather interesting. A coalescing 
occurs at the origin for (00= 1, after which purely imaginary zeros 
are formed. The combined pole—zero location of T(s) is shown in 
Figure 3(d). Unexpectedly, the first-order equalizer provides a notch 

filter when placed in a commutated device. 

Simple Band-Pass Filter 

Suppose H (s) is of the form s/(s2 + 28 + 2) = N(s)/D(s) with 

pole zero locations shown in Figure 4(a). Then, N2(s)Do(s) =0; 
—2N' (s)D' (s) = —48 — 4; No(s)D2(s) =2s; so that 

and 

—1 
(s) = —  (-2 s — 4) 

2 

s (82 + 2 s + 2) + 0,02(s + 2) 
T(8) =   

D (8 — jwo) D (s  Iwo) 

The root loci for the poles are straightforwardly shown in Figure 
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4(b). The loci for the zero of T(s) are calculated by root-locus method 

and are shown in Figure 4(c). Notice that the zero on the negative 

real axis terminates at s = —2 and that the complex zeros have an 

angle of departure of zero degrees and asymptotically approach the 

(a) ROOTS OF H(S) 

4I 

(c) ROOT LOCI OF PlS) 

+1 c 

(b) ROOT LOCI OF O(S) 

I  
II 

I. 

., 

PIS) 
(d) ROOT LOCATION OF TtS). —0(s)  

X  

X 

a 

s — 1 
Fig. 3—Pole-zero location and locus for example H(s) =  . 

8+1 

50) axis. The resultant pole-zero locations for some fairly high too is 
shown in Figure 4(d). The end result is a pair of adjacent band-pass 

filters with a notch between them that grows deeper as wc, increases 
and the complex zeros approach the 50) axis. Such a filter is useful, 

for example, in double-sideband suppressed-carrier generation. 
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EXTENSION TO MORE COMPLEX H(s) 

The transfer functions in the foregoing examples were simple 

enough to derive directly from Equation (4), since the last nonzero 
G(s) function was G,(s). The form indicated by Equation (5) is 

(G) ROOTS OF HIS/ 
(b) ROOT LOCI OF O(S) 

X 

X 

1! 

(c) ROOT LOCI OF P(S) 

—2 
.16  I 

4j 

a 

FIS) (d) ROOT LOCATION OF T(S)= 

X 

• 

—2 

X 

• 

Fig. 4—Pole—zero location and locus for example H(s) —   
82 2s + 2 

easiest to use for more complex H(s) functions. With it, the roots, 

especially the zeros, of the overall transfer function can be charac-
terized as a function of wo for the more complex H(s). 

Consider the cases where H(s) is of a form where the last nonzero 
G(8) is G2(s), 80 that 
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P(s)  2(Go(s)  (s)  wo4G2 (8) l• 

Rewriting gives 

P(s) = 2(Go(s)  +0 02 G 1(s)  wo2G2(s)i) = 2(G o(s) + wo2P (s)). 

The term P1 (s) can be thought of in terms of root loci that begin at 

the roots of GI (s) and terminate at the roots of G2 (s) . However, these 
migrating roots of Pi (s) are, as seen, the terminal points of the root 

of the over-all numerator P(s). The terminal points in root-locus 
methods are instrumental in calculating the nature of the resulting 

loci. Thus, the loci of P(s) are under a continual state of change, 

since their terminal-points (the roots of P1 (s)) are on loci of their 
own. This approach can be extended to more complex H(s) situations, 

but then the simplicity of the root-locus method is quickly lost. For 
complex cases, the locus of zeros can best be determined by insertion 

of particular wo into Equation (5) and direct factorization. 
In any event, the transfer function form of Equation (5) provides 

insight into the pole—zero location of T(s) as a function of (on. It can 

be used to analyze the over-all transfer function in terms of a given 
1-f(s) and wo or, conversely, to choose a particular H(s) and wo for a 

desired end result. 

APPENDIXES 

The following Appendixes first derive the over-all transfer function 
in terms of H(s), and then extend the derivation to the G (s) function 
form. The two-sided Laplace transform was used, primarily to limit 

consideration to the steady-state response. In this regard, the Fourier 
transform could have been used, but solutions in terms of the complex 

frequency variable s, were sought. Strip convergence of the two-sided 
transform which encompassed the jw axis was tacitly assumed because 

of the consideration of realizable H (s) . 

A —DERIVATION OF THE TRANSFER FUNCTION IN TERMS OF H(s) 

Consider the M-path array of identical networks with transfer 

function H(s), as shown in Figure 1. Let the m e" leg multiplier be 

supplied with a "carrier" 

27rm 
(10) 
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Define the following time-domain signals and their Laplace transform 
pair: 

input signal: u (t), U (s) 

mth leg multiplying signal: f,„(t), F„,(8) 

M th leg multiplier output (at input side) : g„,(t), Gm(S) 

impulse response of M th  leg network: h(t), H(8) 

mth leg network output: /„,(t), L„,(s) 

M th  leg multiplier output (at output side) : g,„(t), Q„,(8) 

output signal: v (t), V(s) 

Using two-sided Laplace transform notation, 

F„,(s) = f f„,(t) exp(-8t)ds,  (11) 

where f„,(t) is given by Expression (10), which can be more con-
veniently written 

1 27rm  27rm 
f m(t)  —[  exp  — ) j wot  + exp  (dot — —  )1-1. (12) 

2 

Then, 

1 27rm  27rm 
= — f  [ exp {› — j —} exp(—(s — jwo)t)  exP  j-
2 

en( (8 + j0,0)t) [ ds,  (13) 

or 

1  27rm  27rm 
F.(8) = — [ (s  /too) exp  — j —  + (8 + /too) «PI —  I , 

2  M i 

(14) 

where the delta function is the unit impulse. 
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The output of the mth multiplier is given by the product relationship 

g(t) = u(t)f„,(t).  (15) 

Since time domain multiplication corresponds to convolution in the 

frequency domain, Equation (15) can be written 

G„,(s) = U (8)*F „, (8),  (16) 

or by the convolution integral 

G(s) = f U (P) F (8 — p)dp.  (17) 

- 00 

Substituting for F (s) 

00 

from Equation (14), 

1 2irm 
G„,(8)  — f  (P) l8 (8 — iwo —  exp  4- }  dp 

2  m 

00 

1 f 
+ - f  U (p) L8 (8 + hot, —  P)] exp 
2 
- 00 

from which 

1  .27r l 
G.(3) = — [U (8 —  ex0 { nb r 

2  M 1 

j  c1  p, 
I  

t  M 1 

2irm fl 
U (8 + iwo) exP  j  I. 

(18) 

(19) 

The two-sided Laplace transform of the output signal from the net-

work, H(3), is 

L„,(8) = G„,(s)H (8)  (20) 

or 

1  27rm 
L„, (3) = — [U (8 — j(00)H (s) exp {—j —  

2  M i 

27rm 
-F U(s  jwo)li (8) exP  —m (21) 
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As in the input multiplier case, the output multiplier performs a time 
product, 

q,n(t) =1.(t) f,n(t),  (22) 

which can be written as a convolution integral, 

CO 

Q.(3) = f Lm(P)F„.(3 — P) dP,  (23) 

CO 

or, again substituting for Fm(s) and L.(8), 

03 

or 

Q„,(3) = _ [ L r 
4   

I 27rm 
exp  — 3   Mi 

r 27rm 
+ U (8 + iwo)H(s) exp ij 

27r 
[8 (8 — jwo— p) exp -{ ni —j — ir 

M 

I 27,m 
+ 8 (s jwo — I)) exp j —  d/4 

M 

Q.(3) = —[U (8)H (3 — jw0) U(s)H (3 + :Iwo)] 
4 L 

(24) 

ir— U (8 — 2iwo) II (8 — jwo) exp {—j-2-7r-m-} 
4 

27rm 
U(s  2./(00)H(s  jwo) exp  j  d. (25) 

Now, the output signal is the sum of the M leg outputs, 

or equivalently 

v(t) = E q„,(0, 
m=i 

V(s) =E Qm(s). 

(26) 

(27) 
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Therefore, 

U(s) 
y( s) =  1(8 -- iwo)  1-1 (s  )wo)] 

4 

1  {  27rM 

_  U(8 — gituo)H (8 — ¡coo) E exP  —j -

4  J 

1  m  r 27rni 
— U(s .4- 2jwo)H (8 + jwo)  exp ) j —  
4  ,n=1  t M 1 

For M  3, the last two terms of V(s) cancel vectorially, and 

(28) 

U(s) 
V (s)    [II (8 — iwo)  H (8 + Iwo)].  (29) 

4 

Defining the over-all transfer function as 

gives 

V (s) 
T (s) =   

U(s) 

1 
T(s) = — IjH (8 — jwo) + H (s + Iwo)]. 

4 

B—DERIVATION OF THE TRANSFER FUNCTION IN TERMS 

OF THE Gk (8) FUNCTIONS 

(30) 

(31) 

Before deriving the general switched network transfer function 

in terms of the Gk (s) functions, some basic notations involving the 
two sided Laplace transform pair relationships will be reviewed. These 
are presented in the following Equations (32) through (37) : 

h(t) 4--> H(s),  (32) 

dn 
th(t)  (-1)nlin(s), where Ha(s)  —  [H (8)],  (33) 

dei 

CO 

fh (r)g (t  r)dr  H(s)G(s),  (34) 
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co 

fh(r) g(t — r)r"(t  T)  d T *--->  (- 1) " (- 1) "i lln (s) Gm (s) ; (35) 

— 00 

furthermore, 

H (8 -I- jwo) E--> h (t) exp(—joot),  (36) 

H (8 — jwo)  h(t) exp(jwot).  (37) 

Now, if 

N(s) 
H (s) =   (38) 

D (s) 

then the transfer function of the switched network is given by 

1 [ N(s — /too)  N  + iwo) , 
T(s) = 

4  D (s — iwo)  D (s  itoo) 

as shown in Appendix A, or 

1 r N(s — jwo)D (s  Iwo)  N (s  jwo)D (8 — iwo) 
T (s) = 

4 L  D (s — jwo) D (8  jw0) 

1 P(s) 

4 Q (s) 

(39) 

(40) 

We write the numerator products as the convolved time domain func-
tions; that is, we use the transform pair correspondence, 

CO 

P(s)  fi d(r) fexP{— iwor}ln(t — r) rexP(iwo(t — r) )1 

or 

— 00 

CO 

d (r) lexPliwornn(t — T) fexPf— iwo(t — r) )1}dr 

(41) 

P(s)  f d (T)n(t — r) [eXP U00(t —  2r)1 + eXP(- 10)0(t - 2r))] di 

— 00 

(42) 
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00 

P(s) <--÷2 f d(r)n(t —r)coswo(t-2r) dr.  (43) 

- 00 

Expanding cos x as 

x2 x4 
cos x =1 — —  —  + • • • 

2!  4! 

gives 

00 

too2(t  2r) 2 o.b04(t —2r) 4 

P (s)  —> 2 f  d(r)n(t — r) [1   
2! 4! 

—00 

(-1)k[wo(t — 2r)1 21'. 
  -F  .]dr.  (44) 

(2k) ! 

This expression can be rewritten 

c., 
,02  °04 

4  --- 2  d(r)n(t — r) 1 — —  I (t — r) — r12 + —  [(t — r) — -1]4 + • • • 
2!  4! 

- CO 

(-1)kwo2k 

(2k) ! 
][(t — r) — r-12k + • • • dr.  (45) 

Use of the binomial theorem expansion of I (t —r) —7-1 2', which (as 

will be seen) accounts for the "binomial expansion" of derivative of 

N ( s) and D(8), gives 

{[ '0 0)0 P(s)  2  <-->  d(r)n(t — r)dr — —  d ( r) n( t — r) [(t — r) 2 — 2 (t — 1-) r 
2! 

(-1) kwo2k 
+  r)r21dr + 

(2k)! 

- 00 

00 fd(r)n(t — r) [(t — r) 2k 

.-011 

2k(2k 
— 2k (t —  2k-1  r   (t  r) 2"  r2 + • • • + T2k  dr + • • •  (46 

2! 
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or, finally, 

P(s) = 2 {N°(s)D°(s) — 
(002[ 

N2(s)Do(s) 
2! 

1—  2NI(s)D1(s) + No(s)D2(s) 

°JO4 
+  N 4 (S) D° (8) - 4 N3 (3) D 1 (S)  6 N2 (8) D2 (8) 

4! 

(-1) lecoo 2k 

(2k) ! 

— 4NI(s)D3(s) +No(s)D4(s) 1 + • • • 

[  2k (2k — 1) 
N2((s)D0(s) s)Do (s‘ ___. )  2kN2k-1  (s) Di (s) +   

2! 

N2k —2  (s) D2(8) + • • • ± N°(0 D2k (3) 1 + • • • 1 .  (47) 

This may be written more conveniently as 

P(s) = 2 (Go (s)  wo2Gi (8) + coo4G2(s) + • • • + wo2hGk(s) + • • .), 

where 
(48) 

Go(s) = No (s) Do (s), 

—1 
(s) =   N2 (s)  (s) — 2N1(s)Di (s)  No (s)D2(s)], 

(2) ! 

(-1)k 
GA (S)    I N24 (8) D° (S)  2kN2l• (S)  (S) + • • • +  (S) D2k (8) j, 

(2k) ! 

DF:F (- 1 ) k 

  [N (s) — D (s)](2k).  (49) 
(2k) ! 

Where the subscripts on the N(s) and D(s) functions denote deriva-
tive with respect to s, a short-hand notation, as defined in the text, 
can be used. When both N (s) and D (s) are finite degree polynomials, 
Equation (48) is truncated at a point where all higher order deriva-
tives of N (s) and D(s) are zero. 
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Summary—A model is developed for the generation of microwaves by 
photoconductive self-mixing of amplified spontaneous radiation in solids. 
The model is then used to propose an explanation for the microwave emis-
sion that has been observed from InSb in strong electric and magnetic fields. 

INTRODUCTION BOUT TWO YEARS ago Larrabee and Hicinbothem' observed 

broad-band microwave emission from InSb subjected to 
strong electric and magnetic fields. Since that time many 

other groups have confirmed these experiments. The first attempts 

to explain the origin of such radiation' were based upon a possible 

two-stream instability postulated by Bok and Nozieres.' However, as 
more experimental data became available,' it became clear that some 

other mechanism was needed to explain this phenomenon. This paper 

proposes a new model that more closely fits the experimental situation. 

The model is based on the self-photoconductive mixing of the amplified 
spontaneous radiation that exists within the InSb when the electron— 

hole density produces the population inversion required for amplifi-

cation of the band-gap radiation. 

MODEL 

We consider a bar of InSb with the dimensions shown in Figure 1 
and with a large current passing along the length. The current con-

1R. D. Larrabee and W. A. Hicinbothem, Jr., "Observation of Micro-
wave Emission from Indium Antimonide," Proc. Symposium on Plasma 
Effects in Solids, p. 181, Academic Press, Paris, 1964. 

2 M. C. Steele, "Possible Explanation for Microwave Emission from 
In-Sb in Magnetic Fields," Proc. Symposium on Plasma Effects in Solids, 
p. 189, Academic Press, Paris, 1964. 

3 J. Bok and P. Nozieres, "Instabilities of Transverse Waves in a 
Drifted Plasma," Jour. Phys. Chem. Solids, Vol. 24, p. 709, 1963. 

4 R. D. Larrabee and W. A. Hicinbothem, Jr. (private communication). 
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sists of electrons and holes drifting at velocities v„ and vp, respectively. 

It is assumed that the applied electric field is sufficiently large to have 

caused band-gap ionization and that the added electron—hole density 
far exceeds the original extrinsic carrier concentration. Therefore, 

the electron and hole densities are assumed to be equal. Under these 
conditions, the model applies equally well to n-type or p-type InSb, the 

only difference being in the magnitude of the required electrostatic 
drifting field, Eo. 

CURRENT 

-44  L 1 CM Wm2xIC,-2 CM 

Fig. 1 

At first we shall neglect the magnetostatic field, although we shall 
show later that such fields play a critical role in the model. When the 
excess electron—hole density is sufficient to cause the difference of the 

quasi-Fermi levels to exceed the band-gap energy, the crystal can 
amplify radiation of the proper frequency. We know that there is 

much spontaneous recombination radiation in the body as a result of 

excess electron—hole pairs. With the geometry of Figure 1 and the 
assumption of a very poor Q for the system, such spontaneous radia-
tion can be amplified in a single pass along the length of the crystal. 

The situation is analogous to that of superradiance5 in lasers. Super-

radiance can occur in a lossy resonator that has poor mode selectivity. 
The frequency bandwidth of the spontaneous band-gap radiation 

present in the body will be approximately en/h, where  is the quasi-

Fermi level of the electrons measured from the bottom of the conduc-
tion band. It is assumed here that ep, the quasi-Fermi level of the 

holes, is anchored near the top of the valence band due to the much 
greater density of states in that band. 

The total amount of power, PT, in the amplified spontaneous radia-
tion(' is 

5 R. H. Dicke, "Coherence in Spontaneous Radiation Processes," Phys. 
Rev., Vol. 93, p. 99, Jan. 1, 1954. 

6 G. Birnbaum, Optical Masers, p. 34, Academic Press, New York, 1964. 
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hvonV 
PT = (1) 

where  y0 =- frequency of band-gap radiation, 

V =- active volume of system, 

n = density of electrons, 

r' = enhanced spontaneous emission rate. 

In light of the assumption of single-pass amplification, we can 

define a coherence time, TK, for this radiation; 

L VE7, 

TK    (2) 

where EL is the relative dielectric constant of the medium  for 

InSb). For L = 1 cm, TK 10—'° second. 

REABSORPTION OF RADIATION —UNIFORM DENSITIES 

If the entire volume of the crystal is uniformly filled with electrons 
and holes, the amplified radiation should not be strongly reabsorbed. 

The absence of reabsorption results from the position of the quasi-

Fermi level of the electrons. For reabsorption to occur, the radiation 
must have a frequency greater than the maximum of the amplified 

radiation spectrum. Since a uniform density gives no significant re-
absorption, there can be no photoconductive mixing of the various 

components in the spectrum. 

EFFECT OF DENSITY GRADIENTS ON REABSORPTION — 

ROLE OF MAGNETIC FIELD 

If we can establish a strong density gradient in the body, reabsorp-
tion becomes possible only in the portion of the body that has the lower 
density. Such density gradients can be established by several means: 

(1)  Self-pinching of the electron—hole plasma' in the absence of 

any applied magnetostatic fields, 

M. Glicksman and M. C. Steele, "Plasma Pinch Effects in Indium 
Antimonide," Phys. Rev. Letters, Vol. 2, p. 461, June 1, 1959. 
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(2)  The Lorentz force exerted by a transverse magnetostatic field, 
which will concentrate the electron—hole plasma in a very 

narrow surface layer. This effect is often called the Suhl 
effect and is discussed in detail by Shockley.8 

Figures 2(a) and 2(b) show the density distributions in a cross section 

of the material for these situations. The two conditions are really 

more similar than they appear. The Suhl-effect distribution is really 
one half of the pinch-effect distribution that has been moved to the 
surface because of the Lorentz force. 

WHERE 
REABSORPTION 
OCCURS 

PINCHED REGION 
(HIGH DENSITY) 

(a) 
Fig. 2 

ACTIVE REGION 
(HIGH DENSITY) 

WHERE 
REABSORPTION 
OCCURS 

(b) 

The active role of a longitudinal magnetic field is more complicated. 
It clearly does not aid in producing the needed density gradients. In 

fact, it dilutes the effect of pinching (although this dilution is not a 
strong effect for the conductivities being considered) by spreading 
the pinch.' The effect of a longitudinal magnetic field is considered 
in more detail in the next section. 

OTHER ROLE OF MAGNETIC FIELD--LANDAU LEVELS 

Any orientation of magnetic field will produce Landau levels that 
assist the establishment of the population inversion needed for ampli-

fication. For InSb, the Landau levels in the conduction band play the 
important role. With a magnetic field strong enough so that 

3 
— ho),  
2 (3) 

8 W. Shockley, Electrons and Holes in Semiconductors, p. 325, Van 
Nostrand Co., Inc., New York, 1950. 
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where we is the electron-cyclotron frequency, most of the electrons will 

be in the lowest Landau level so that there can be a significant narrow-

ing of the spontaneous emission spectrum (see Figure (3)). If Equa-

tion (3) is satisfied, the frequency bandwidth should be  (r is 
the scattering time) instead of en/h. For the temperatures we will 

be concerned with (T  77°K), 1/r < ¡„/h. It then follows that mag-

netic fields sufficiently strong to satisfy Equation (3) will have a 

1-h„, >e 2  c  n 

Fig. 3 

significant effect on the process with which we are concerned. With 

77°K, the magnetic field needed to satisfy Equation (3) is 
-› 

Bo > 3000 gauss. 
This role of the magnetic field is closely related to the lowering of 

the threshold current needed to make an InSb p-n junction injection 
laser operate.9 

PHOTOCONDUCTIVE MIXING OF AMPLIFIED SPONTANEOUS RADIATION 

Having established the necessary density gradients to get reabsorp-
tion, we will proceed to develop an expression for the power available 

at the mixed (microwave) frequencies. It has already been demon-
strated" that a photoconductor can mix two coherent laser frequencies, 

9 R. J. Phelan, A. R. Calawa, R. H. Rediker, R. J. Keyes, and B. Lax, 
"Infrared InSb Laser Diode in High Magnetic Fields," Appt. Phys. Letters, 
Vol. 3, p. 143, 1 Nov. 1963. 

10 M. DiDomenico, Jr., R. H. Pantell, O. Svelto, and J. N. Weaver, 
"Optical Frequency Mixing in Bulk Semiconductors," Appl. Phys. Letters, 
Vol. 1, p. 77, 1 Dec. 1962. 
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w1 and (02, to give microwave power at the difference frequency (0,1— 

w2) • For two coherent laser beams of intensity I and /2 photons/sec, 
the photoconductive current developed is:" 

Ttr  (1 + o2,02) 1/2 
cos (0t),  (4) 

where r0 is the lifetime of added carriers, Tfr the transit time of 
electrons, and 11 is the difference frequency of the two laser beams 

(WI -- (02). In Equation (4) we have assumed, for simplicity, that the 
quantum efficiency for the generation of electron—hole pairs is unity. 

Since we are interested only in mixed frequencies satisfying the 
condition 1170 >> 1, Equation (4) can be rewritten 

N / Tir ; 

4(0) -----   cos (00. 
Ttr 

(5) 

Now let us take the total intensity of amplified spontaneous radia-
tion derived from Equation (1), 

Pr  nV 
IT= 

hvo r' 
(6) 

and distribute it equally over the spectrum extending from (00 (corre-
sponding to the band-gap radiation) to (0„, where (0„ -,--- (00 + ¡„/A. This 
simplification of the spectrum will not seriously alter the major con-

clusions we draw from the model. The photoconductive current at 
frequency 00 and bandwidth Al2 is then given by 

no+ Af1 

IT Ç cos (00 
i,(110)  (7) 

Ttr (Ou —  (ou) 
a° 

In Equation (7) it is understood that !1 « (Cau Wo); we are mainly 

interested in 00 in the microwave region. For AS2/110 « 1, the mean-
value theorem can be used to evaluate the integral in Equation (7). 

Squaring that current and taking the time average of TK gives 

q2 (  1  sin 2 

tr2 u  (00) 2 9 0 2  4storK 

ip  (00) 2   ià9 ) 2 [  007K 

SI 

(8) 
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In Equation (8) the model is valid only for 907K 1. If this current 

is fed into a resistance matched to the source resistance, R, the useful 

average power at 00 will be: 

  R q2 17,2 ..V.2 )2 
P(120)  (9) 

4 rtr 2 (wu  0,0) 2 ( 

To estimate /7, we first find the active volume of the solid. Previous 
experiments' have shown an average density of about 10'3/cm3 at the 

time of emission. Since the density must be >4 X 1016/cm3 for stimu-

lated band-gap emission to occur, the active volume must be about 
1/40 of the total volume of the body. Next, we must determine a value 

for  in Equation (6). Once stimulated emission occurs, the limiting 

rate will be determined by how fast the electrons can be pumped from 

the valence band back to the conduction band. This time can be esti-

mated in several ways and comes out to about 10 -" second. With 
these parameters and the dimensions assumed in Figure 1, /7, 4 x 1022 
photons/second. Typical resistance values in the experiments' are 

about 100 ohms. The electron drift velocity is 106 meters/second and 
8 x 10-3  ev. With these values, the estimate of the microwave 

power from Equation (9) is 

L.!2  

P(110) - 6 x 10 -' ( —  watt. 
no 

(10) 

If we take 90= 10 gc and MI = 5 me, Equation (10) gives a power 

level of about 2 x 10-8  watt. This is the order of magnitude of values 
observed experimentally' at this frequency and bandwidth. The pre-
dicted 1/002 frequency spectrum is also in broad agreement with the 

observations." Larrabee and Hicinbothem4 have made interference 

measurements of the observed radiation at 15 gc and found that the 
coherence time is "--10 -10  second. This is an important agreement 

between theory and experiment. 

DISCUSSION 

In principle, the model described here would also be valid without 
any applied magnetostatic field if a sufficiently large population inver-
sion is provided. Experiments should be continued to higher currents 

to test this prediction. However, for such a case the necessary density 
gradients to obtain reabsorption would have to be provided by the 

self-pinching of the electron-hole plasma. Some additional aspects of 
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Summary—This paper discusses noncoherent binary and nonbinary 
frequency shift keyed (FSK) systems in which the predetection filter 
bandwidth is very much greater than the information bandwidth. A pre-
detection bandwidth of at least ten times the post-detection matched-filter 
bandwidth is assumed. Expressions for the information bit-errar prob-
ability as a function of the channel input (predetection) signal-to-noise 
ratios (SNR) are derived for both linear and square-law envelope detectors. 

In Part I, wide-band binary FSK systems are considered. It is shown 
that the square-law detector is superior for low SNR (less than 0 db) 
whereas the linear detector is best for high SNR. Preliminary experi-
mental data verifies the theoretical analysis to within 1/2 db at error 
probabilities of 10 -4. Part II is concerned with wide-band non binary FSK 
systems. The results of the analysis shows the same trends as for a non-
binary FSK system that uses predetection matched filters. It is shown 
that, for the same word-error probability, the required channel SNR 
decreases as the information per word increases. For example, a com-
parison of a 5-bit word for the 32-aiy (or 32-frequen£y) wide-band non-
coherent FSK system with a 5-bit word for a binary (or 2-frequency) 
wide-band noncoherent FSK system showed that, for the same error 
probability, the 32-aiy system required about 6 db less SNR than the 
binary system. 

PART I — BI NARY SYSTE MS 

INTRODUCTION 

THIS PART IS concerned with noncoherent binary FSK (fre-

quency shift keyed) systems in which, due to frequency un-

certainty, the predetection filter bandwidth is very much greater 

(a factor of 10 or more) than the information bandwidth. With post-

detection filters matched to the transmitted signal, expressions for 

bit-error probability as a function of channel (mark or space) input-

to-noise ratios were derived for square-law and linear envelope de-

tectors. The vth-law detector is analyzed insofar as it acts as a square-

272 
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law detector for very low signal-to-noise ratios (SNR) and as a linear 
detector for very large SNR's. Because the relationships for a vth-law 

detector between these extremes of SNR are mathematically very com-

plex, they were analyzed on the basis of experimental detector char-

acteristics. 

WIDEBAND FSK USING ENVELOPE DETECTORS FOLLOWED BY 

MATCHED FILTERS 

In this section, linear envelope detectors followed by post-detection 
match filters are analyzed. One of the two channels in this type of 

INPU1I CHANNEL 
FILTER 

BANDWIDTH 

W» I / T 

OM  LINEAR 
-0- ENVELOPE 

DETECTOR 

DUMP 

- 

H . H 
PM  PI II)  I 

8   DECISION  OUTPUT  
DEVICE 

AMPLIFIER  MATCHED 
FILTER 

BANDWIDTH 
I/7 

SAMPLE 

Fig. 1—Single-channel wide-band FSK detector. 

detector is shown in Figure 1. The detector input x(t) when a signal 

and narrow-band noise are present is 

where' 

x(t) = A cos tort + /„(t),  (1) 

/„(t)  4(0 cos wet— /c(t) sin wct 

signal = A cos wet, 0  t T 

= 0, otherwise. 

(2) 

Both 4(0 and /c(t) are slowly changing random variables with a 
normal distribution. Both have zero average value and the same 

second moment, or mean-squared value. Thus, 

(3) 

(4) 

I S. O. Rice, Mathematical Analysis of Random Noise, Selected Papers 
on Noise and Stochastic Processes by N. Wax, Dover Publication. 
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If a signal with an input-noise-power spectral density n is passed 
through a filter of transfer function H(jw) centered at frequency f„ 
then the output-power spectral density of the filter is2 

GH(w) = vj H(iw) 12.  (5) 

The total noise output of the filter is 

N = f Gll(w)df. 

o 

Therefore, the variance of the noise 4(0 is 

.42 (t) =182  (t)  N. 

Equation (I) may then be written 

x(t) = (A ± I c) cos wet — I. sin wct 

=  (t) — x2 (t).  (8) 

The probability density distributions of x (t) are 

(6) 

P(xi) = 

- (xl —A) 2 
exp   

(  2N  I 

V2rN 

(7) 

(9) 

r - x22 
exp    

1. 2N  1 
P(x0) =   (10) 

V277N 

An equivalent form of x(t) is 

x(t)  =R (t) cos [wct ± 0 (t)] 

where R(t) is the envelope of x(t). Thus, 

R2 (t) = R2 = (A + I c) 2 + 42. (12) 

2 Y. W. Lee, Statistical Theory of Communization, John Wiley & Sons, 
Inc., Chapter 13, Section 5. 

" .• 
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The linear detector will now operate upon the input voltage such that 
the output voltage will be directly proportional to the envelope of the 

input voltage, i.e., the probability density function (pdf) of the output 
voltage is the same as that of the envelope of the input voltage. 

Rice' has shown that the output of the envelope detector is given by 

R  [  R2 + A2  RA 
P(R) = —  exp    1101  — 1, R  0 

N  2N  N 

= 0, R < 0 

for the case of signal plus noise at the input, and by 

R  [  R2 1 
P(R) = — exp  — — I,  R'0 

N  2N 

= 0, R < 0 

(13) 

(14) 

for the case of noise alone at the input. /0(z) is the modified Bessel 

function of the first kind and zero order. 

The energy of a signal of duration T seconds is 

T 

E = I A2 eos2 wct dt 

è 

A 2 

= -  T. 
2 

The single-sided noise-power spectral density at the output of the 

channel filter of bandwidth W is 

N 
No= . 

W 

Then Equations (13) and (14) may be rewritten 

2E 
R2 + — 

R T 1 101_  2E  / R  i 
P(R) =  exp    , R  0 

NoW  [  2NoW  _1  T NoW 

= 0, R<0, 

(15) 

(16) 

(17) 
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and 

R2 
P(R) =  exp    , R 

NoW  [  2NoW 

=0,  R<0.  (18) 

It is convenient to let the post-detection filter consist of an amplifier 

with a voltage gain of N/7 and an ideal integrator with an impulse 

response h(t). The output of the amplifier is 

RI(t) = VTR(t). 

Thus,' for the case of signal plus noise at the input, 

P(Ri)dRi= P(R)dR 

NoWT  [  2NoWT  NoWT 

exp  R12 + 2E 1  [ V2E RI 1 
P(Ri) =     /0    , R1 -.• 0 

= 0, R1 < 0, 

and for the case of noise alone at the input, 

R1 R12 
P(Ri) =   exp    

NoWT  [  2NoWT 

= 0, R1 < 0. 

R1 O 

The output of a filter with an impulse response h(t) itat3 

z (t)  h(t)Ri(t — u)du 

tIr 

=  I. dUh( O R M -11), 

0 

where the impulse response of an ideal integrator is 

(19) 

(20) 

(21) 

(22) 

See Reference (2), Chapter 6, Section 4. 

t see Reference (2), Chapter 6, Section 1. 

3 W. W. Harman. Principle8 of the Statistical Theory of Communica-
tions, McGraw-Hill Company, Sections 2-4, 3-3, and 6-5. 
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1 
h(t) = —,  O t T 

=0,  otherwise.  (23) 

To determine the probability density function of z(t) when the pdf 

of R(t) is known to a close approximation, the integral of Equation 

(22) may be replaced by the sum of a number of independent samples:" 

n 

Z(t)  —  E AT Ri(t„,),  (24) 
T 

where R(t„,) is the sample of R(t) taken at time t„„ AT is the incre-

mantal time interval centered on tm, and nAT = T. Thus, 

z(t)  _÷_- E R,(t„,). 
n m=1 

(25) 

Equation (25) is the sampled mean of R1 (t„,). The number of inde-
pendent samples for a rectangular channel band-pass characteristic 
of W cycles per second is W samples per second.5 Thus, in a signal 

of duration T seconds the number of independent samples is 

n = WT.  (26) 

The central limit theorem states that the probability distribution 

of the sum of n statistically independent random variables approaches 
a Gaussian distribution as n increases without limit, regardless of the 
probability distribution of the random variables as long as each random 

variable has a finite mean and a finite variance.' For a finite n, how-
ever, the normal estimate of the density of the sum is only an approxi-

mation.e It is necessary to determine the error between the actual 

distribution and the normal distribution as a function of the number 
of independent samples or random variables. This subject is discussed 

in detail by Marcum' for square-law and linear detectors. Expressions 

• See Reference (2), Chapter 11. 
W. B. Davenport and W. L. Root, Introduction to the Theory of 

Random Signals and Noise, McGraw-Hill Book Co., Chapter 5. 
5 M. Schwartz, Information Transmission Modulation and Noise, 

McGraw-Hill Book Co., Chapter 4, Section 4-5. 
6 A. Papoulis, Probability Random Variables and Stochastic Processes, 

McGraw-Hill Book Co., Chapter 8, pp. 266 to 272. 
7 J. I. Marcum, "Statistical Theory of Target Detection by Pulse 

Radar," IRE Trans. on I.T., p. 174, April 1960. 
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are given for the density and cumulative distribution functions, which 

depend upon the number of samples n and the SNR.* Figures 1 to 7 

in Reference (7) give the probability density for the envelope and 

sine wave plus noise for the square-law detector, and Figures 36 to 

41 show the density distributions for the linear detector. A compari-
son of Figures 5 and 39 in Reference (7), which are for noise only, 

shows that as n increases from 1 to 9 the density distribution ap-

proaches the Gaussian distribution more rapidly for the linear detector 
than for the square-law detector. Figure 42 in Marcum's paper shows 

a comparison of the probability of detection for the square-law and 
linear detectors as a function of the number of samples and SNR. For 
a probability of detection (PD) of 99% and for n= 10, the linear 

detector requires a SNR of 3.8 db, while the square-law detector 
requires a SNR of 4.2 db. As n increases, the difference between the 

two types of detectors decreases and the SNR required for a given Pi, 

decreases. Marcum's equations for the probability density distribution 

permit estimations of the error between the actual and Gaussian dis-
tributions at any point along the tails of the distribution. As a first 
approximation, it is seen from his curves that for n = 10, the actual 

distribution closely approaches the Gaussian distribution to about the 
3cr point. As n increases, the approximation rapidly improves along 
the tails of the distribution. 

Thus, for WT » 1 the pdf of the output of the matched filter or 
the input of the decision device is 

where 

P(z) 
1  ( (z — M z) 2 

 exp 
N/27  2g,2 1 

1 

WT 

= n1, 1 

(27) 

1VT   
R, (t.)  (28) 

2 
a R1 

cr,2 = (z — 'inz) 2 =   (29) 
WT 

Equations (28) and (29) state that the sample mean is equal to the 
mean of the sampled function and the variance of the sample mean is 

See Reference (7), Equation (37) for the square-law detector and 
Equation (117e) for the linear detector. 
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equal to the variance of the function divided by the sample size for 

independent discrete samples. 

mRi  and o•Ri 2 may be found from Rice's results* and Equations (20) 

and (21). 

) 

= (40) "r -  1 )  (- - ; 1;   ,  (30 ) 
2  2  4 0 

where 

1F1 (a, c, z) is the hypergeometric function» 

(fro = NOWT 

P2 = 2E 

co 

(n) =  tn—le—idt is the gamma function. 

o 

Thus, when signal and noise are present the first and second moments 

are 

3  1  —E \ 
= (2N oWT) 1 /2 r -) 1F, (- - ; ;   

2  2  NOWT 

(N oW Tr ) 1/2 1F1  (  1  —E \ 
; 1;   

2  2  NoWT 

and 

Therefore, 

= R1 2 -  (17 1) 

(31) 

R 12 = 2E + 2N oW T  (32) 

N oW Tr  (  1  —E \ 
= 2E + 2N oW T   1F12 ; 1;   

2  2  NOWT  • 

When noise alone is present the first and second moments are 

( N oWTIr \1/2  
R1 =    

2 

See Reference (1), pp. 238-239. 

(33) 

(34) 
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and 

Riz =2NoWT.  (35) 

Therefore, 

It 
O'R12 = 2N oW T (1  (36) 

4 

The two conditional pdf of z for signal plus noise present and only 
noise present are, respectively, 

P(zIS + N) • 
1 

exp 
N/27r   

P(z IN) — 

(z — M-
-S+N 

2cr-  2 
-S+N 

1  (z — M,N ) 2 

 exp 
V27r 

J. 
where, since from Equations (28) and (29) m = nini  and 
crRi2/WT, 

2  2  NoWTE 

m, 
-S+ N  1P" 1  ;1; 

NoWT7r )1/2 (  1 

— ( N0 WT ) 1/2 

2 

(37) 

(38) 

2 
ez  — 

(39) 

(40) 

[ E   7r  (  1  E 
g -S+ N ..  =2 2N„   +1  1F12 ;1;    

N„WT  4  2  NoWT j] 

(41) 

7r 
, =2 2 N0 ( 1 —  ) • a 'N 

4 
(42) 

ERROR PROBABILITY 

The above results may now be used to determine the error prob-
ability. The FSK signal may be represented as 

x (t) =  (t) cos (col aw) t xo ( 0 cos (wo Aca) t /,, (t)  (43) 

where Acú is the frequency uncertainty and, during each binary digit 
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of duration T, either xi (t) = A and x0(t) = 0 or x0(t) = A and xi (t) 
= 0. The energy of either binary digit is A2T/2. Figure 2 shows the 

basic wide-band noncoherent FSK detector. 

The bandwidth of the predetection mark and space filters is W, 
where WT >> 1. Thus, as previously discussed, the pdf of z closely 

approximates a Gaussian distribution. For a WT = 10, this approxi-

X lt) 

INPUT 

  MARK 
FILTER 

SPACE 
FILTER 

• 
E 

NoWT 

LINEAR 
ENVELOPE 
DETECTOR  

LINEAR 
ENVELOPE 
DETECTOR  

'MATCHED FILTER 

I E 
MATCHED  — 
FILTER  zo 

Z (t)   E O ZI'UT 
DECISION 

•  DEVICE  

SAMPLE 

Fig. 2—Basic noncoherent wide-band FSK detector. 

mation is good to about the 3« point. The difference z = zi — zo will 

also be Gaussian with a mean 

=  (44) 

and a variance 

2 ± 0. 2  (45) 
-3+ N 

It will be assumed that the receiver makes the following hard decision: 

If z > 0, the binary symbol corresponding to x, is called out; 

If z< 0, the binary symbol corresponding to xo is called out. 

Then the probability of error Pe (i.e., the probability that the receiver 

reproduces the wrong symbol) is 

[P(z>01x0 sent)] [P(x, sent)] + [P(z <0Ix, sent)] [P(xi sent)] 
(46) 

where 

P(z> 01x, sent) is the conditional probability that z> 0 given 

that xo was sent, or that the receiver decided xi was sent under the 
condition that xo was sent. 

P(z <0Ix, sent) is the conditional probability that z < 0 given that 
xo was sent, or that the receiver decided that xo was sent under the 

condition that xi was sent. 
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P(x0) is the a priori probability that xo was sent 

P(xi) is the a priori probability that x1 was sent. 

Figure 3 shows the pdf of P(z1x0) and P(z1x1). From Equations 

P(ZIX0) 

mzo o mzi 

PROB (Z<OI  PRO8 (Z>01X0) 

Fig. 3—Matched filter output probability density distributions. 

(37) and (38) 

where 

CO 

1  f  exp  (z+ me°)21  P(z> 01x0)  dz  (47) 
Vrr crz 2oz2 j 

o 

0 

1  (z — mz1 ) 2 
P(z < 01x1) .  f  exp {   dz  (48) 

N/ Fr Cry 2(7,2 1 
—  CO 

1 
P(x0) =P(xi) = -

2 

ir,z2 =  2 4. o.zN 2 = gZ1 2 ±  2 ,  2 + a 2 
8̂A-N  1  ° Z01  :10 

Inzo =  in,s+  y  =  m 1 0  I n  Z 0  0  

ni z1 = M e2  IÇ  M eN = 214 11 — ni e01 . 

(49) 

(50) 

(51) 

mz10  is the mean value in the mark channel when a space (x0) 
was sent = mzN 
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m,  is the mean value in the space channel when a space was zoo 
sent = M ekl+N 

m,.11 is the mean value in the mark channel when a mark (x1) 

was sent = 
in 'S+N 

. is the mean value in the space channel when a mark was 

sent = MzN 

o and m 1 are the mean values of the signal at the sampling point. - 

But n  = 
ez10  e01 

/72,1= — mzo. 

Therefore, from Equations (46)-(53), 

If we let, 

then 

But, 

2\Fr 

o 

exp 
(z — 7/2,1) 2 

2«,,2 

co 

+ f  exp (Z  nezo) 2 

2«.2 
o 

— 

w =   

idzi 
z + mzo 

V2cr,.2 V2cr22 

—m,i/v20.2 

1  f e—w2 dw + 

m,./V-27:1 

1 
-÷- - I e—widw. 

e—W2dw 

erfc (z) =  e—t' dt =1 —erf (z). 
2 

\Fr . 
• 

(52) 

(53) 

(54) 

(55) 

(56) 

(57) 

(58) 
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Thus, since nizo is always negative, 

100 

10-2 

10-4 

1 
Pe — [1 — erf  I me°  , WT  10. 

2  N/Î oz 

r WI 

10 -5  111 1  11  11  I  ii i 

-20  - 5  -10  -5  0  5  10  15 
I  11 1 1  11 1 1 11 1 1 

(59) 

E/WT No  (S/N)1 

Fig. 4—Bit-error probability versus input SNR for wide-band FSK using 
linear envelope detection. 

This equation is plotted in Figure 4. In Equation (59), 

[ E   77. 
= 2N0  + 2  1 ± IF? 

NoWT  4 t. 

1  E  m 
\  2  NoWT Jf 

(60) 
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— 
111 -0  N 

= M zio —  m zoo 

( NoWT7r ) 1 /2 

2 

(t) 
 • 
INPUT 

 I MARK 
FILTER 

SPACE 
FILTER 

LINEAR 
ENVELOPE 
DETECTOR 

LINEAR 
ENVELOPE 
DETECTOR 

E )1(  21 NoWT 

R10) 

Z_ 

Ro(t) 

SAMPLE 

!MATCHED  DECISION' OUTPU .1. 
FILTER l— ze; .""  --- 1 DEVICE  

Fig. 5 — Noncoherent wide-band FS K detector. 

(61) 

T herefore, since m,o is al ways negative, the S N R at the decision de-

vice is 

 \ 1/2 [  1  No Ew T  

1F,  ; 1; 
\  2  )  2 1] 
r  E  7r (  (  1  E  ))1 f 1/2 
NoW T  4  2 N WT   

1 
N/117[  (—   E  ) 

i ] 1 ( ir y/2 2  No W T 

2  2 E i 

NOWT + 2 r (  
4 1 + 1F12(  ' 1 • 1.' E  WI 1/2  

\  2  N O W T ilf 

(62) 

A n equivalent for m of the noncoherent F S K detector is sho wn in 

Figure  5.  If the impulse  response of the post-detection  filters  in 

Figures 2 and 5 is h(t), then the signal at the sa mpling point for 

Figure 2 can be written 

2 = Z1  20 

= f  r)dr — f  *Ip(1 -4)/eg 

t —T  g I 
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Since both integrals are convergent, 

z  

t—T 
(64) 

Equation (64) also represents the signal at the sampling point in 

Figure 5; thus, the detectors shown in Figures 2 and 5 are equivalent. 

BOUNDS OF ERROR PROBABILITIES FOR EXTREMES OF SNR 

We return to Equation (62). The hypergeometric function 1F1 
(-1/2; 1; —z) is given by Rice as 

Air 
1 

1P 1  ;  ;  = e—z/2[(1 + z) lo( —) + zli( —z )] 
2  2  2 

Thus, 

IF, (— 1  E 
E exp 

2  NOWT  2NoWT 

t 

E 

NoWT)  (2NoWT  NoWT  (2NoWT)1 

1 +   E  )  E E 
(66) 

(65) 

For small S/N ratio or small values of the arguments of the Bessel 
functions s with y fixed and z—> 0, 

T(v + 1) ==y!  for  y=0, 1, 2, • • • 

/0(z)  z —*0 

/1(z)  0, z —> 0. 

(67) 

(68) 

t See Reference (1), Appendix (4B). 
8 Handbook of Mathematical Functions, National Bureau of Standards, 

Applied Mathematics Series 55, Chapter 9, p. 375, June 1964. 
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'Ihus, for E/(WTN0) «1, 

(1  E  E 
- -  E  )  exp  1 +   
2  NoWT  I  2NoWT i ( NoWT 

(  1    
E 

2NoWT +••• ) 

(1 +  E ) 
NOWT 

If we neglect high order terms of E/(WTN0), 

1 F 1 

( 1  E  E 
- -;1; —   (69) 
2  NoWT J  2WTN0 

Equation (62) then becomes 

1 (  [  E 7T 2  1/2 

V W T 

inizoi  2 2WTN0 

i   
NoWT 4 WTN0 )J 

E 
ir ( 2 +  E + 2   

1 vigT  r E 1 

Intzo l 2  L 2WTN0 _, 
V  4 

-- — 1 
ir 

Therefore, for E/(WTN0) «1, 

1  rWT  E  ".2 
— [1 — erf -{   
2  16 (4 — 7T)  WTN„ 

1/2 

(70) 

for  WT  10.  (71) 

Equation (71) shows the square-law degradation for very low signal-

to-noise ratio. 
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For large values of the argument  (1z1 >> 1), for fixed y, and 
p, = 41,2, 

ez  i  ix, -- 1  (p. — 1) (p, — 9) 
  1   ±   (72) 
V ( .  8z  2 ! (8z) 2  2nz 

ez  1  9 
/0(Z)  •  1  l +  +   (73) 

N/ 2/yz  8z  2! (8z) 2 } 

ez  I  3  15 
/1(z) •   

8z  2! (8z) 2 1  (74) V27yz 1 1 

For z  10, 

/0(z) -- /1(z).  (75) 

Thus, for large SNR, 

1 E  E 

2  NoWT  2NoWT 

R1 +  E ) 10 (  E E E  VI   

NOWT  2NoWT)  NoWT  2NoWT  

[ e-z (1 + 4z) 

and 

ez 4z y  E 

V27rz  V27rz  NoWT 

1  7r  1/2 
V WT [ - 2 A /  E   11 

Imzo I  2 )  L V7r- "V NowT 

(76) 

V2 az E  7r (  4  E  1/2 

  2  1 +    
NOWT  4  7r NOWT 

E 

2N0 

2- -
4 

See Reference (8), p. 377. 
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Thus, 

E  11147T , 
Pe [1 — erf 

2  2N0 Y 8 

( S  E 
— ) =   » 1,  WT  10. 
N  WN0T (77) 

Comparing this expression with the coherent FSK system,9 Pe= 1/2 

[1 — erfVE/(2N0)], we see that for very large E/N0 and for E/N0 

>> WT, the wide-band FSK system using linear detectors is equivalent 
to the optimum FSK system. This result is reasonable since the 

Rician envelope distribution given by Equation (20) approaches a 
Gaussian distribution.* Also, the contribution of the noise of the 

channel that does not contain the signal is negligible compared to the 
total noise at the sampling point for very large SNR.t This is further 

discussed later. 

ANALYSIS OF WIDEBAND FSK SYSTEMS UTILIZING SQUARE-LAW 
DETECTION FOLLOWED BY MATCHED FILTERING 

In the previous section the wideband FSK system using linear 

detection followed by video matched filtering was analyzed. The deri-

vation of the error probability analysis for a wideband FSK system 
using square-law detection followed by video matched filtering follows 

very closely the analysis given for linear detection. The block diagram 

for this system is given in Figure 6. 

As discussed in the previous section, under the condition that 
WT » 1, the central limit theorem shows that the probability density 

distribution (pdf) at the output of the matched filter approaches a 
Gaussian distribution. Thus, the conditional pdf that a mark or x1 

was sent is 

1  - m v) 2 

P (v1 xi) ==  exp 
\/ .7r 

and the conditional pdf that a zero or x, was sent is 

(78) 

9 J. G. Lawton, "Comparison of Binary Data Transmission Systems," 
1958 Conference Proc. PGME. 

• See Reference (1), p. 240. 
t See Reference (4), p. 263, Equations (12)-(65). 
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where 

1 
P(vixo)  exp 

V2r  2cr,,2 j 

M,, := M s + y —  M y 

-F  ms x 

INPUT 

ifs  2 +  + N 2 

(v  +m9)21 

is the mean value in the mark channel when a mark 
was sent (and similarly for the space channel) 

MARK 
CHANNEL 
FILTER 

SPACE 
CHANNEL 
FIL TER 

BANDWIDTH 
W CPS 

SQUARE 
LAW 

DETECTOR  

SQUARE 
LAW 

DETECTOR 

XI 
DUMP 

—);/— 
SAMPLE 

E  DECISION' , 
 OUTPUT 

DEVICE  

X0 

MATCHED 
FILTER 

BANDWIDTH 
I/T 

Fig. 6—Wide-band FSK system with square-law detectors. 

mN is the mean value in the mark channel when a space 
was sent (or vice versa) 

is the variance in the mark channel when a mark 
was sent (and similarly for the space channel) 

is the variance in the mark channel when a space 
was sent (and vice versa). 

It can be shown that 

niN z--2VVTN8 

(21177 W0 )2 
2 —   i7A  — 

WT 

(79) 

(80) 

(81) 

(82) 

(83) 

1 M S-I- -=N  2 W riV„ [1 4-  E (84) 
WTN0 

CF8 +Iv = =. 
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The probability of error is 

Pc = [P (v > 0 I x„ sent) ] [P (xo sent] 

[P(v < Ix, sent)] [P(xi sent) ]• 

If P(x0) =P(x1) then, as shown in the previous section, 

where 

1 
WT  10, 

2  2cr,2 

[  E 
VW T2WTN„   

me2 1  WTN„ 
 =-
2Œ„2 2  E  -11/2 

(2WTN„) Vi[1  w7wo  

1 
= — WT 
4 

[ WETN„ 

[1 +   E 
WTN„ 

(86) 

(87) 

(88) 

(89) 

Curves of Pe versus E/WTN„, the input SNR, are plotted in Figure 

7 for various values of WT. Let us consider the asymptotic expression 

for Pe for both very small and very large input SNR. 

a.  Small SNR 

For small SNR, from Equation (89), 

mv2 1  [  E  12 
—  — WT    
2«„2 4  WTN, 

Thus 

(90) 

1 
P —  [1 — erf( WT  E  2)1/2  WT  10. e  (91) 

2  4  wmo 

Thus we see the square-law degradation in Pc, for low SNR. 
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b.  Large SNR 

For large SNR, from Equation (89), 

9142 1 E 

2o.„2 4 No 

-5 i I  I  I  1  
10 
-20  -15  -10  -5  0  5  10 

E MTNo • (5/N) (db) 

Fig. 7—Bit-error probability versus input SNR for wide-band FSK using 
square-law detection. 

(92) 

and 

15 

1 E )1/2 

{1 — erf ( —  }V , T  10.  (93) 
2  4N0 

Equation (93) shows that for high SNR the wideband FSK system 

using square-law detection depends only upon E/No and is 3 db poorer 
than the optimum coherent system. 
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COMPARISON OF LINEAR AND SQUARE-LAW DETECTION 

a)  Small SNR 

N/U Ws linear  2  2WETNoi 

— VWT    
1  _____ [ nt,0 

nt,„0 ( 4  )1/2 1  [  E 

N/i 0 ) z sq law 7r  2  WTNQ 
(94) 

1/2 
 — 0.96.  (95) 

(_4 _ ) 1/2 71. 

Thus, for the same P„ the square-law detector requires 10 log10 

[r/(4 (4 —7r))] db, or 0.4 db, less SNR than the linear detector. 

b)  Large SNR 

(in,o E  / 7r WT 

N/U ez ) lineal  V  2N0 1, 8 

Bq law 

For example, 

E 

17 4N, 

/ 7r /1/  WTN0 
a -=  A  — 

- V  2  E 

= a (96) 

(97) 

SNR  a  a 
(db)  (ratio)  (db) 

10  1.03  0.03 

20  1.29  2.2 

30  1.42  3.0 

As can be seen, when the SNR >> 1. the linear detector requires 3 db 

less SNR than the square-law detector for the same P„ 
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A comparison of the error probability performance of a wideband 

noncoherent FSK system using linear and using square-law detectors 

is shown in Figure 8. At SNR above O db, the linear detector is better 

than the square-law detector. This difference increases to a maximum 
of 3 db as the SNR increases. At SNR below —2.5 db the square law 

detector is about 0.5 db better than the linear detector. Figure 9 

shows the variation of WT versus the channel input SNR for bit-error 
probabilities of 10-3  and 10-4 . 
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Fig. 8—Comparison of linear and square-law envelope detection for 
wide-band FSK systems (P. versus SNR). 

WIDE-BAND SYSTEMS USING EXPERIMENTAL DETECTOR 

CHARACTERISTICS AND THE SNR APPROACH 

In the previous sections, consideration was given to the wide-band 
system utilizing linear envelope detectors and square-law detectors. 

These detectors were followed by matched filters. Expressions for 

bit-error probability as a function of the channel (mark and space) 

input signal-to-noise ratio were derived. Figure 8 shows the perform-

ance of these systems. Davenport and Roots showed that for very 

See Reference (4), Chapter 13, pp. 305-308. 
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small input SNR's the output SNR for a vth-law detector is propor-

tional to the square of the input SNR for all values of v. This rela-
tionship is the small-signal-suppression effect. They also showed that 

the output SNR for a vth-law detector is directly proportional to the 

input SNR for large values of the latter and for all values of v. Their 
analysis was made for either a half-wave v-law nonlinear device or a 

full-wave (even) vth-law device followed by a low-pass zonal filter. 
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Fig. 9—Comparison of linear and square-law envelope detection for 
wide-band FSK systems (WT versus SNR). 

5 10 15 

The input to the vth-law detector is the sum of an amplitude-modulated 

sine-wave signal and stationary narrow-band Gaussian noise whose 
spectral density is concentrated about the carrier of the signal. Hence, 
all vth-law detectors behave in essentially the same way insofar as 

signal-to-noise-power ratios are concerned. 

In the region between the bounds of very large and very small SNR 

the input—output SNR relationships of the vth-law detector are mathe-

matically very complex. Therefore, an empirical approach is employed. 
Figure 10 shows the block diagram for the binary wide-band non-

coherent FSK system. It is assumed that the ratio of the predetection 
filter bandwidth W to the post-detection bandwidth 1/T is greater than 
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10. T is the duration of the signal, which is the integration time of 

the matched filter (ideal integrator). The SNR at point b is deter-
mined from the SNR at point a, which is obtained from a link analysis. 

The SNR at point c is obtained from the envelope detector charac-

teristics" shown in Figure 11. This curve is used to determine the 
SNR at the output of an AM receiver. The curve is valid for sine-wave 
modulation when the post-detection bandwidth (B3) is substantially 

83 (or Im1 

F- b MATCHED I FILTER ENVELOPE DETECTORS 
+i 

E MATCHED,____I FILTER - 
e3 
DUMP 

VIDEO MATCHED _ FILTER 

1 
 „...----  ad IDECISIONI  

l SAMPLE 

I 

DEVICE 

4 'DECISION'  DEVICE  
SAMPLE 

Fig. 10—Receivers for noncoherent FSK binary modulation. 

less (at least 6 times) than the predetection bandwidth. The SNR is 
normalized to take into account the different pre- and post-detection 
bandwidths. Each ordinate represents the calculated value of SNR at 
the output in db minus the quantity 

predetection bandwidth 
10 logio 

2 post-detection bandwidth  . 

The data shown is for 100% modulation. 

As previously discussed, use of the central limit theorem shows 

that the pdf for the channel with signal plus noise approaches a 
Gaussian distribution with a non-zero mean and the pdf for the chan-

nel with noise also approaches a Gaussian distribution. It is assumed 
that the mean at the output for the channel with noise alone is neg-
ligible compared to the mean at the output of the channel containing 

10 E. G. Fubini and D. C. Johnson, "Signal to Noise Ratio in AM Re-
ceivers," PrOC. IRE, Vol. 36, p. 1461, Dec. 1948. 
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the signal plus noise. The pdf at the sampling point d in Figure 10 
is also Gaussian distributed. However, the variance at this point is 

the sum of the variances from the two channels. Or, the SNR at point 

10 

8 

NORMALIZED  6 
SIGNAL-TO- NOISE 

(DB)  4 

2 

-114  212  210  28  26  - 
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-8 

-10 
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-16 

-20 

2  4  6  8  10  12 

CARRIER-TO-NOISE RATIO (DB) 

Fig. 11—Envelope detection characteristic. 

d must include the contribution of the noise due to the channel that 

did not contain the signal. The relative increase in noise due to the 

channel that did not contain the signal' is 

us x N2 ± 20 'N x N2 
10 log10    db, 

crsx s2 asx N2 

where 

eSXN2 

= 2 (- -S 
' 

usxs2 — )b 

See Reference (4), p. 263. 

(98) 

(99) 
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<N 2 is the variance of the noise due to the interaction of the signal 

and noise components in the nonlinear detector and uN x y2 is the vari-

ance of the noise due to the interaction of the noise components in the 
nonlinear detector. 

Since the pdf of the noise approaches a Gaussian distribution, the 
bit-error probability is° 

E  S 
exp    =  exp - — — .  (100) 

2  t 2/%1J  2  N  d 

The following SNR exist at the various points in the detector. At 
point a, 

4N0(B3+ AF)  (101) 

where B3 1/T and .F is the frequency uncertainty. 
At point b, 

(S  S 
— 

N) 2N„(B„  AF) 

E 

N„TW  (102) 

where E = ST and W = 2(B.1 AF). 
At point c, 

S  S 
-  db =  db  10 logio ( 
N  ,  N 0 B3 

where (S/N),, is the detector output SNR. 
At point d, 

where 

(103) 

(S  S ff8 X M2 ± 2475 x 52 
-  db = (—) db — 10 logio   

\N /d N  x .112 crx x N2 (104) 

S 
2 IS ) = 

crexn" 

erN X N2 (105) 

for example, for (S/N) b « 1, N = 3 db; for (S/N) b = 0, AN = 0.4 
db. 

Figure 12 shows the SNR at different points in the FSK detector 
shown in Figure 10. This calculation was done for a bit-error prob-
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Fig. 12—SNR at different points in FSK detector for fixed input 
S/N. and P. = 10 -3 . 

ability of 10-3 , where the required (S/N) d is 11 db. The effect of 
changing the input SNR versus AF/B3 shows that both the detector 

loss and the contribution of the noise from the channel that does not 
contain the signal decreases as (S/N) b increases. For (S/N) b> 5 

db, the detector is practically linear with respect to the SNR. 
Figure 13 shows the variation of information bit rate R versus 

.1F/R where the bandwidth required for R bits per second is 13„ cycles 

104 

io3 

10 

FOR Pe .10 L  47 db b 

_  ;  1 1 1 1111  

-  l DB 
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I 'tit, 1 'Ili' ii 

0 I I 0 

F 
AF/R  -  

Fig. 13—Data rate versus frequency uncertainty for a fixed input 
S/N. and P. =10-3. 
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per second. The curves show the relative performance of noneoherent 

and coherent FSK. The curves are analyzed for an information bit 

error probability of 10 —" and for a (S/No)o of 47 db. It is seen that 

for large ratios of AF/R (greater than 10), significant improvement 
in performance may be achieved by using coherent FSK. But for 

AF/R <1, only about 1 db improvement may be obtained. When the 

R b/S 
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Fig. 14—Data rate versus input S/Islo for Zif = 104 and 105 cps at P. =10-3 . 

(S/N),, is above the threshold of the detector (greater than 5 db), 

the performance is insensitive to changes in frequency uncertainty AF 
or predetection bandwidth R., (or W). The solid curves represent the 
condition in which the analysis is valid. When AF/R < 0.1 the pre-

detection filter may be closely approximated by a matched filter. The 
dotted curve shows the approach to this limitation. 

Figure 14 shows the information rate R in bits per second versus 

the signal-power-to-noise-power spectral density at the detector input. 
The curves are plotted for frequency uncertainties AF of 104 and 105 

cycles per second. For predetection S/No> 55 db, the receiver is 
linear (to SNR) and is therefore insensitive to changes in F. The 

solid curves represent the valid conditions of the analysis whereas the 
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dotted curves show the approach to the condition when the predetec-

tion filter may be closely approximated by a matched filter. 

Figure 15 shows the input channel SNR at point b versus the WT 

product for a bit error probability of 10-3 . As previously discussed 
the analysis is valid for WT  10. An extension of the curve (dotted) 

shows the required SNR for predetection matched filters (or approxi-

WT 

10 
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_ 
- 
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- 
_ 

_ 
ANALYSIS VALID 
WT 11 10 

_ 

1,1 I l l , I l l , 1 1 1 1 1 1 1 1 

\ 
\ 

\ 
\ 
\FILTE7F 

1 , 1 1 1 % /1 1 

MATCHED 
CHANNEL 

20 -15  -10  -5 

(S/N), Ob 

Fig. 15—Channel input SNR (S/N),, versus WT for P. = 10 -3  
wide-band noncoherent FSK. 

o 10 15 

mately for WT = 1) and linear detectors. This required SNR for a 

Pe of 10-3  agrees with the more sophisticated analysie to within 0.5 

db. 

CONCLUSIONS (PART I) 

Analysis was made for wide-band noncoherent binary FSK systems 

when the predetection bandwidth was primarily determined by the 
system frequency uncertainty. The analysis considered linear, square-

law, and measured detector characteristics. Expressions for bit-error 
probability as a function of channel-input signal-to-noise ratio were 

derived for the linear and square-law detectors. 



302  RCA REVIEW  June 1966 

Figure 16 shows a comparison of the analysis for the linear and 
square-law detectors. The other curve shows the results using the 

actual measured detector characteristics and utilizing the SNR ap-

proach. All three analysis assumes WT  10. The results are plotted 
for an error probability of 10-3 . It is seen that for channel input 

SNR (detector input SNR) less than 0 db, the analysis using the 

10 

ST 

10 

lo 
-10 

% 

% 

LINEAR DETECTION 

SQUARE LAW DETECTION  

SNO TECHNINUE 

y  10 

\ 

\ 

% 

‘1. 

11 1 1 'I I I II I . il l . 11 1 1 1 II I , 

-75 -5 -25 

(S/N), db 

25 75 

Fig. 16—Error probability performance of wide-band FSK systems using 
different envelope detectors. 

actual detector characteristics and the SNR approach shows a per-
formance characteristic that is between the performance of the linear 
and square-law detectors. Above O db input SNR, this technique 

showed slightly inferior performance to both the linear and square-law 
detectors. A comparison of the performance of the linear and square-

law detectors showed that for SNR below —5 db, the square-law de-
tector required about 0.4 db less SNR than the linear detector, whereas 

for SNR above O db the linear detector required less SNR than the 
square-law detector. This difference increases to a maximum of 3 db 

as the SNR increases. In all cases, the three types of detectors show 

performance characteristics that are within 1 db of each other. 
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Figure 17 shows a comparison of theoretical and preliminary 

experimental  results of bit-error probability versus input channel 

(predetection) SNR. The data was taken for linear detectors and for 

WT products of 10 and 100. It is seen that for a WT of 10 the differ-
ence between the experimental and theoretical results increases as 
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Fig. 17—Comparison of experimental and theoretical results 
for linear detectors. 

the error probability decreases. However, the difference is only about 
1/2 db down to error probabilities of 10 -4 . As predicted in the 

theoretical discussion, for WT of 100 (and greater) the central limit 
theorem holds very closely (at least down to error probabilities of 

10 -4 ). 

Obtained by H. R. Mathwick of RCA Astro-Electronics Division. 
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PART II — NONBINARY SYSTEMS 

INTRODUCTION 

In this part, we analyze nonbinary FSK systems with large ratios 

of predetection to post-detection matched filter bandwidths. It has 
been shown"-" that a 5-bit binary noncoherent FSK system requires 
6 db more power than a noncoherent 32-bit binary FSK system at an 
error probability of 10-4  and for matched predetection filters (WT = 

1). To communicate n bits of information, there must be D i degrees 
of freedom at the transmitter. Thus, one of 2" words will be sent over 
a period of T seconds. Therefore, in an FSK system, each word is 

represented by a different frequency, which is equivalent to orthogonal 
coding, i.e., the transmitted waveforms are mutually orthogonal for 
all relative phase shifts. 

The channel will add Gaussian type noise to this transmitted signal. 
The receiver will compute the conditional probability that one of a 
possible 2" words was transmitted over an interval of T seconds, given 

the received word. It has been shown that if the additive disturbance 

is white Gaussian noise, the probability computer will consist of 2" 
matched-filter detectors. The outputs of these matched filters will go 
to a decision device that examines all the outputs. If the 2" words 

are, a priori, all equally likely to be transmitted with the same energy, 

then the decision device will select the waveform that corresponds to 
the maximum matched-filter output. This is known as maximum like-

lihood detection, which can be shown to minimize the error probability. 

The transmitted waveforms should be as unlike as possible, so that 
in a noisy channel there will be the least possible chance of making 
the wrong selection of the transmitted word. For noncoherent systems, 
orthogonal waveforms are optimum. 

ERROR PROBABILITY ANALYSIS 

Figure 18 shows a block diagram of a nonbinary noncoherent FSK 
system. The input signal is 

S(t) =Si(t) +n(t), i= 1, 2, • • • n,  (106) 

11 V. A. Kotel'inkov, Theory of Optimum Noise Immunity, McGraw-
Hill Book Co., 1959. 

13 S. Reiger, "Error Rates in Data Transmission," Proc. IRE, Vol. 46, 
pp. 919 and 920, May 1958. 
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where Si(t) is one of a possible 2n selection of signals transmitted for 

a period of T seconds: 

(t) = A cos (writ + Oi), 
i=1,2, • • • , 2n 

n(t) is white Gaussian distributed noise. 

INPUT 

CHANNEL I 

 • 
5.111f 

alt 

RECEIVER 

.th 

CHANNEL 

BPF 
BANDWIDTH   

ENVELOPE 

DETECTORS 

SAMPLE 
LOW PASS 
MATCHED 
FILTERS  

Fig. 18—Noncoherent wide-band nonbinary FSK detector. 

DEC IDE R 

OUTPUT 

Each of the 2n channels consists of identical predetection filters of 
bandwidth W and envelope detectors followed by video matched filters. 
The matched filter may consist of an integrate and dump type device. 

At the end of the signal duration T, the output of the matched filter 
is sampled. The decider will then inspect each of the outputs of the 2n 
matched filters. The decision device will then select the signal coming 

from the channel with the largest output. 
Figure 19 shows a single channel for the wide-band multiple non-

coherent FSK detector. The energy in the ith channel is 

Es= f IS42(t)Idt, i=1, 2, • • • 2n 

o 

Ai2T 
= 

2 
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For a set of 2" code words, the probability that the correct one will 
be chosen is 

00 

(n)  f P(vA)dvkP (2/1, 112, • • • Yj, • • • Y2̂ -1 < yk)  (107) 
- 00 

Since the channel noise outputs are mutually independent, 

00 

2.- 1 

Pc (n) = f P(vk)dvk P(yi < vA), j k, 

k CHANNEL 
INPUT 

- CO 

CHANNEL 
FILTER IENVELOPE DETECTOR  

DUMP 

-I H - SAMPLE If k 

TO 
DECIDER 

AMPLIFIER  MATCHED 
FILTER 

Fig. 19—Single-channel wide-band FSK system. 

(108) 

where p(vA) is the probability density of the output of the correct 
channel. 

The probability that the output of the j11' incorrect channel is less 
than the output of the correct channel is 

P(lt; < vk) = f P(y.)clyi, j k.  (109) 

In terms of the previous notation, 

and 

P(vIN< rk) , P(y) < vh.)  f P(vIN)dv  (110) 

P(vk) = P(vIS + N).  (111) 

Figure 20 shows the conditional probability density distributions 
p(vIS  N) and p(v IN). Substituting Equations (37) and (38) into 
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Equation (108) gives 

— M s + N) 2 1 

1. 2cr 8 + N2 I 

us +N 

P  ) 

dv 

(1/ — m) 2 
exp 
1. 2(7A2 j 

Pl 

ViTr 

1 2. — 1 

dy , WT  10.  (112) 

Fig. 20—Probability densities P(P1N) and P(PIS + N). 

The probability that a word is in error is 

P1 (n) = 1 —P,.(n). (113 

The receiver will select the correct signal if none of the noise samples 
exceeds v. If the following substitutions are made 

u = (y — m,v) / cr ,v 

Z =  ege  s  N /Crg  N, 

Equation (112) becomes 

co 
e-22/2 e — 10 /2 2̂ — 1 

Pw (n)  1—   dz *[   du  ,  10 
\a;  V2rt 

— 00  — 00 

(114) 
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where L1 = z(cr, FN /aN) + (m + —mN)/cyx. For the square-law de-

tector, 

2E  )1/2 V WT E 
Li= x(1-1-   

WTN,  WTN0 
(115) 

Since this integral cannot, in general, be evaluated analytically, nu-

mercial integration must be used (see Appendix I). 

An examination of Figure 20 and Equation (112) shows that as 

m s+N — m y increases, the probability of selecting the correct word 

Pc(n) increases or P(y; < 1,k) decreases. This difference in the means, 
as seen by Equations (82) and (84) for a square-law detector, is 

increased by increasing the input channel signal-to-noise ratio 

E/(NoWT). This is further shown by Equations (114) and (115). 
It is seen from Equations (82)-(85) that increasing E/(NoWT) will 
increase Us+N and Tas + N while decreasing the noise power WN0 will 

decrease both ay and mN. Thus, any of these combinations will increase 

the upper limit of Equation (114), which will in turn decrease the 
word error probability Pw (n). 

The integral shown in Equation (114) was solved by numerical 
computer integration. The results are shown in the next two figures 

for words containing up to 20 bits of information. Figure 21 shows 
a plot of the word error probability Pw (n) versus the channel signal-
to-noise ratio E/(NoWT) using square-law detectors.* The factor n 

indicates that the word contains n bits of information. The data is 
also plotted for a WT = 100." Figure 23 shows the variation of Pw (n) 
with WT for n = 5. For the binary case, n = 1. To appreciate the 

data shown in Figure 21, one must realize that a comparison of 
systems should be based on the same information capacity. 

For example, at a P1 (n) of 10-3 , the E/(NoWT) for n = 1 (or 
one bit of information) is —2.7 db; while for n= 5 (or 5 bits of 

The trend of the data is the same for other types of detectors such 
as linear envelope detectors. 

** The relative results will be similar for other values of WT, as dis-
cussed in Part I. 



ANALYSIS OF NONCOHERENT FSK SYSTEMS  309 

information) the required SNR for the same PIE (n) is —1.5 db. For 

an increase of 7 db bits of information, the SNR must only be in-

creased by 1.2 db. 

ill 

-20  -15  -10  -5 

E/0001 FOR n INFORMATION BITS, IN DB 

Fig. 21—Word error probability PH (n) versus channel SNR for n 
information bit FSK systems using square-law detectors. 

In Figure 22 the same data is presented as in Figure 21, but the 

required E/(NoWT) is per unit of bit information. Thus, for n= 1 
and Pw (n) = 10-3 , the required SNR is —2.7 db; whereas for n= 5 

and Pw (n) ---,- 10-3 , the required SNR is —8.5 db. On the basis of the 
SNR required per unit of bit information and a P(n) of 10 -3 , the 

system for n=5 requires 5.8 db less SNR than the system for n = 1. 

This checks the results shown in Figure 21. 



310  RCA REVIEW June 1966 

PW 

10 

-2 
10 

-4 
10 

-5 
10 
-20  -15  -10  - 5  0  5 

E /NoNT PER INFORMATION BIT, IN DB 

n • BITS OF INFORMATION 
CHANNEL SNR E/NoNI 

PER INFORMATION BIT 
NT • 100 

n• I 
2 
3 
4 
5 
6 
7   
8 

10 
20 

I ll! is  I liii III ills till 

10 15 

Fig. 22—Word error probability PH (n) versus channel SNR per 
information bit for FSK systems using square-law detectors. 

CONCLUSIONS (PART II) 

An analysis of word error probability has been made for nonbinary 

noncoherent FSK systems operating under conditions of large fre-

quency uncertainties. Under these conditions the bandwidth of the 
predetection Oiannel filters are primarily determined by the frequency 

uncertainties rather than the information rates. Thus, it was neces-

sary to use video matched filters. A limit on the analysis is that the 

ratio of the predetection to post-detection filter bandwidths is 10. The 

results of the nonbinary word-error probability versus the input-



ANALYSIS OF' NONCOHERENT FSK SYSTEMS  311 

loo 

-2 
10 

•== 

• 
• 
\ 
\ 
\ 

\ 

--  

\ 
\ 
\ 

-- 

\ 
\ 
\ 
\ 

\ 
\ 
\ 

. • 5 BITS/WORD 
32-ART 

BINARY (5 BITS/WORD) 

\ 
VINO 

\ 
1 
\ 

1 3 102 
\ 
\ 
1 
1 
1 
1 
1 
1 

\ 
\ 
\ 
\ 
1 
1 
1 
1 

10\ 
\ 

32 -ART 

\ 
\ 

1 
1 
I 

BINARY 

1 

1 

I 
I 
I 
I 
1 
I 
1 
I 

1 
1 

I 

1•10 
1 

0 1 

1 
1 
1 
I 
I 

0 
I 
1 
1 
10 

I 
I 
I 
I 
1 
t 
t 

till Ill 

I 
i 
t 
I 
i 
I 

111 tilt tilt 

I 
I 
I 
I 
I 
I 
I 
lilt 

I 
I 
I 
I 
t 
It 

1 I tt 
-15  -10  -5 

E/11TN0,ra 

5 10 

Fig. 23-5-Bit word error probability versus input SNR for wide-band 
FSK using square-law detection. 

channel signal-to-noise ratio showed the same trend as the analysis 
made for predetection matched filters.* 

COMPARISON OF 32-ARY AND BINARY SYSTEMS 

Figure 23 shows a comparison for a 5-bit information word using 

32-ary and binary systems for an FSK system using square-law de-
tectors. The five-bit word for the binary system has five times, or 7 
db, more energy than each binary information bit. Since WT  10, 

the channel bandwidth W for all values of n are practically equal. The 

* Compare Figures 4 and 5 with Figure 3 in Reference (12). 
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General Equation y = f f(x)ds  (116) 

a 

h 
I = — (y0 -1- 4yi + 2y2 4Y3 + 21/4 + • • • 4Y,i-1 + fn 

3 
(117) 

where  h = (b — a) /n and n is the number of intervals. Let 

A. = value of inside integral for a given value of z (i = 0 —20) 

B = value of outside integral. 

ha 
A, =   (f( 5) +  (-5 + ha) + 2f (-5 + 2ha) 

2N/271-

+ • • • + 41 (-5 + 19h0) +f( 5  + 20h a) )  (118) 

(f (z) +5) 
ha=   (119) 

20 

E 
f (z) = z (1 -I- 2  E  y  + vwT   

N „WT  N„WT 
(120) 

Integrating over the entire range of f(z) results in either an over-

estimation or under-estimation of the value of Ai, depending on the 

value of E/(NoWT). Therefore, when the upper limit of the inside 
integral  (z) exceeded 5, its value was assumed to be unity. 

n=1 

hb 
B =  (Aof (- 5) -1- 4A1/ (-5 + hb) 2A2/ (-5 + 214) 

3V2r 

+ • • • + 4A10f (-5 + 19/4 ) + A20/(5))  (121) 

n = 2 

ha 
B=  (Ao3f (-5 ) + 4A13/ (-5 + kb) + 2A23f (-5 + 2hb) 

3N/ Fr. 

+.. + 411101 (-5 + 19h b) + A203/(5) )  (122) 

5 — (-5) 
ha =  = 0.5.  (123) 

20 
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