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T w a r ":,", clutenzed society 
"The Plan for an Information Society -a National Goal Toward Year 2000" 
-a recent "white paper" published by a blue- ribbon committee of Japan's 
Computer Usage Development Institute proposes that Japan move toward 
"a society that brings about a general fluorishing state of human intellectual 
creativity." Our present industrialized society with its emphasis on material 
things is seen as necessarily shifting to an information society with empha- 
sis on software, utilizing information and knowledge to advance the essential 
components of our social system. The committee envisions the reorientation 
of people from hardware to software with the "establishment of (the) corn- 
outer mind" as an intermediate target. 

The problems are, of course, not unique to Japan. They are brought about 
by increasing population in urban areas, economic depression, increasing 
proportion of aged in the population, depletion of natural resources, and 
so on. 

It is not my intent to outline the proposed plan or to evaluate it. However, 
the requirement is real. Although the pathways we find to influence the 
direction of our society will undoubtedly vary with the particular area of the 
world involved and the traditions of the local society, that capability must 
come, if we are to continue operating. Parts of some of the closer -in ele- 
ments of such a computerized society are already active programs in 
RCA. They include community information systems, automated supermarket 
check -out, automated vehicle control systems, and data communications 
systems. Other technically achievable aspects of the information society 
involve health care, computer -aided education, and pollution control. The 
alternatives are varied and the opportunities are abundant. 

It seems clear that whatever course these alternatives take there will be an 
increasing dependence on software -oriented people and, in turn, on scien- 
tists and engineers with a solid understanding of the mathematics on which 
these software systems will be based. This is, of course, in addition to the 
applications of mathematics in the traditional engineering and scientific 
activities with which we have long been familiar. In the long run, I can see no 
way but up for the significance of "math" both in RCA and in society as a 

whole. 
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technology and 
the '72 campaign 

Among the many issues being dis- 
cussed in the 1972 Presidential cam- 
paign, the reorientation of national re- 
sources toward the solution of our more 
pressing civil problems is of particular 
interest to the engineering community. 
Recently, twelve questions on related 
technical issues were posed to Presi- 
dent Nixon and Senator McGovern by 
twelve professional societies represent- 
ing 460,000 members of the Nation's 
engineering community. The questions 
and answers are given below, in their 
entirety. 

Questions and answers 
In recent years the nation has seen an 
emerging consensus on the need to re- 
orient national priorities and reallocate 
national resources toward solving a num- 
ber of pressing civil problems. The en- 
gineering societies believe their mem- 
berships are uniquely qualified to play 
an important role in this effort. The Fed- 
eral Government, which has mobilized 
technology so effectively in the past, 
should act as a catalyst to mobilize avail- 
able engineering manpower on a priority 
basis to meet today's crises. Accord- 
ingly, the societies address a number of 
questions intended to clarify the candi- 
dates' positions and to focus attention 
on how best to solve these pressing 
problems. 
If you are elected President of the United 
States: 
Assuming that you will support the early ex- 
pansion of Federal Government engineering 
programs to stimulate the attack on the 
critical problems of health care, poverty, 
public safety, pollution, unemployment, pro- 
ductivity, international trade, housing, edu- 
cation, transportation, nutrition, communi- 
cations, and energy resources, how would 
you proceed to implement programs and 
what specific vehicles would you employ to 
achieve the goals? 

Nixon: Coherent R &D programs resulting 
from careful policy studies and Presi- 
dential decisions have already been 
formulated with respect to transporta- 
tion, education, energy, health care de- 
livery, environmental control, and other 
areas of domestic concern. These have 
been outlined in the President's Energy 
Message of June 4, 1971; his Health 
Messages of February 18, 1971 and 
March 2, 1972; and his Science and 
Technology Message of March 16, 1972. 
Many, if not all, have important engineer- 
ing components. The overall direction 
for these efforts emanates from the Exec- 
utive Office of the President. The actual 
research, development, testing and eval- 
uation, however, is being carried out in 
individual or joint efforts by the appro- 
priate government agencies; for example, 
joint programs in transportation between 
NASA and the Department of Transpor- 
tation, programs in environmental tech- 
nology and measurement carried out 
jointly by AEC and NSF, and programs 

Editor's note: Regretably, this issue will reach our readers after election day. However, the 
questions and answers included in these pages will still be valuable reading, since they clar- 
ify the position of the next President with regard to technology and its use in solving some 
major civil problems. 

in energy by AEC and the Department 
of the Interior. When the President's re- 
organization plan is implemented, it will 
provide an improved organizational struc- 
ture for these civilian sector efforts thus 
leading to expanded engineering pro- 
grams for the solution of national prob- 
lems. While awaiting the passage of the 
reorganization proposals, the Adminis- 
tration has, since 1969, increased R &D 
for civilian needs by 65 % -to $5.4 bil- 
lion. And for FY 1973 alone, the Adminis- 
tration asked Congress for the following 
increases: 

47% more for fast, safe and pollution -free 
transportation 

22% more for abundant electrical power with- 
out pollution 

39% more educational R &D 
46% more for reduction of loss of life and 

property from natural disasters 
32% more for studies on the health effects of 

pollution 
37% more for R &D on urban problems 

McGovern: Except for transitional prob- 
lems, these vehicles already exist in 
present governmental agencies. How- 
ever, the funding authority approved by 
the Nixon Administration has been des- 
perately thin. As President, I will work 
with America's technical community to 
develop new programs aimed at eradi- 
cating many of the social ills enumerated 
in your question. Indeed, I was sorry that 
a meeting with America's technical com- 
munity could not have been scheduled 
as I feel such a dialogue could serve as 
the beginning of a cooperative effort to 
solve some of these pressing domestic 
problems. 
The transition period will be greatly aided 
by passage of S.32, the Kennedy -Mc- 
Govern conversion bill. This legislation, 
supported by most major American en- 
gineering societies, yet strongly opposed 
by the Nixon Administration, will provide 
41,000 jobs for highly skilled scientists 
and engineers. This, in turn, could well 
mean 450,000 jobs on civilian production 
lines, and an opportunity to respond to 
America's domestic needs. Moreover, 
this legislation establishes a Civil Sci- 
ence Administration designed to concen- 
trate America's scientific and engineering 
genius in the pursuit of domestic better- 
ment. If elected, I will urge massive fed- 
eral spending through this Administra- 
tion in an effort to make America a better 
place for all of us to live. 

To what extent will you support a national 
policy in which engineering concepts, judg- 
ments, and ana lyses will be used to obtain 
optimum results from the expenditures of 
public funds to provide the environment, 
transportation, water, structures, power and 
communications to meet the needs of peo- 
ple and nature? 

Nixon: The use of engineering concepts, 
judgments, and analyses for policy mak- 
ing and program planning is already an 
important part of government. I expect 
to see these techniques more widely 
used as models are refined and more 
representative data are developed from 
current programs. Engineering concepts 
are already becoming increasingly vital 
as government -wide decision -making be- 
comes more analytically- oriented. 

McGovern: To obtain optimum results 
from expenditure of public funds re- 
quires a more refined consideration of 
costs and benefits than has been the 
rule under the Nixon Administration. 
Many of the disbenefits, e.g., in the form 
of pollution, that heretofore have been 
neglected in consideration of public and 
private projects must now be included 
in cost benefit analyses. Engineers, par- 
ticularly those concerned with engineer- 
ing economies, will be needed to further 
such pursuits. And I will insist that they 
operate not only at the federal level in 
deciding on resource allocation, but at 
the state and local level and in industry, 
in documenting costs and benefits of 
projects for which federal assistance is 
sought. 

To what extent will you support the con- 
tinued allocation of funds to the problems of 
our civil society and economy at an increas- 
ing percentage of the GNP until an adequate 
level is reached? 

Nixon: Levels of funding hinge upon 
program content and scheduling. Be- 
cause our major capabilities in science 
and technology are too valuable a re- 
source to be wasted, it is imperative to 
match technical capabilities with rational 
funding levels which carry projects 
ahead on a sound engineering basis. 
The Administration's intentions are ex- 
emplified by the substantially increased 
funding in the civilian sector. Spending 
for these programs has risen from 37% 
to 45% of the budget, significantly more 
than the 32% spent for defense. 
McGovern: Presently, the United States 
invests only 1.1% of its Gross National 
Product on research and development 
directed toward economic growth. In 

West Germany and Japan, this percent- 
age is over 2.2 %. Moreover, our export 
of technology- intensive products is only 
50% greater than our import. In 1960, it 
was three times as great. 
Under legislation I have cosponsored 
with Senator Kennedy -the National Sci- 
ence Policy and Priorities Act -the Fed- 
eral Government's commitment to civil- 
ian R &D will increase as a proportion of 
our GNP. Similarly, this legislation - 
presently opposed by the Nixon Adminis- 
tration -calls for parity between military 
and civilian R &D, and an immediate in- 
vestment of $1.025 billion for new priority 
civilian projects- designing mass transit 
systems, cleaner and quieter jet engines, 
and new pollution abatement systems, 
among many others. 
If elected, I shall call for an ever in- 
creasing federal commitment to new 
priority research and development di- 
rected toward domestic betterment. In 
this way, America will finally begin to 
use its scientific and engineering talent 
on domestic problems, providing greater 
economic security for our technical corn - 
munity and a better life for us all. 

How will you proceed to support authorita- 
tive coordination and guidance of the gov- 
ernment's programs to apply advanced 
technology to these critical civil problems, 
and by what methods will you insure an 
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authoritative approach to execute such co- 
ordination? 
Nixon: The reorientation of the R &D en- 
terprise is being guided by the executive 
branch through the mechanisms of the 
Office of Science and Technology, the 
Office of Management and Budget and 
other appropriate organs. Its progress is 

being closely monitored, encouraged 
and catalyzed. There have been a num- 
ber of Administration initiatives in spe- 
cific fields- energy, health, international 
cooperation, Federal -State relations and 
others --and the Office of Science and 
Technology is coordinating them. The 
overall policies for science and technol- 
ogy were elaborated in the first Science 
and Technology Message sent to Con- 
gress last March. 
McGovern: Existing institutions must be 
given more authority to work with Amer- 
ica's technical community in solving do- 
mestic problems. For example, the Office 
of Management and Budget, with direct 
day -to -day links with President Nixon, so 
emasculated the OST's New Technolog- 
ical Opportunities Program that it was 
left with little more than administrative 
cost funding. When originally proposed 
the program had grand plans to spend 
between $3 and $6 billion on new priority 
technology. However, the President, in 
connection with the OMB, cut the pro- 
gram's budget to a mere $40 million. A 
McGovern Administration will guarantee 
greater funding to these programs, while 
consulting directly with our technical 
community in efforts to advance the best 
possible programs and achieve the best 
possible results. 
For example, I am fully in favor of estab- 
lishing an Office of Technology Assess- 
ment under the guidance of Congress. 
Such an office -similar to the GAO, yet 
operating in technical areas -would 
have overall responsibility to assess 
each new technical program with an eye 
toward cost efficiency and effectiveness, 
and domestic betterment. Thus, we can 
avoid the boondoggles that have so 
plagued technical programs in the mili- 
tary sector while providing technical ad- 
vancement consistent with domestic 
progress. 

What problems do you foresee in support- 
ing continued appropriations to the "mis- 
sion oriented" departments and agencies to 
conduct their R &D programs within their 
primary missions without reduction by rea- 
son of funds accorded to a civil science and 
technology agency? 

Nixon: The Administration does not see 
direct trade -offs among civil, military, 
and space R &D activities. The continued 
support of R &D in any agency depends 
upon the technical soundness of the pro- 
grams proposed and upon the national 
needs addressed. Definitions of these 
needs and programs will continue to pro- 
vide the criteria for funding civilian, mili- 
tary, and space activities. 

McGovern: Past results and achieve- 
ments of "mission oriented" agencies 
have demonstrated the great potential of 
concentrating highly skilled men and 
women, the systems approach, and fed- 

eral assistance behind one goal. The 
results of such programs provide demon- 
strable evidence of the manner in which 
science can help mankind. In turn, these 
successes have led to greater and 
greater public support for additional 
"mission oriented" programs. A Mc- 
Govern Administration will continue to 
fund such "mission oriented" agencies, 
changing the appointed missions of 
some, while continuing to fund other 
new priority civilian technology pro- 
grams. For example, the Civil Science 
Administration should accept the mis- 
sion of improving our domestic environ- 
ment, in the same way that NASA ac- 
cepted and achieved the goal of plac- 
ing a man on the moon. Past success 
should drive us on to greater future suc- 
cess, using the same methods and em- 
ploying much the same type of expertise. 

What specific plans do you have for funding 
the application of known technology from 
nationally supported R &D programs to the 
state and focal levels? 

Nixon: There is a government -wide effort 
now underway under the leadership of 
the Office of Science and Technology to 
find ways and means of transferring the 
results of Federal R &D to State and local 
governments more expeditiously and ef- 
fectively. The Federal Government is to 
identify ways to determine the States' 
needs, to improve their access to new 
technology and to find ways of aggregat- 
ing State and local markets. As these 
avenues develop, they will supplement 
many existing programs in mission agen- 
cies such as NASA, Transportation, HUD 
and other technology -based organs of 
government. 
The $5.6 billion in general revenue shar- 
ing funds now being sought by the Ad- 
ministration would supplement present 
Federal R &D funding for State and local 
purposes and the $11 billion being asked 
in the President's special revenue shar- 
ing request would help even more. 

The entire effort needs assistance from 
the science and engineering community, 
particularly in the development of new 
beneficial partnerships between univer- 
sities, industries and government, and in 
helping State and local governments 
expand their appreciation of the poten- 
tial of R &D for working out problems. 
McGovern: In most instances, civilian re- 
search and development should be 
operated on the national level -this 
because few domestic problems are re- 
gional in nature. However, most R &D 
applications are regional, relating to the 
varying needs of particular geographical 
areas. Thus, highly qualified individuals 
on the local level must administer the 
application of national R &D programs, 
if these programs are to be effective and 
cost efficient. 

A McGovern Administration would rees- 
tablish the defunct State Technical Ser- 
vices Program to assist state and local 
governments in applying new civilian 
technology projects to their respective 
areas. These regional offices will func- 
tion much like the Agricultural Extension 
program, providing local scientists and 

engineers to assist in the application of 
new technologies, in the same way as 

federally supported farming experts pro- 
vide information and assistance to local 
farmers. 
I would also urge reconstruction of an 

Experimental Technology Incentive Pro- 
gram with broader funding to support 
new innovations in the area of science 
and engineering. This program could 
work with the Civil Science Administra- 
tion and the local State services pro- 
gram in applying new civilian technology 
to new civilian priorities. 

How would you propose to assure the ap- 
pointment of qualified engineers to fill high 
level federal executive and technical posi- 
tions in the Executive Branch of the govern- 
ment when such positions can be best 
served by persons able to draw upon 
knowledge, training and experience ac- 
quired in engineering? 

Nixon: Each agency of government in- 

volved with major efforts in science and 

technology already has technically qual- 
ified personnel in responsible admin- 
istrative positions, usually at the assis- 
tant secretary level or its equivalent. To 
maintain a competent force of high 
caliber professionals, executive recruit- 
ing is carried out by each individual 
agency and also by the White House. 
Nominations of technically qualified peo- 
ple, and engineers in particular, come 
from the Office of Science and Tech- 
nology, the high -technology agencies 
and other sources. OST sometimes so- 
licits suggestions from the community - 
at -large and from organizations such as 
professional societies. 

McGovern: I will work closely with Amer- 
ica's scientific and engineering com- 
munity in establishing new national 
priorities, applying new technologies to 
these priorities, and placing the most 
capable personnel in the right techno- 
governmental positions. For example, I 

would consult with the National Acad- 
emy of Sciences and the National 
Academy of Engineering in selecting in- 
dividual scientists and engineers for 
selected positions of responsibility. 
Moreover, the various technical socie- 
ties could be of great help in outlining 
both new priority technologies and per- 
sons capable of applying these tech- 
nologies to ever growing domestic 
problems. Industrial organizations, col- 
leges and universities will also be con- 
sulted in finding the right person for the 
right position. 
Unfortunately, the Nixon Administration 
has not made effective use of highly 
skilled scientists and engineers in top 
Administration positions. I would request 
that selected industries, universities and 
organizations allow qualified individuals 
to take extended leaves of absence from 
their posts to serve in a McGovern Ad- 
ministration. Drawing on the best that 
America's technical community has to 
offer will further our technological prog- 
ress, advance our new priorities, and 
involve many innovative persons hereto- 
fore excluded from the main stream of 
America's science and engineering pol- 
icies. 3 
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How will you support the orderly, progres- 
sive transition to new national priorities in 
order to minimize manpower dislocation 
and unemployment and to provide oppor- 
tunities for retraining? 

Nixon: Perhaps the most important as- 
pect of the transition to new priorities is 
the creation of new jobs. The Admini- 
stration's economic and budget policies 
which were designed to stimulate the 
economy are now paying off. The num- 
ber of persons employed nationally has 
risen by 2.6 million in the last year. This 
has been carried out through increasing 
R &D budgets in domestic areas and 
Federally financed special activities by 
self -help groups and industry representa- 
tives. Some 42,000 unemployed engi- 
neers and scientists have registered 
under the Technical Manpower Reem- 
ployment Program and 17,000 of these 
have been reemployed. 

McGovern: The problems of dislocation 
and retraining are best solved by mak- 
ing new opportunities and jobs available. 
Versatile engineers will adapt to new 
civilian technologies in the same way 
as they did to military and space tech- 
nologies. Moreover, so many engineers 
receive on- the -job training that disloca- 
tions, once new opportunities are estab- 
lished, will be minimal and short lived. 
Again, S.32 best approaches the transi- 
tion problem by providing new civilian 
opportunities before cutbacks in military 
and space programs take place. Thus we 
can have immediate job openings for 
those displaced by military cutbacks. If 
the Nixon Adiministration retracts its 
opposition to this legislation, the United 
States can finally begin an orderly, 
smooth conversion from military to civil- 
ian priorities. Unfortunately, the last few 
weeks have seen the intensity of their 
attacks on S.32 increase rather than 
diminish. 

How would you propose to mobilize and 
maintain a balance of engineering manpower 
to achieve the goals of solving our critical 
civil problems? 

Studies of our national requirements for 
the coming decade already indicate 
there will be a shortage of engineers in 
the late 1970's. Because engineering 
enrollments are continually monitored 
closely by NSF and the Executive Office 
of the President, actions within the pur- 
view of the government can be taken to 
help stabilize the supply and demand 
situation as it is affected by the govern- 
ment's own needs or responsive to its 
incentives. The National Science Foun- 
dation and the Engineering Manpower 
Commission help provide the data es- 
sential to overall management in a free 
job market economy. 

McGovern: If we are to maintain a bal- 
ance of engineering manpower in years 
to come, the United States must make 
effective long range plans for federal 
spending and manpower needs. Ex- 
tended lead time must also be given to 
major industries so that they may best 
judge their ability to respond to govern- 
ment deadlines and contract require- 

4 

ments. These McGovern policies will 
further our goal of estimating accurately 
future engineering needs, minimizing 
fluctuations in demand, and adjusting 
the level of federal support for universi- 
ties to match the output with long range 
projected demands. 

How will you provide for active United 
States participation in international stand- 
ardization in order to preserve the nation's 
competitive position in foreign trade? 

Nixon: The National Bureau of Stan- 
dards, in cooperation with international 
standards organizations and U.S. indus- 
try, has actively participated on behalf 
of the U.S. in international standardiza- 
tion efforts and these activities will con- 
tinue. However, the most important 
recent development is the Administra- 
tion's metric bill. Congressional action 
on this bill at the present session will 
go a long way toward making American 
products more competitive on the world 
markets. 

McGovern: The United States had al- 
ready established a national policy of 
converting to the Metric System during 
the next ten years. I supported this pol- 
icy and would work to achieve it during 
my Administration. Similarly, I will urge 
the Federal Government to convert to 
the metric system as soon as possible - 
serving as a guide to private industry. 
Such a policy is imperative if we are to 
more fully compete with other techno- 
logical nations, reduce our balance of 
trade deficit by making American tools 
marketable in foreign ports, and achieve 
technological superiority in scientific 
and engineering areas. I fully support 
international standardization as a goal 
worthy of our increased effort. 

What Legislative and Executive actions are 
needed, and will be promoted by you, to in- 
sure that engineers do not forfeit their pen- 
sion rights as they move from job to ¡ob in 
the public interest and insure early vesting 
and portability and otherwise protect pen- 
sion rights, and what will you do to provide 
for pension protection by insuring adequate 
funding and insurance as well as proper 
disclosure and fiduciary standards? 

Nixon: The problem of pension rights 
and adequate funding and insurance 
protection for pension funds is one 
which goes beyond the engineering pro- 
fession. Federal regulations on pension 
funds to protect the pensioners are con- 
stantly being reviewed and actions to 
provide equity for pensioners are under 
active and sympathetic consideration. 
The Administration recognizes the need 
for the portability of pensions but is also 
aware of the extraordinary complexity 
of instituting the concept. Last Decem- 
ber, the President called for a joint study 
of the problem by the Department of 
Labor and the Treasury. They are to re- 
port their findings in December (1972). 
The President has also proposed the 
following 4 -point pension reform pro- 
gram: 

1. Individual employees could set up their own 
tax favored retirement plans or make contribu- 
tions to group plans; 

2. Employer group plans would have to include 
a "rule of 50" vesting standard; 

3. Self- employed persons would be permitted 
increased tax -deductible contributions to retire- 
ment plans covering themselves and their em- 
ployees; 

4. Standards of fiduciary responsibility would 
be imposed on those in charge of pension and 
welfare plans. 

McGovern: The insecurity of pensions 
has long been a matter of deep concern 
to the working people of America. It 
has made old age a time of poverty and 
lost hopes for millions of Americans. 
Yet, except for modest regulation of 
union pension funds, it is an area which 
the Nixon Administration has virtually 
ignored. Indeed, pension reform may be 
dead for this year as a result of stringent 
Nixon Administration opposition to the 
Pension Reform Act presently before 
Congress. 

Some time ago, I proposed the follow- 
ing National Pension Reform Policy, 
which, if elected, I would pursue dili- 
gently in the Congress: 

1. Company pension funds should be replaced 
by a system in which employees would have the 
right to choose a government regulated and in- 
sured fund in which to invest for retirement in- 
come-to guarantee sound, responsible financial 
management and to provide immediate vesting 
of pension rights. 

2. Employees should have the right to make 
additional voluntary contributions to their pen- 
sion accounts. 

3. Pension benefits should be exempted from 
wage controls. 

4. Requirements for minimum pension contri- 
butions should be included in future minimum 
wage legislation, to extend private pension op- 
portunities to all workers. 

What will you do to support the concept that 
employed and self- employed engineers 
should be enabled to more responsibly pro- 
vide for their own futures by making ade- 
quate tax deferred contributions to a Keogh - 
type pension plan? 

Nixon: Self- employed people already 
can, with the agreement of the internal 
Revenue Service, contribute to their 
own future pensions with tax deductions. 
These plans have been in effect for sev- 
eral years now and are constantly being 
reviewed to improve their effectiveness. 

McGovern: I fully support the Keogh - 
type pension plan for employed persons, 
as well as for self -employed individuals. 

Under the Keogh plan, a worker could 
invest up to $7,500 per year in a private 
pension fund. This plan is fully consistent 
with my pension reform proposal- allow- 
ing workers to make additional payments 
to a pension plan of their choice in addi- 
tion to the contributions made by their 
employers. A bill supported by the Nixon 
Administration would limit this additional 
yearly investment to $1,500. 

If we are to fully provide for the eco- 
nomic security and personal dignity of 
America's retired persons, we must pro- 
vide pension plans which allow them to 
invest such additional funds. This policy, 
coupled with immediate vesting and 
governmental guarantees of traditional 
pension plans, will provide the security 
our retired workers so urgently require. 
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Test automation in 
G&CS manufacturing 
F. Pfifferling 
A planned program of test automation in the manufacturing plants of Government 
and Commercial Systems (G &CS) has resulted in substantial savings in manufacturing 
cost during the last several years. Multi- purpose automatic test equipments are in- 

stalled and operating in the G &CS plants in Camden, Moorestown, and Hightstown. 
N.J., as well as in the Van Nuys, Cal., Burlington, Mass., and Meadow Lands, Pa. facili- 
ties. This paper describes the nature of available equipment, provides examples of 
joint Engineering /Manufacturing efforts to design low cost products, and gives an indi- 
cation of savings to date. 

URING .FHI I AST SEVERAL 1 I \Rs, 

G &CS divisional representatives 
from design engineering and manufac- 
turing test engineering have been meet- 
ing several times annually to plan and 
implement a coordinated test -auto- 
mation program in the G &CS man- 
ufacturing plants. As a result, over 
100,000 printed -circuit boards. sub- 
assemblies, and black boxes have been 
automatically tested in the G &CS loca- 
tions. Existing equipment has proved 
to be cost effective even on custom low 
quantity engineering designs and pro- 
vides a competitive edge in new busi- 
ness proposals. 

Test automation has been applied in the 
manufacture of the following G &CS 
products: 

Systems support equipment 
Radar equipment 
Communications receivers and transmit- 
ters 
Video tape recorders 
Video displays 
Spacecraft hardware 
Commercial aviation 
Mobile radios 
Broadcast transmitters 
Message switching systems 

Test capability is broad and includes 
the following types of electronics: 

Digital logic 
HF and UHF subassemblies 
Hybrids 
Wire -wrapped backplanes 
Cable assemblies 
Analog circuits 
Video amplifiers 
Frequency synthesizers 
MS1 components 
Intermediate frequency amplifiers 
Microwave antenna phase shifters 

Factors in automating 
manufacturing test 

fhe capital acquisition of automatic test 

equipment, as well as other capital 
acquisitions in RC A, requires a support- 
ive savings analysis which is reviewed 
by management in accordance with cor- 
porate procedures. '1 cost comparison 
is made between manual test stations 
and the proposed automated equip- 
ment. Savings in test labor, processing 
cost. test equipment cost. and mainte- 
nance and calibration are calculated for 
each case. However. a decision as to 
whether to acquire a particular automat- 
ic test system requires the additional 

Fred Pfifferling, Mgr. 
Staff Manufacturing 
Government and Commercial Systems 
Moorestown. N.J. 

received the BEE from CCNY in 1951 and the MSEE from 

Drexel in 1957. Mr. Pfifferling has been active as a special- 
ist in development of test equipment and techniques for 

more than ten years. He has led several engineering groups 

in the design of computer -controlled testers for the military. 
His designs include launch and checkout equipment for 

Dynasoar. radar -test simulators for the F -102 aircraft, Atlas - 
missile checkout equipment. automatic depot test equip- 
ment for the Army, and test equipment for the Lunar Orbiter 
Spacecraft. He was a member of the Engineering Team 

that developed the multi -purpose test equipment and digi- 
tal evaluation equipment used by the Army. In recent years 
Mr. Pfifferling has been directing his attention to develop- 
ing cost -effective testing on the production line. He is pres- 
sently responsible for test automation in all Government 
and Commercial Systems Divisions. He served as Profes- 

sor of Electrical Engineering at the Drexel University Eve - 

ng College from 1958 to 1966. Mr. Pfifferkng is a member 

of Tau Beta Pi, Eta Kappa Nu and IEEE. 
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Fig. 1- Automatic continuity testing of an AEGIS 
backplane 

consideration of the following factors 
which could impact the savings advan- 
tages calculated by the above method: 

1I The automatic test equipment must he 
selected to be multi -purpose and have a 

useful life span in a changing technology. 
This requires a critical technical analysis 
of the electrical characteristics of the 
equipment to be tested, an examination 
of expected changes in the electronics 
industry. and a look at future business 
trends in the division acquiring the equip- 
ment. 

2) The automated test equipment must help 
to lower hid prices on new business solici- 
tations. Thus, a conference with the Mar- 
keting Department is usually required 
when determining automation needs. 

3) In some instances, the technology of the 
delivered product rules out the practicality 
of manual test. Examples of these are 
antenna phase shifters and densely- packed 
wire -wrapped backplanes. 

4) The cost -saving elements are not always 
quantifiable. For example. it is difficult 
to determine the effect on product rework 
cost when instant identification of a design 
problem, supported by reliable test data 
from an automatic test system, is made 
available for management action. 

5) In spite of all that has been said about 
automation, successful implementation 
cannot succeed without the people using 
it wanting it to succeed. It is sometimes 
prudent to compromise on the system con- 
figuration if the compromise will result in 
a positive and enthusiastic user attitude. 

6) Test automation improves the technical 
expertise of the Manufacturing Engineer 
and precipitates a closer relationship with 
the design engineer. Product cost reduc- 
tion is substantial when this is done effec- 
tively. 

Existing automatic test equipment 

A broad range of automatic test capabil- 
ity exists in the G &CS divisions. The 
test equipment consists of 

Automatic continuity testers for testing 
cable harnesses and wire wrapped hack - 
planes, 
In- circuit component verification testers 
for checking assembly quality of printed 
circuit hoards. 
Logic testers for functional testing of digi- 
tal equipment, 
Analog testers for dynamic waveform test- 
ing, and 
RF and microwave testers for testing com- 
munications and radar systems. 

Reprint RE- 18 -3 -2 

Final manuscript received March 21. 1972. 
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Table I- Automatic test equipment i n the G &CS manufacturing locations. 
ln -rire veil 

component 
C ontinuity verification 

Division 
Logic 4 nalog RP .Micro ave 

testers testers testers testers tester, lester.s 

\ situ- Electronic. 
Hichtstown. N.J. 

Aerospace Systems 
Bulington. Mass. 

Communication, Systems 
Camden, N.J. 
Meadow Lands. Pa. 

Electromagnetic and \viation Systems 
Van Nuys. Calif. 

Missile and Surface Radar 
Moorestown, N.J. 

X 

X 

X 

X 

X 

X X 

X 

X X X X 

X - X 

X X X 

X X - X 

Notes: 
The RE Tester at CSD. Meadow Lands, Pa.. will he available in December. 1972. 

The Analog Tester at \SI), Burlington. Mass., is tied ¡MO Spectra 70/45 in time -shared mode. 
X Tester installed 

The equipment complement consists of 
a combination of in -house develop- 
ments as well as purchased systems and 
is programmed with either paper tape 
or by means of a computer. Table I lists 
the test capability in each of the G &CS 
locations. 

Automatic continuity testers 

I bese purchased paper -tape -controlled 
testers perform continuity and resis- 
tance measurements and are used to test 
cable assemblies and wire -wrapped 
hackplanes. All G &CS divisions have 
this equipment with the most sophis- 
ticated version existing in Camden. Fig. 
I shows the Camden system connected 
to a 20,000 -point (0.1 -in. spacing) 
AEGIS backplane by means of an in- 
house developed fixture. Measure- 
ments are performed at the rate of 1,000 

Fig. 2 (above) -In- circuit testing of a commercial 
aviation subassembly at Electromagnetic and Avia- 
tion Systems Division. 
Fig. 3 (below) -Broadcast transmitter being tested 
with a locator unit at Communications Systems Divi- 
sion, Meadow Lands, Pa. 

tests /minute, and hard -copy printout of 
failures is provided to facilitate repair. 

In- circuit component verification testers 

Missing components, orientation errors 
and shorted solder traces are common 
manufacturing errors found in assem- 
bled printed -circuit hoards. This prob- 
lem is industry wide and is particularly 
severe on densely crowded hoards. 
Incircuit component verification testers 
are used in several of our divisions to 
identify these errors. The equipment 
performs guarded in- circuit measure- 
ments of resistance, capacitance, induc- 
tance, and semiconductor characteris- 
tics at the rate of 50 measurements/ 
minute and is paper -tape controlled. 
Contact is made to the trace side of the 
printed hoards by means of spring - 
loaded pins in a pneumatically operated 
fixture. Fig. 2 shows a subassembly 
from the Commercial Aviation product 
line being tested in Van Nuys, and Fig. 
3 shows a broadcast transmitter being 
tested in our Meadow lands plant. 

Logic testers 

Logic testers perform functional GO/ 
NO -GO (truth table) testing of digital 
arrays, logic boards, and digital black 
boxes. These functional testers, 
acquired for each of the G &CS divi- 
sions during the past four years, are 
tailored to accommodate each of the 
divisional product lines. The most 
recent installation (Fig. 4) exists at 
\ED's Space Center in Princeton, 
where it performs 5 -MHz functional 
testing as well as simultaneous analog 
testing of spacecraft components. To 
aid in diagnostics and programming, 
several divisions are using AGAT 
(automatic generation of array testing), 
a software program which permits the 
automatic generation of test and diag- 
nostic tapes directly from the logic dia- 
gram. 

Fig. 4- Manufacturing automated test system 
(MATS) used for testing spacecraft components at 
Astro- Electronics Division. 

Analog testers 

> utomatic analog testers are used to 

perform measurements of waveform 
timing and low -frequency analog 
transfer functions. These testers usu- 
ally consist of waveform generators, 
audio oscillators, and an automatic 
sampling oscilloscope. They are 
primarily used to check analog modules 
for digital systems. A unique installa- 
tion exists in Aerospace Systems Divi- 
sion, Burlington, where the analog test- 
er is tied into the Plant Spectra 70/45 
business computer in the time -shared 
mode. This tie -in takes direct advantage 
of the large Spectra memory capacity 
with negligible increase in computer 
running time. Fig. 5 shows the \SD 
nalog test system. 

RF testers 

RF testers perform functional tests of 
communications receivers and trans- 
mitters and their components. An 
automatic communications equipment 
tester (ACET), see Fig. 6, capable of 
texting HF, VHF and UHF equipment is 

being used to test AN /ARC -142 radios 
and other components at Communica- 
tions Systems Division in Camden. 
The test system uses a test engineer- 
ing oriented language called TESTRAN, 

and is controlled by an RCA 1600 Corn - 
puter. 

A time -shared multi- station RF test sys- 

tem capable of testing large quantities 
of beam -lead hybrid assemblies is being 
procured for the Meadow Lands plant. 
The system, which is to be operational 
in 1972, has the unique capability of per- 
forming automatic (no operator inter- 
vention) troubleshooting almost to the 

piece part , as well as GO /NO -GO produc- 
tion testing. 

Microwave testers 

A purchased computer test system is 

used by the Missile and Surface Radar 
Division for automatic phase and 
amplitude measurements of microwave 

Fig. 5- Analog tester at Aerospace Systems Divi- 
sion. 
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devices, including h, y, r., ands parame- 
ers as well as VsWR, loss, and impe- 
lance. The equipment is self calibrat- 
ing, with errors corrected by means of 
the computer. The Moorestown instal- 
lation is used for rapid testing of AEGIS 

antenna phase shifters (Fig. 7) and for 
storage and analyses of measured data. 

Designing for manufacturing -test 
automation 

Properly implemented autonrltic test- 
ing realizes substantial cost savings on 
existing products. However, to take 
maximum advantage of cost reductions 
it is the responsibility of the design 
engineer to develop products compati- 
ble with the existing test automation 
within his plant. This requires a close 
working partnership between the design 
engineer and his manufacturing coun- 
terpart. Several examples exist in 
(ìovernment and Commercial Systems 
where design engineers have accepted 
this responsibility and designed prod- 
ucts for automatic test. In CSD Cam- 
den, for example, design engineers have 
developed low cost HF and UHF radio 
equipment by incorporating the follow- 
ing features in their designs: 

l) Modules and sub- assemblies have been 
divided into functional entities to reduce 
the need for simulation in the test equip- 
ment. 

2) Additional wire traces were included on 
printed -circuit hoards to permit installa- 
tion of an edge connector. Thus access 
is permitted to the intermediate circuit 
points for automatic troubleshooting and 
fault isolation. 

3) Standard component placement patterns 
on printed boards have been rigidly main- 
tained to reduce cost of fixturing. 

4) Test procedures have been jointly 
developed to make use of existing test 
equipment. Standardized test procedures 
have been developed which can be reused 
on future jobs with similar equipment. 

5) Methods for automatic compiling and 
analysis of manufacturing test data have 
been developed. This permits almost 
instantaneous accurate feedback of design 

Table II -Test plan for a UHF radio. 

I Ord( 

Units Tested 

Receiver /transmitter 
chassis main -frame 

Regulator /control. 
Regulator /filter. 
Power supply chassis 

Decoder boards. 
Bit- stream- 

generator boards 

Self -test boards. 
Frequency -control 

boards 
IF /audio boards, 
Exciter /amplifier. 
Power supply 

Harness assembly 

Power supply boards, 
Audio amplifier 

Divide -by -N boards. 
Memory boards 

VCO & divide by 
K boards. 

Guard receiver, 
FM/FSK modulator. 
Transmitter, 
Receiver /transmitter 

deficiencies to the design engineer for cor- 
rective action. 

6) A test connector has been included to per- 
mit automatic test and troubleshooting at 
the black -box level as well as at the snl,- 
module level. 

7) Jointly developed test plans have been 
implemented for machine testing of the 
entire product. 

Fig. 8 shows a typical radio and its sub- 
assemblies; Table II is a test plan for 
machine testing of a UHF radio; and 
Fig. 9 shows a printed board and the 
traces designed in for the edge connec- 
tor. 

Cost reductions 

The test -speed advantage of automatic 
testing versus manual testing ranges 
between 5 and 50 to one. In addition 
to test time savings, even more substan- 

tial gains have been realized in reduced 
requirements for special test equip- 
ment, test maintenance and calibration, 
and test procedure preparation. 

Future plans 

The last several years has produced sig- 

nificant advances in the state of the art 
of automatic test- equipment hardware. 
The future will require corresponding 
development of compatible software 
systems. Software routines for fault 
diagnosis to reduce troubleshooting 
time will he developed. Automatic test- 
ing, probing, and diagnosis of hybrid 
modules will he implemented. Progress 
will be made in the acquisition of data 
from remote terminals to monitor pro- 
duction flow and compile defect data, 
and automatic test systems will be inte- 
grated into broader manufacturing sys- 
tems to control processes and product 
quality in real time. 

Conclusion 

utonlatic testing has proven to he cost 
effective in the factory. A potential for 
even greater cost reduction exists and 
remains to he exercised by you -the 
design engineer. By joining in an active 
partnership with your manufacturing 
counterpart, and guided by the require- 
ments of our customers we can 
together build a stronger Corporation. 
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Fig. 6-ACET system at Communications Systems 
Division in Camden testing an AN /ARC 142 Ttans- 
celver. 

Fig. '- Corrputer- cDntroled microwave test sys- 
tem used to test AEGIS antenna phase shifters 
at Mcorestown. 

Fig. 8 (above) -Typical UHF radio and its subas- 
semblies. 
Fig. 9 (below)- Printed board from an HF radio 
showing traces designed for an edge connector. 
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J. C. Phillips, Associate Editor 

Renting and leasing services form an important part of the mushrooming service sector 
of the nation's economy. RCA is engaged in this activity through The Hertz Corpora- 
tion, the world's leading vehicle renting and leasing organization. Hertz also provides 
service in a variety of other markets by engaging in the businesses of construction 
equipment rental, parking, exposition services, and hotel -motel management. 

EN RCA WAS FORMED On Oc- 
tober 
HEN 

17, 1919, Walter L. Jacobs 
had already been in the rent -a -car busi- 
ness for more than a year, providing 
Model T Fords from his Chicago side - 
street garage. But in those days, the 
growth of radio was meteoric com- 
pared to that of the rental car business. 

Automobiles were rented from out -of- 
the way garages- always for cash - 
and cars had to be returned to the 
original rental point. Actually, there 
was no prestige involved in renting a 
car; a person would rent when he 
couldn't afford to buy. 

But, Mr. Jacobs' car rental business did 
grow somewhat, and in 1923, it at- 
tracted the attention of John Hertz 
who purchased the firm as part of his 
Yellow Truck and Coach Manufactur- 
ing Company. Hertz owned the busi- 
ness for only two years. In 1925, he 
sold certain properties including the 
Hertz Drive -Ur -Self System to General 
Motors, who primarily wanted the 
truck manufacturing facilities. These 
plants subsequently formed the nu- 
cleus of today's GMC Truck Division. 

Hertz Drive -Ur -Self system- vintage 1925 -26. 

,T t.a'; 

The original Hertz Drive -Ur -Self prop- 
erties operated as a GM subsidiary 
until 1953, when they were sold to the 
Omnibus Corporation, which until 
then had been a holding company for 
bus operations, primarily in Chicago 
and New York. Omnibus then divested 
itself of bus interests and became The 
Hertz Corporation, concentrating on 
car and truck renting and leasing. 

It was at this point in time that Hertz 
started its own meteoric rise. And 
since 1954, Hertz has become a lead- 
ing force in the renting and leasing 
industry, the most successful of the 
rapidly expanding service industries. 
Some of the elements underlying this 
outstanding growth are 

Changes in consumer attitudes - 
today, increasing numbers of or- 
ganizations and individuals want 
the temporary use of all kinds of 
equipment without the responsibil- 
ities of ownership. 
Strong merchandising strategies 
that use network television, news- 
papers, and magazines to good ad- 
vantage. 
Introduction of modern, conven- 
ient credit plans. 

».... 
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Hertz' upward progress through the years 
can be plotted in uniform hemlines. Starting 
top left, to bottom center: the boxy, long - 
lined 1946 -56 version; the more feminine 
1956 -62 uniform; the casual suit introduced 
in 1963; and the three -piece ensemble 
adopted in early 1968. The present Hertz 
uniform at right was introduced in 1971. 
Hertz "skirts" the issues of both hemline 
and business by saying the dress length is a 
girl's own decision and the hem is deep 
enough so she can change her mind. 

Growing mobility in our society - 
with greater emphasis on air travel. 
Hertz' own emphasis on improved 
and expanded services. 
Establishment of services on a 
broad geographic scale- domes- 
tically and internationally -via 
owned and franchised operations. 

Today, some 18,000 employees of The 
Hertz Corporation, exclusive of licen- 
sees, provide about 150,000 vehicles 
from more than 4,500 locations 
around the world. 

A pioneer in the industry 

Through more than a half century of 
renting and leasing. Hertz has held a 

position of leadership in the industry. 

Hertz was first to provide late -model 
cars in many sizes and makes from 
which a renter could choose a vehicle 
to fit his needs -a bold move at the 
time. 

Hertz also opened many modern main - 
street and airport locations. 

In 1957, Hertz introduced nationwide 
"rent it here -leave it there" service 
as an innovation in the industry. 

Another daring first was the extension 
of personal credit. Traditionally, car 
rental had been on a cash -in- advance 
basis. Hertz issued letters of credit as 

early as 1925, and now extends charge 
privileges to more than 1.8 million 
motorists who hold its charge card. 
Hertz also recognizes many other 
established charge cards. 

Another significant activity pioneered 
by Hertz in the early days of auto rent- 
ing was its development of "fly- drive" 
car rentals. By establishing accessible 
rent -a -car locations within hundreds of 
airports, Hertz has made fly -drive 
convenient for large numbers of busi- 
nessmen and vacationers. To further 
stimulate fly -drive business, Hertz of- 

fers a commission plan to travel agents 
who book Hertz car rental reserva- 
tions. This commission plan was re- 
cently extended to all airlines in North 
America handling car rental reserva- 
tions. 

These innovations brought the car 
rental industry out of the back -street 
garages of the early twenties to the 
present day network of airport and 
"main street" locations coast -to -coast 
and overseas. 

Symbolizing the changes that have taken place in the car rental field is this photograph 
taken on the occasion of Hertz' 50th anniversary. The two Hertz cars are a Shelby Cobra GT 
350 (left) and a Hertz -built car from the mid 1920's. 

Frank A. Olson, 
Vice President 
and General 
Manager, Rent - 
A -Car Division. 

a 
Hubert Ryan, 
Vice President 
and General 
Manager, Car 
Leasing Division. 

Edward J. Andrle, 
President, Hertz 
Equipment 
Rental Corp. 

Samuel Katz, 
President, 
United Exposi- 
tion Service Co. 

Robert F. Thurston, 
Vice President, 
Hertz Skycenter, Inc. 

Stephen 
Russell, Vice 
President and 
General Manager, 
Truck Division. 

Peter W. Hofmann, 
President, Hertz 
International, Ltd. 

..il 

Ronald J. Lenney, 
President, 
Meyers 
Parking System. 

Garth Coiling, 
Managing Di- 
rector, Silcock 
and Coiling, Ltd. 

Hudson Hatcher, 
President, 
Hertz Commercial 
Leasing Corp. 

The Hertz Corporation 

The Hertz Corporation today em- 
braces ten functional organizations: 

Rent -A -Car Division 
Truck Division 
Car Leasing Division 
Hertz International, Ltd. 
Hertz Equipment Rental Corp. 
Meyers Bros. Parking System, Inc.* 
United Exposition Service Co. 
Silcock and Coiling, Ltd. 
Hertz Skycenter, Inc. 
Hertz Commercial Leasing Corp. 

As we go to press, Hertz has reached an agreement in 
principle to sell Myers Bros. Parking System, Inc. 9 
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Rent -A -Car Division 

Hertz is best known for its rent -a -car 
activity which represents about one - 
third of its business. Frank Olson be- 
came Vice President and General 
Manager of this division in 1970 after 
serving with Hertz since 1964. Hertz 
Rent -A -Car, which employs about 
6,200 people, provides some 50,000 
late -model autos on a short -term rental 
basis -daily, weekly, or monthly -at 
airports and in midtown and suburban 
business centers, residential areas, and 
resort locales in the United States. 

The Rent -A -Car Division is the oldest 
Hertz activity. 

Hertz Rent a Car 

10 

Truck Division 

Truck renting and leasing is Hertz' 
second most senior business. From the 
1920's onward, Hertz provided trucks 
on short -term and long -term leases. In 
1953, before Rent -A -Car started its 
phenomenal growth, revenues from 
truck rentals actually exceeded those 
of car rentals by about 50 %. It was 
not until 1958 that the truck business 
was surpassed by Rent -A -Car. 

The business grew steadily along two 
lines: leasing and short -term rental. 
The lease activity provided trucks of 
virtually any size or model to various 
companies which painted and lettered 

Photos at left (top to bottom) show some 
of the wide ranging activities of the 
Rent -A -Car Division: vehicles at conven- 
ient airport locations ... special services 
... special vehicles, such as the Hertz - 
mobile (bottom) being used by Henry 
Fonda at the recent TRANSPO' 72 con- 
vention. 
The Truck Division's services (above) are 
likewise wide ranging -from trucks for 
do- it- yourself movers (top) to custom 
truck fleets for special purposes (center 
and bottom). Under full- service leasing, 
Hertz provides vehicles and most of the 
services and materials needed in oper- 
ating them. Full- service lease trucks are 
painted and lettered to the customer's 
specifications, providing the customer 
with a "rolling billboard." 

them to their own specifications. These 
trucks could be leased singly or in 
fleets as large as required. 

The rental part of the truck business 
has always appealed primarily to in- 

dividuals who require large vehicles 
for short periods of time, such as fill- 

ing gaps in an established leased or 
owned fleet for peak periods of use, or 
one -time jobs. 

Today. the Truck Division provides 
about 27,000 vehicles from some 
2,600 locations in the United States, 
many of which are the gas station 
"agency" type. Total employment of 
the Truck Division is about 2,800. 
Stephen Russell is Vice President and 
General Manager of the Truck Divi- 
sion, having served previously as Vice 
President of Financial Analysis for 
RCA. 

Hertz provides cars on long -term lease to 
companies whose needs vary from five to 
hundreds of autos on a nationwide basis. A 
wide variety of lease plans are available. 

Car Leasing Division 

Hertz entered the long -term auto leas- 
ing activity in 1955. At that time. 
Hubert Ryan became Vice President 
and General Manager of the new 
Hertz division. This operating unit 
concentrates on the long -term leasing 
of cars -generally 2 years. It leases 
about 28,000 vehicles through 8 loca- 
tions in the United States and employs 
approximately 175 people. 

This service appeals to companies 
whose needs vary from five autos to 
hundreds on a nationwide basis. 

Two types of service are provided, or 
any combination of features between 
the two. Under a full -maintenance 
lease, for example, Hertz provides all 
services except fuel and lubrication, 
even including registration and insur- 
ance. Under a finance lease, Hertz buys 
the vehicle and, at the end of the lease, 
disposes of it. The lessee handles all 
other matters himself and absorbs the 
gain or loss on disposition of the car. 
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Xepq 
The Hertz logo in the Cyrillic alphabet has 
been used in Russia since 1969. 

Hertz International, Ltd. 

Hertz International, Ltd. provides car 
and truck rental services in over 100 
countries outside the United States. 
At present, International owns and 
operates about 29,000 vehicles, mostly 
cars, through a network of some 
1,100 locations and employs about 
5,000 people. This unit conducts cor- 
porate operations in 29 countries and 
territories; it also handles licensee 
operations in 76 countries and terri- 
tories. Peter W. Hofmann, President 
of Hertz International, joined Hertz 
this year after serving as Staff Vice 
President of International Finance for 
RCA. He has been with RCA since 
1948. 

As far back as its incorporation in 
1953, Hertz had a few overseas opera- 
tions, but it was not until 1957 that a 

joint venture with American Express 
was established to enter and expand 
the international renting and leasing 
market. In 1966, Hertz acquired full 
ownership of International by giving 
Hertz stock for American Express in- 
terest in International, 

The company primarily rents locally 
manufactured cars and employs local 
citizens of the countries it serves. None 
of the country managers are American, 
except the manager in Spain -and he 
is located in Spain, not in the U.S. 
Hertz International Ltd. does do some 
truck renting, but the vast bulk of its 
revenue is derived from self -drive car 
rentals. 

Like the domestic rent -a -car business, 
many Hertz International rentals take 
place at airports -again the fly -drive 
characteristic. As International's car 
rental is broadening in scope and size, 
however, it is finding that most of its 
business comes not so much from 
Americans traveling abroad as from 
nationals of other countries in their 
own and other lands. Thus, this part 
of Hertz service can be said to be a 
truly international business. 

Hertz Equipment Rental Corporation 

In recent years, growing numbers of 
building contractors, as well as public 
and private organizations which do 
their own construction and mainte- 
nance, have been obtaining the use of 
equipment conveniently and econom- 
ically through renting. In 1965, Hertz 
entered the business of renting con- 
struction -type equipment to contrac- 
tors and industrial firms. 

Through Hertz Equipment Rental Cor- 
poration, a subsidiary, Hertz rents a 

wide variety of construction equip- 
ment, ranging from hand- operated 
power tools to air compressors and 
large cranes. This service is provided 
through 40 locations in the U.S. with 
a staff of about 750 people. Edward J. 
Andrle recently became President of 
Hertz Equipment Rental Corp. after 
serving as Staff Vice President of 
Corporate Planning for The Hertz 
Corporation. 

Mertz 

` 

t.1 I 
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*IL 
Hertz rents a wide variety of equipment, 
ranging from hand -operated power tools to 
the special -purpose equipment shown in 
the photographs above and left. 

One of the Meyers Bros. Parking System 
locations. 

Meyers Bros. Parking System 

In 1964, Hertz acquired one of the 
world's leading parking organizations 
-Meyers Bros. Parking System, Inc., 
established in 1923. Ronald J. Lenney 
is President of the System. Meyers 
operates about 170 parking locations 
throughout the United States and 
Puerto Rico and employs over 800. 
The parking locations include many 
multi- storied installations with mod- 
ern electronic and mechanical equip- 
ment. 

Meyers has also achieved nationwide 
prominence for its parking consulta- 
tion activities with community plan- 
ners, civic officials, engineers and 
architects related to the building of 
parking facilities, either separately or 
in connection with hotels, apartment 
houses, office structures and larger 
developments. 

11 
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Left, from top: 

1) Silcock and Coiling road transporter 
capable of carrying six to eight cars; 

2) The Hertz Skycenter at Huntsville, Ala., 
jetport which includes a 152 -room luxury 
hotel and office, banking and convention 
facilities, and gourmet restaurants -all in 

one building with the terminal; 

3) The Huntsville Skycenter also features a 

variety of special services and facilities for 
businessmen, including private offices, tele- 
phone answering and secretarial service, 
and duplicating work; 

4) Architectural rendering of the new Hertz 
Skycenter at Jacksonville, Fla.; 

5) Hertz Commercial Leasing Corp. makes 
available a wide selection of commercial 
and industrial equipment such as this office 
equipment. 

United Exposition Service Co. 

In 1967, Hertz entered yet another 
service activity. Its subsidiary, United 
Exposition Service Co., provides trade 
shows, conventions and expositions 
with three types of service: drayage, 
delivering exhibitors' equipment to the 
site; and personnel to install and dis- 
mantle exhibits. The company also 
designs and builds displays. Samuel 
Katz, President of United, was elected 
a Director of The Hertz Corporation 
at that time. 

The combined activities use seven lo- 
cations in the U.S. and employ about 
180. 

Silcock and Coiling, Ltd. 

Hertz in 1969 bought the British con- 
cern of Silcock and Coiling, a major 
transporter of new autos throughout 
Great Britain. The company has 6 lo- 
cations and employs about 1,000. Its 
Managing Director, Garth Coiling has 
been with the company since 1963. 

The company uses three methods of 
vehicle delivery -by road, driven in- 
dividually; by rail on two- tiered 
"cartics" to a distribution point and 
then by road; and by road transporter, 
carrying 6 or 8 cars. 

In March, Silcock and Coiling ex- 
panded its operations to the Continent. 

It plans to develop the business on the 
Continent as the European Economic 
Community's market broadens. 

Hertz Skycenter, Inc. 

In late 1968, Hertz unveiled an un- 
usual service for air travelers with the 
official opening of the new Skycenter 
at the Huntsville, Alabama, jetport. A 

pioneering air travel complex, re- 

garded as a model for airport centers 
of the future, the Skycenter features 
a "city- within -a- city" plan. Included 
under one roof are facilities for trans- 
portation, lodging, business, banking 
and recreation. 

Through a subsidiary, Hertz Skycenter, 
Inc., the company runs all the terminal 
service facilities (other than those re- 
lated to air traffic control) including 
a hotel, restaurants, office and secre- 
tarial services, a large parking lot and 
in -flight food service. A swimming 
pool and golf course are also part of 
the complex. 

Located in the fast -growing Huntsville 
industrial area, the Skycenter serves 
the travel needs of the NASA and 
Army aerospace centers in and around 
nearby Redstone Arsenal. Hertz plans 
to open the second of its Skycenters at 
the new Jacksonville, Florida, jetport 
in mid -October. 

Robert Thurston, Vice President and 
General Manager of Hertz Skycenter, 
Inc., has headed this program since 
its inception. He had prior background 
as a Vice President for the Ramada 
Inn organization. 

Hertz Commercial Leasing Corporation 

Business machines, office equipment, 
airplanes, skylifts, turkey brooders - 
these are only a few of the items avail- 
able under long -term finance lease 
from Hertz Commercial Leasing Cor- 
poration, a subsidiary of The Hertz 
Corporation. 

Companies in 46 states and Puerto 
Rico are currently using machinery or 
equipment leased from this subsidiary. 
Hertz buys the equipment and leases 
it to the user on a three -year basis, or 
longer. The customer can renew the 
lease or buy the equipment, if he 
chooses, at the end of the lease period. 
The user pays insurance, maintenance, 
operating and other costs during the 
lease. 
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Hudson Hatcher, Vice President and 
General Manager of Hertz Commer- 
cial Leasing, has headed the company 
since its inception in late 1959. 

Corporate activities 

The Corporate offices at 660 Madison 
Avenue in New York provide a range 
of support services to the wide- ranging 
Hertz network. These include such ser- 
services as personnel, accounting, legal 
purchasing, advertising, marketing, 
and public relations. In addition, the 
Hertz Data Center in Oklahoma City, 
Oklahoma, provides accounting, bill- 
ing, reservations, and other data proc- 
essing services- primarily in support 
of the Rent -A -Car activity. 

The Oklahoma Data Center -a 100,- 
000- square -foot office complex with 
approximately 400 employees -was 
opened in early 1971. Operating as 
the nerve -center for the Rent -A -Car 
Charge Card, Credit and Collection, 
Reservations, and Data Processing De- 
partments of the Rent -A -Car Division, 
the Center represents another major 
step in Hertz' continuing drive to im- 
prove customer service worldwide. 

In fact, the Center plays a key role in 
two of Hertz' most recent innovations 
in the service field: the Hertz Number 
One Club and a new computer -based 
system for car control. 

No. 1 Club 

The Number One Club is a major step 
in bringing automation directly to cus- 
tomers of a service industry. Under 
this system, adopted in April of this 
year, car rental information on hun- 
dreds of thousands of regular and 
high -volume car renters, both individ- 
ual and corporate, are fed into a com- 
puter data bank for instant retrieval. 
This eliminates the need for frequent 
customers to repeat routine informa- 
tion each time they rent a vehicle. 

The routine rental information is filled 
in on the rental agreement before the 
"Hertz Number One Club" customer 
arrives at the rental counter. The cus- 
tomer need only produce his driver's 
license and the credit card he wishes 
to use, sign the rental agreement, and 
be on his way. 

Customer reaction to the Number One 
system has been very positive. 

Automated car control 

An innovative, nationwide, computer 
system providing renters with im- 
proved service is presently being tested 
in two high -volume locations. Eventu- 
ally, it will be integrated with the 
nationwide reservation and data cen- 
ter. The new system will print time, 
data, proper rates, and description of 
the vehicle as well as calculating ac- 
curate rental charges in a matter of 
seconds. 

The system uses an on -line com- 
puter terminal to enter vehicle number, 
vehicle mileage, and rate plan selected. 
This information is printed on the 
rental agreement. 

The on -line computer stores the trans- 
action and maintains an updated 
status of every vehicle in the pool. 
Reports are periodically generated 
showing number of vehicles at each 
location, maintenance history, and var- 
ious business statistics. The computer 
system improves fleet utilization, mini- 
mizes rental calculation errors, and 
also proves useful in tracing stolen 
vehicles and identifying customers re- 
sponsible for traffic tickets. Upon cus- 
tomer return, the check -in mileage is 

entered through the terminal, and the 
amount due is calculated by the com- 
puter for printing on the rental agree- 
ment. 

Hertz and the future 

As the leading and most diversified of 
the companies in the renting and leas- 
ing industry. Hertz has benefited from 
the significant trends toward increased 
use of its industry's services. 

The same forces in society -mobility, 
convenience and effective utilization - 
that shaped the broad expansion in use 
of renting and leasing services to date, 
remain strongly in effect. This holds 
true both for domestic and interna- 
tional markets for Hertz services. 

In common with other burgeoning 
service industries, all signs in the field 
of renting and leasing point to further 
healthy development in the years 
ahead. The outlook is bright for the 
continued growth of Hertz, for ex- 
panded opportunities for its people, 
and for greater service to its many 
customers in the United States and 
abroad. 

J6/%ilJlll . 

The Hertz Data Center in Oklahoma City is the nerve 
center of the Ren: -A -Car Charge Card, Credit and 
Collection, and Data Processing Departments of the 
Rent -A -Car Division. 

When calling for a reservation, Number One Club mem- 
bers just give their membership number and the time 
and place of their reservation. When they arrive, the 
rental agreement is ore -filled out and they need only 
show their áriver`s I cense, sign the agreement and be 
on their way. 

Inside the Oklaicma Data Center. 

The Hertz Booth at the recent TRANSPO "72. 
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Dr. Leonard Schiff 
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Princeton, N.J. 
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the MSEE from New York University, New York, N.Y., in 
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of electronic switching systems. Since 1967, he has been 
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been concerned with data transmission systems and vari- 
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on various system aspects of mobile radio especially 
techniques for making these systems more spectrally 
efficient and more efficient in their traffic carry capacity. 
He has authored a number of technical papers in these 

areas. Dr. Schiff is a member of Eta Kappa Nu, Tau Beta 

Pi, and Sigma Xl. 
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Mathematics in 

communications systems 
research 
Dr. L. Schiff 

The mathematical examples in this paper are suggested by actual problems encoun- 
tered in planning different communications systems. They have been selected for 
their simplicity and somewhat off -beat flavor. This is particularly true of the last exam- 
ple where the concern is the communications capacity of a cellular communications 
system. The mathematical technique needed for the solution is identical to the 
technique needed to solve a classic problem in recreational mathematics -how many 
ways are there of placing j rooks on a chessboard so that none can take any other? 

MOST ENGINEERS are aware that 
mathematics plays an important 

role in communication systems analysis 
and design. The branches of mathema- 
tics that tend to come to mind are 
Fourier analysis, probability theory, 
statistical decision theory, theory of 
random processes, etc. These are the 
typical "textbook" applications of 
mathematics to communications sys- 
tems. Actually there are hardly any 
branches of mathematics that have not 
been profitably applied to the analysis 
of communications systems. Rather 
than try to write an essay on what 
branches of mathematics can be applied 
to what types of communications prob- 
lem (which is surely beyond the knowl- 
edge of any one author) a number of 
examples are given to try to illustrate 
the diversity of mathematical tools that 
can usefully be applied to communica- 
tions systems. 

Example 1 

The first example comes from a system 
for vehicle location of the signpost type. 
In this type of system, many locations 
in an urban area are equipped with elec- 
tronic signposts that continuously 
broadcast (over a very small area) a 
unique digital code that identifies the 
signpost. Vehicles are equipped with 
special receivers to pick up the signpost 
signals and store the result in a register. 
This register is then updated every time 
a new signpost is passed. When the ve- 
hicle is interrogated from a central base 

station via its mobile radio, it will send 
back the contents of the register, thus 
identifying the last signpost the vehicle 
passed. This interrogate- respond op- 
eration can be done digitally without the 
driver's cooperation or knowledge. 

Consider the following special receiver 
to pick up the signpost signals (this is 

a simplified version of a receiver built 
and described by G. S. Kaplan'). The 
modulation is FSK and the message is 
N bits long. After the RF is stripped 
off, the N -bit FsK signal is passed 
through both a "mark" and "space" 
filter (matched to the two FSK fre- 
quencies respectively). If at any time, 
one and not both of the filters has an 
output level above a preset threshold, 
the frequency corresponding to that fil- 
ter is said to be received and the circuit 
arranges itself to sample both filters, 
exactly T seconds later (where T is the 
time to send one bit). For the sampling, 
performed T seconds later, the above 
operation is repeated. The sampling 
continues until N bits are decided on 
at which time the process starts all over. 
This is illustrated in the state diagram 
shown in Fig. 1. The system is in state 
i if i bits sequentially have been regis- 

l-p 
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tered (with no samples below threshold 
intervening). Every T seconds the sys- 
tem moves either to a higher state or 
to the 0 state. The exceptions are state 
0 and state N. If the system moves to 
state N, it immediately returns to 
state O. If the system is in state 0, it 
does not have to move on to state 1 

a multiple of T later (rather it moves 
only when the threshold is first 
exceeded). Our interest here is in mak- 
ing sure that when the receiver is not 
near a signpost, the noise does not 
induce false messages into the register. 
To this end, the threshold must be made 
much higher than the RMS noise level. 
Nevertheless there is a finite probabil- 
ity, p, of moving into a higher state and 
we wish to calculate the mean time 
between failures where a failure is 
defined as entry of the system to state 
N. Since immediately upon entering 
state N the system returns to state 0, 
the question is equivalent to asking the 
mean time to reach state N, for the first 
time, starting from state O. Transitions 
occur every T seconds except for transi- 
tions from state 0 which can occur at 
any time. However, if the mark and 
space filters are properly matched, their 
bandwidths are made just large enough 
to allow the signal to change its full - 
scale value in T seconds (i.e., the output 
level goes from above threshold to close 
to zero in T seconds). Hence the filters 
can be considered to have enough iner- 
tia so that their outputs can be consid- 
ered to change only every T seconds. 
With this final approximation, the 
mathematical model is complete. Tran- 
sitions take place every T seconds and 
as shown in the state diagram in Fig. 

The mean time to reach state N is 
computed as follows. Let rn be the 
mean time to reach state n from state 
O. If the system is in state n, it will, 
with probability p, reach state n+ I in 
T seconds. On the other hand, with 
probability I -p, the system will return 
to state 0 in T seconds, and the sys- 
tem will require, on average, another 
Tn +i seconds to reach state n +l. We 
then have 

Average time to reach 
state n+ I from state n 

pT+(l-p)(T+rn+i) (1) 

However, the average time to reach 
state n from state 0 is rn. It therefore 
follows that 

or 

rn+1 =Tn + pT+(1-p)(T+rn+1) 

pTn+1-Tn=T n=l, 2 (2) 

This is a first -order difference equa- 
tion. Just as in the solution for a dif- 
ferential equation one first finds the 
solution of the homogeneous equation 
(with the right -hand side set equal to 
zero) and adds it to the steady -state 
solution and finds the unknown con- 
stant from the initial conditions. By 
direct substitution, one finds that the 
solution of the homogeneous equation 
is of the form p -n and the steady -state 
solution is r=-T1(1-p). Hence the 
solution is of the form 

rn =Ap -n - [Tl(l -p)] (3) 

where A is an unknown constant 
which must be found by knowing some 
initial condition. This condition can be 
obtained by substituting for n =1 in 
Eq. 1 and realizing that the average 
time to reach state 1 from state 0 is 

indeed ri. This gives the initial condi- 
tion ri =( Tip), and substituting in Eq. 3: 

rn= [T /(I +p)] [p -n -1] 
TN= [T/(1- p)][p_N -1] (4) 

This is the solution for the mean time 
between failures in the system as a 
function of p, the transition proba- 
bility. It can be shown' that the 
transition probability is exponentially 
decreasing in the square of the 
threshold -to -noise ratio. 

Example 2- vehicle locator 
with vehicle transmitter 
The above example is for a vehicle - 
location circuit in which the signposts 
are low -power transmitters and the ve- 
hicles have receivers to receive the sign- 
post messages. It is also possible to 
have a complementary system in which 
the participating vehicles all have low 
power transmitters (continuously trans- 
mitting their vehicles identity) and the 
signposts have receivers that pick up 
these messages and store them in a local 
signpost memory. Signposts are then 
interrogated periodically and the con- 
tents of their registers destructively 
read out by a central facility. The 
central facility is then aware of the last 
vehicles to pass a given location. The 
problem is that a given signpost can be 
in range of many vehicles even when 
the range is small. Each vehicle sends 

a message for r seconds every T sec- 
onds nominally. Since the vehicle trans- 
mitters are not synchronized, two mes- 
sages can come in simultaneously and 
multilate each other. It is evident that 
as the ratio rIT becomes small, the prob- 
ability of this happening becomes 
reduced because the sources are unsyn- 
chronized. However, because of band- 
width limitations or circuitry speed limi- 
tations, there is a limit to how small 
T can be set. There is likewise an upper 
limit on T, the repetition time; namely, 
T must be small enough so that even 
if the vehicle passes the signpost at its 
maximum speed it will get off at least 
one transmission during the timethe sign- 
post is within its range. Hence, there 
is a certain minimum value r/T can be 
set. The question we pose is "should 
T be set equal to its maximum value 
or a much smaller value ?" If T is set 
equal to its maximum value, the proba- 
bility of multilation on any given trans- 
mission is minimized. If T is larger, the 
probability of a given transmission 
being successful is lower, but there are 
more transmissions. We assume here 
that the variations in T from one vehicle 
to the next are sufficiently large (com- 
pared to r) due to clock frequency drifts 
and tolerances that if two vehicles have 
their transmissions overlap, they will 
not overlap on the next cycle (although 
the next transmissions may overlap the 
transmission of other vehicles). 

To answer the question we try to model 
the process of message arrivals as a 
Poisson process (random arrivals). If 
each source transmits at a rate 1/T times 
per second and gets, on average, one 
message off while it is within range and, 
on average, there are m vehicles within 
range of the signpost, the average arri- 
val rate at the signpost is x =m /T arri- 
vals per second. To get a message of 
r seconds through requires a blank time 
between arrivals of 27. If a new arrival 
occurs between zero and T seconds after 
a message is started, it will mutilate the 
message. If it arrived between -r and 
zero, the starting message will multilate 
it and hence itself be multilated. A well 
known result for Poisson processes is 
that the probability of finding a blank 
time of 27 is a -A2r . Hence the probabil- 
ity of failure, pp, is given by 

pf =1 -exp [ -2mT /T ] (5) 

Now consider the possibility of trans- 
mitting at that rate n/T for each source 
(i.e., increasing the clock rate by a 
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factor n). The rate X is then increased 
by a factor n, and the probability of 
failure on any one transmission is 
1 exp[- 2nmr /T] but since there are 
now n essentially independent trails 

p1= {1 exp[- 2mnr /T ] }n (6) 

This function is plotted in Fig. 2 for 
various values of n. As can be seen 
the optimum value of n depends on 
the value of mr /T. Further, one can 
plot the lower envelope (i.e. the curve 
which is the greatest lower bound for 
all n) and hence derive the value of 
failure probability for the optimum 
value of repetition rate. 

Example 3 -large number of digital 
terminals 

We now consider a communications 
system not at all related to a vehicle 
location but which does have a relation 
to the previous problem. Consider a 
system in which there are a large num- 
ber of terminals each of which generates 
digital messages at random times and of 
variable lengths intended for trans- 
mission to a central point (i.e., termi- 
nals do not communicate with each 
other but only with a central point). 
The terminals send to the central point 
either by wire or radio over a common 
channel (i.e., party line). Assume 
further that there exists a reverse chan- 
nel by which the central point can 
send messages to the terminals. Each 
terminal may receive the messages 
generated by the central source but 
since each message has appended to it 
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Fig. 2- Probability of failure for various values of 
n. 
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the unique number of the terminal for 
which it is intended, terminals "filter 
out" only the messages intended for 
them. We shall not be concerned with 
this reverse channel since the central 
point can organize messages generated 
by it sequentially in an orderly way. 
Our concern is with the forward chan- 
nel; for that purpose, assume that a 
message that is successfully trans- 
mitted by a terminal is essentially in- 
stantly acknowledged via the reverse 
channel, and that if the transmission is 
garbled, no reverse signal is sent at all 
(thereby informing the terminal the 
message was not received by default). 

There are many ways to construct 
such a transmission system. One ob- 
vious way is to divide the channel up 
among the various terminals by giving 
each its own frequency slot (fre- 
quency- division multiplex) or time 
slot (time- division multiplex). How- 
ever, if there are m terminals, each 
terminal is forced to signal at 1/mm the 
maximum channel speed. If most 
terminals are inactive at any one time 
(as, for example, might be the case if 
this system were used for two -way 
capability on a CATV system), the 
channel is not efficiently used. One can 
restore the efficiency by dividing the 
time into a smaller number of slots per 
frame such that the number of slots is 
equal to, or slightly above, the aver- 
age number that are active at any one 
time (or the busiest time) and poll in- 
frequently to see which terminal 
gets assigned which slot. In other 
words, turn the party line into a con- 
centrator. All this requires the termi- 
nals to be mutually synchronized and 
have the logic to bid for slots and 
recognize slot assignments, etc. There 
exists, however, an alternative that is 
attractive in its simplicity and can 
sometimes be more economical.' 

In this scheme, each terminal has a 
small local memory. A message is 
formed in memory as it is generated. 
When it is complete, (the terminal 
operator pressing the appropriate key) 
the message is immediately sent. If 
an acknowledge signal is returned, the 
message is erased from memory 
and the subscriber can generate new 
messages. If no acknowledge signal is 
returned, the terminal idles for a time 
(T seconds) and then retries. It 
keeps retrying every T seconds 
until the message is acknowledged. 

PROB. OF 
RETRIAL 

f (a0) 

00 [ I- f(ao)] TRAFFIC THAT 
GETS THRU 

00.f(00) 

Fig. 3- Traffic flow diagram. 

Just as in the previous example, mes- 
sages that have their messages overlap, 
mutually mutilate each other and 
neither is acknowledged. Each terminal 
has a slightly different repetition cycle 
so that if two terminals interfere on one 
transmission they will not on the next 
cycle. 

We now try to form a mathematical 
model for this system. An assump- 
tion must be made about the statistics 
of message length. It is assumed here 
that the duration of messages are ex- 
ponentially distributed with mean T. 

This is typical of many systems with 
non -constant transmission time (with 
short messages more likely than long 
ones). The new messages generated by 
all the terminals is Xi messages per 
second. Now the dimensionless quan- 
tity ai = Xi r (given the units "erlangs" in 

telecommunications traffic engineering 
parlance) is the "load" placed on the 
system. Clearly no single channel can 
carry more than one erlang, or mes- 
sages build up faster than they can be 
sent out. In this system, the limit is 
lower than unity since the channel car- 
ries not only the initiated load ai but 
also the retransmitted load a, =Xrar. 
The rate X, is the rate at which retrials 
or mutilation occur. The total load 
offered the party line is then a0= A.07= 

a,+ a; = (Xr +).;)r. A flow diagram of this 
is shown in Fig. 3. 

Our aim is to find the maximum traffic 
ai this system can handle and how the 
quality of service depends on ai. An 

immediate result from the diagram is 

a0= a ; +ar a; +a0'J (ao) 

a; =a0[1- Î(a0)] (7) 

What remains is to find f explicitly as a 
function of a0. For simplicity, assume 
the arrival process on the line (X0) is Pois- 
son (arrivals at random). The probability 
that a given arriving message is success- 
fully transmitted (without a retrial) is 

1 f(a0) and 

Probability the line ìs Probability no new 

1 f= unoccupied when the X message arrives while 

message arrives this message is on the 
line 

or 

(8) 
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Now, a well known result in the theory 
of Poisson processes is that if mes- 
sages arrive at random at a mean rate 
ko and last for a time B, where B is 
exponential distributed with mean r, 
the probability that the line is un- 
occupied at any given time is exp [- ao T] = 
exp [ -a0]. This is the first factor on 
the righthand side of Eq. 8. To find 
the second factor simply note that, as 
pointed out in the previous example, 
for a Poisson process of rate Xo the 
probability of no new arrival for O 

seconds is simply exp[ -A°0]. Of 
course, O is a random variable so 
this result must be averaged over the 
statistics of message length. Since 
the message length, B, is exponen- 
tially distributed with mean r, 
the second factor in the righthand side of 
Eq. 8 is 

Jexp(- X00)[r'exp(-O/r)] dB= 

[1+XoT] -1=[l+a0]-t 

Substituting these results into Eq. 8 and 
Eq. 8 into Eq. 7 gives 

ai - ao 
l +ao 

exp(-a.) (9) 

This equation relates the initiated load 
(new traffic) to the total offered traffic 
(new traffic plus retrials) in a one -to- 
one manner. Formally there are two 
values of ai for every value of ao, but 
the larger value of ai is physically un- 
realizable- corresponding to non - 
equilibrium situations. One way to 
measure the quality of the service is 
to define the quantity 4= aolai. Since 
ao is the total of new plus reoriginated 
traffic, e is the average number of 
transmission per message. Using that 
definition and Eq. 9), one can plot 
(Fig. 4) as a function of initiated 
traffic ai. For low values of ai, the 
average number of transmissions is 
only slightly greater than unity (i.e., 
very few are blocked and retrans- 
mitted). When ai reaches about 0.15, 
however, the number of retransmis- 
sions starts to increase very rapidly as 
traffic increases. The maximum initial 
load the system can sustain before 
running away is slightly greater than 
0.2. While this limit is only 20% of 
the maximum ideal capacity, it is 
achieved with extremely simple termi- 
nals. 

21- 

Fig. 4- Average number of trials as a function of 
initiated load. 

Example 4- dispersed -array 
mobile radio system 

We conclude with an example of some 
topical interest. Because of spectrum 
congestion in the land- mobile radio ser- 
vice, a new block of frequencies in the 
900 -MHz region will soon be set aside 
for land- mobile use. Because of the 
rapid growth of mobile radio much 
emphasis is being placed on efficient use 
of this new spectrum. In turn, this has 
led to much discussion of cellular sys- 
tems. One such system called the 
dispersed -array has been described in 
a previous RCA Engineer.' The follow- 
ing is a brief description of the way such 
a system would function. 

The urban area to be covered by the 
dispersed -array, common -user, mobile - 
radio system is divided into a number 
of non -overlapping cells or zones. In 
the center of each zone is a fixed base 
station, and mobile units in the zone 
can communicate with this local base 
station. All these base stations are con- 
nected to a central processing unit (cPu) 
by leased land lines (or by SHF short - 
range, point -to -point radio links). Each 
of the non -mobile subscribers (or dis- 
patchers) to the system is also con- 
nected, by leased line, to this cru. This 
allows for a complete connection 
between any mobile unit and any fixed 
subscriber. [In this simple form, the 
system makes no provision for mobile - 
to- mobile communication; but from the 
configuration described above, it is 
obvious that this too can be done.] The 
CPU is, in effect, a switching center, 
switching dispatcher calls to the proper 
local base station. To do this, the CPU 

must be aware of the location of the 
mobile unit so that the call can be 
switched to the correct base station. 
This shows one use of a vehicle -location 
system. 

7s 

Because of interference, two adjacent 
zones cannot use the same frequency 
channel simultaneously. If a base sta- 
tion (designed to give a nominally cir- 
cular plane pattern in free space) is used 
with enough power to reliably cover its 
zone, its radiation pattern will probably 
spill over to cover major portions of 
adjacent zones and at least some por- 
tions of zones beyond those. Fig. 5 

shows a typical pattern that might 
result; the zones in this drawing are hex- 
agonal in shape. Based on some experi- 
mental data, it is felt that essentially 
interference -free communication can be 
provided if a "two- ring" buffer is 
placed around any active base station. 
That is, the same frequency cannot be 
used at the same time in any of the zones 
forming two rings about the central 
zone. This amounts to 18 hexagonal 
zones "blocked out" for any given fre- 
quency. Using square zones, the cor- 
responding result is 24 zones. For this 
reason, the zones are designed to be 
nominally hexagonal. This buffering 
will still allow a frequency to be used 

COVERAGE PATTERN OF 
THRESHOLD SIGNAL 

SHADED AREA IS FOR ZONES ON WHICH REUSE 
OF FREQUENCY USED IN DARKER ZONE IS 
FORBIDDEN 

Fig. 5- Typical coverage from any one zonal trans- 
mitter. 
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simultaneously in many different parts 
of a metropolitan area. 

One method of assuring this buffering 
of 18 zones around an active base sta- 
tion is to provide adjacent base stations 
with different frequency channels. 
However, from Fig. 6 it can be seen 
that the minimum number of frequency 
channels to do this is 7. This implies 
that each mobile unit must have capabil- 
ity on at least 7 frequency channels to 
insure communications capability in all 
zones. In this system, however, a differ- 
ent approach is used -called dynamic 
frequency assignment. The switching 
and location update facilities at the CPU 

are assumed to be computer controlled. 
This computer can also keep track of 
what frequencies are being used in each 
zone and refuse to use a base station 
on a frequency that is simultaneously 
in use in one of the 18 surrounding 
zones. Each base station is thereby 
equipped to communicate on all fre- 
quency channels assigned to a given 
metropolitan area, but mobile units 
need only be given capability on one 
channel. This is especially important 
since the major cost of the system is 
for mobile units. While mobile units 
need only be equipped for one channel, 
they may also be equipped for more. 
The desirability of this multi -channel 
access is well known. For a constant 
traffic per channel, multi -channel capa- 
bility gives a better grade of service; 
alternately, for a given grade of service, 
the traffic load per channel can be 

increased. Further, complete flexibility 
can be had by offering units with one 
or more channel capability. A customer 
can then purchase or rent a more expen- 
sive unit to provide better service. 

Since the entire system is computer 
controlled, a number of desirable fea- 
tures can be implemented rather easily; 
e.g., giving vehicle location (i.e., what 
zone) on request. It must also be 
pointed out that many interconnections 
accomplished via land lines can also be 
done with point -to -point radio links. 

The question we ask here is "How 
much is performance improved over the 
traditional mobile radio mode of one - 
zone operation ?" One way of answer- 
ing is to calculate the number of times 
a frequency is reused over the entire 
area served by the system. While this 
number depends on the traffic load and 
history, it is possible to give upper and 
lower bounds for the number of reuses 
by using simple arguments (rather 
similar, in principle, to "close packing" 
bounds in information theory). 

To establish an upper bound observe 
that Fig. 6 gives the tightest packing 
so that a frequency is repeated every 
7'h cell or, if there are N cells, at most 
NI? reuses are possible. That tightest 
packing is obtained for a repeat every 
7th cell is easy to prove. Obviously, 
the number is not greater than 7, for 
a repeat every 7'h satisfies the buffering 
rules. On the other hand, a number less 
than 7 would imply that, in Fig. 6, there 

Fig. 6- Repetition pattern for tightest packing. 

18 

is a way of numbering the cells with 
numbers between I and 6 so that no 
cell with a given number is ever in the 
two ring buffer of a cell with the same 
number. This is not true! To show this, 
consider any 7 cell cluster of a center 
cell and the ring (made up of 6 cells) 
around it. Since only 6 numbers are 
used, one of the numbers must repeat 
in the group of 7 and therefore violate 
the 2 -ring buffer rule. Hence 6 or lower 
is not possible. If follows that NI? is 
an upper bound to the number of reuses. 

Can a lower bound be found, and does 
it make sense to talk about one? It does 
if the question is asked in the following 
way -What is the smallest number of 
reuses such that no more reuses can 
be made without violating the buffering 
rules? -this question can be answered 
as follows. If a single cell is used (or 
occupied), neither that cell nor the 18 

cells in the 2 -ring buffer can be used. 
Hence at most 19 cells are taken away 
from use (if the cell is near an edge, 
less are taken away). Of the cells that 
remain, the second use can again take 
away a maximum of 19 cells. (It can 
take less if some of the cells in the 2 -ring 
buffer of the first use are the same as 
some of the cells in the 2 -ring buffer 
of the second). In fact, each cell that 
is occupied "takes away" at most 19. 

Hence as long as the number of 
occupancies multiplied by 19 is less than 
the total number, N, of cells another 
occupancy is possible. The lower bound 
on the number of reuses is then N119 

(to be more precise, the next highest 
integer to N119 if N /19 is not an integer). 
And this cellular arrangement results in 
an improvement between NI7and N /19. 

While the above serves to give an idea 
of the improvement, a more exact pic- 
ture can be given. Basically, we want 
to know what the probability of block- 
ing. Pb. is for a given traffic density. 
If X is the number of mobile calls per 
second in any one cell, and r is the aver- 
age length of a call so that the traffic 
per cell is a =Xr, it can be shown that 
Pb (i.e., the probability that an initiated 
call can only be completed by violating 
the 2 -ring buffer rule and hence is not 
completed) is given by' 

Ph =l 
N 

(dS(a)) 
S(a) 

where S(y) is a polynomial in the 
dummy variable y given by 

(10) 
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¡max 

S(y)= IN;yi (11) 
j=o 

and N; is the total number of ways (com- 
binations) of fitting j occupancies in the 
group of N cells. Hence this traffic 
theory problem reduces to the combi- 
natorial analysis problem of finding the 
polynomial S(y). The coefficients 
of Sly) are the number of ways of 
having j occupancies of a group of 
cells where occupancy of any cell 
precludes occupancy of that cell and 
certain others in a systematic pattern 
(2 -ring buffer). Now consider the 
classic problem of recreational mathe- 
matics -How many ways are there of 
placing j non -taking rooks on a 
chessboard? The similarities in the 
two problems are obvious. In one 
case, the board is an 8x8 -array of 
squares; in the other case, a honey- 
comb arrangement of N hexagons. 
In one case, the occupancies forbidden 
by occupancy of a cell are all other 
cells in the same column or row; in the 
other case, all other cells in a 2 -ring 
belt around the occupied cell. Not 
surprisingly both can be solved in the 
same manner. 

For obvious reasons, we call S(y) the 
rook polynomial. Consider only one 
cell in the group of N. The number 
of ways j occupancies can occur is 
divided into those in which that cell is 
occupied and those in which it is not, 
giving 

NN= number of ways j occupancies 
occur in the group of N-1 cells ob- 
tained by deleting this particular 
cell. 

+number of ways j 1 occupancies 
occur in the group of cells obtained 
by deleting this particular cell plus 
all cells in a 2 -ring buffer around 
this cell. 

Using the notation S(y;c) as the poly- 
nomial corresponding to a cluster of 
cells c, the corresponding expression 
for the polynomial is 

S(y;c)= S(y;c1) +yS(y;c2) (12) 

where ci is the cluster of cells obtained 
by striking out any one particular cell 
and c2 is the cluster obtained by 
striking out that cell plus all cells in a 
2 -ring buffer around the cell. Note 
that ci and c2 are both smaller 
clusters of cells and the polynomials 
for each of these can be factored again. 

X X 

XXXXX XXXXx xXXXX 
xxxx%. xx xx+y. . , Xz xx+y.xxxx+y. .+y 
XXX xxxxx xxXxx xxXx 

x x 
X x%x 

x x z 

Xxx%X . XxxX . 

=zxXx+2y;;+y=xxxX+yXXXx++¿y; ;+2y2+y 
xXXXX XXXXx XXXXX Xx%Xx XX;XX 

Xz Xx 
xXxx+2yxz%x+y2X .X+2Y 

+2Y2 +2Y 2+Y xxXX XXx x 

=zx xX+ '+ x +2y2(1+2y)+y2(I+y)2+2Y(I+Y)(I+2y) XxxX Y X XX X +2y x x 

z 
z 

x z 

Xx x x X 
=xXxX+y . X+y 
XXXZ Xx 

+2y2(I +y) +2Y2 +y 

. X +Y2(I+3y)+2y(I+2y)(I+4y)+2y2(1+2y) 
xx +2Y2(I+2y)+y2(I+Y)2 }2Y(1+Y)(1+2y) z Xz 

z;xx x 'x +y2(1+3y)+2y(I+2y)(I+4y) =xxx+2y;x+y(I+y) xx +4y2(1+2y)+y2(I+y)2 
XX,XZ ;Xx ;xx +2y(I+Y)(I+2y)i2y2(I+Y)+2y2+1 

xx 'xx +2y(I+3y)+2y2(I+Y)+y2(I+3y) 
+ .;xx+y(I+Y) zx +2Y(I+2y)(I+4y)i'4y2(I+2y1+y2(l+y)2 

; z +2y( I+Y)(I+2Y)+2y2 (I+Y)+2y2 +Y 

zx 

=(I+3y) xx 
% Xx 

xx 
(I+3y) 

X 

Xx 
x 

+2Y( I+y ) [I +4y+y ( I+y)] +2y( I+3y1+2y2( I+Y)+y 2 ( I+3y ) 
+2Y(I+2y)( 1+4y )+4y2 ( I+2y) +y2 

( I+y)2 +2y( I+Y)(1+2y) 
+2y2(I+y)+2Y2+y 

+(1+3y)Y(1+2y)+2y(I+Y)(I+5y+y2)+2y(I+3Y)+2y2(I+Y) 
+Y2(I+3y)+2y(I+2y)(I+4y)+4y2(I+2y)+y2(I+y)2 
+2y(I+y )( I+2y)+2y2( I+y)+2y2+y 

= (1+3y)( I+Sy)+( I+3y1y(I+Y)+(I+3y)y(I+2y)+2y(I+y)(I+5y+y2)+2y(I+3y)+2Y?(I+y) 
+y2( I+3y)+2y( I+2y)(I+4y )+4y2 ( I+2y)+y2(I+y )2+2y (1+y )(I+2Y)+2Y2(I+0+2Y% 
1+19 y + 72y2 + 58y3+ 3y4 

Fig. 7- Calculation of "rook polynomial" for a cluster of 19 cells. 

This process can be continued until a 
cluster is arrived at for which the poly- 
nomial is obvious. 

Fig. 7 demonstrates the method for a 
cluster of N =19 cells. Dots indicate the 
center of the cells. Crosses (superim- 
posed on dots) indicate cells that are 
permitted to be occupied. The picture 
of the cluster is used to represent the 
polynomial itself. Note that all pictures 
that are the same after a rotation repre- 
sent the same polynomial and are com- 
bined. Note also that any cluster with 
no crosses has polynomial equal to 
unity (there is one way of putting zero 
occupancies in). A cluster with one 
cross has polynomial 1 +y, etc. Also 
note the obvious result: when there are 
two clusters of crosses at opposite ends 
of the group of 19 such that occupancies 
in one cluster don't affect occupancies 
in the other, the polynomial is the pro- 
duct of the polynomials of the separate 
clusters of crosses. 

The formalism allows one to proceed 
systematically and arrive at all coef- 
ficients Nj of the polynomial in one cal- 

culation. 

Conclusion 

In these examples, which portray actual 
problems encountered in communica- 
tions systems, many branches of 
mathematics come into play. These 
examples, while elementary, help to 
indicate the wide variety of disci- 
plines -from the theory of probability 
and difference equations to Poisson 
processes and traffic theory. Finally, 
the last example, which leads one into 
combinatorial analysis, best illustrates 
the fact that even methods of analysis 
which seem far removed from use in 

communications can be invaluable. 
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Methodology and techniques 
of operations research 
Dr. A. K. Nigam 

The purpose of this article is to acquaint the reader with the general nature of Opera- 
tions Research. The characteristics of Operations Research are examined along with 
the general methodological framework in which typical problems are attacked and 
solved. Special emphasis is placed on the techniques used in finding solutions to 
problems. The techniques Linear Programming, Dynamic Programing, Network Flow 
Theory, Queueing Theory, Inventory Theory, and Game Theory are discussed in some 
detail. 

INCE THE ADVENT OF THE INDUS- 

TRIAL REVOLUTION, there has been 
a tremendous growth in the size and 
complexity of organizations. This 
growth has led to spectacular results but 
has also created new problems. An 
integral part of this growth has been in 
the division of labor and segmentation 
of management responsibilities. Man- 
agers of production, marketing, fi- 
nance, personnel, and the like appeared 
-each with their own objectives and 
value systems. As the complexity and 
specialization in an organization in- 
creased, it became easier for these 
managers to lose sight of the overall 
objectives, and at the same time it be- 
came difficult for the top management 
to allocate the available resources to 
the various activities in a way that was 
most effective for the organization as 

a whole. Problems like these provided 
the environment for emergence of 
Operations Research. 

What is Operations 
Research? 

Instead of trying to give a definition, 
perhaps the best way to explain the 
unique nature of Operations Research 
is to examine its outstanding charac- 
teristics. As the very name implies, 
Operations Research involves 
"research on operations." Operations 
Research is applied to problems that 
concern how to conduct and coordinate 
the activities within an organization. 
The nature of the organization is essen- 
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tially immaterial; hence, the breadth of 
application is unusually wide. The 
approach of Operations Research is 
that of the scientific method. The 
essence of the process, which is discus- 
sed later, consists of formulating the 
problem, constructing a scientific 
(usually mathematical) model and ob- 
taining results from it after verification 
by suitable experimentation. Thus, Op- 
erations Research involves creative 
scientific research into the fundamental 
properties of operations. However, 
because of its very practical orientation, 
in order to be successful, it must also 
provide positive and understandable 
conclusions to the decision maker. 

Another characteristic of Operations 
Research is its broad viewpoint. An 
objective of Operations Research is to 
provide managers with a scientific basis 
for solving problems involving the 
interaction of components of the organi- 
zation in the best interest of the organi- 
zation as a whole. It is evident that 
because of the scope of applicability of 
Operations Research as well as the 
breadth of techniques available, no one 
individual can function well in all prob- 
lem situations. Hence, it is usually 
necessary to use a team approach. The 
team would also need to have the 
experience and breadth of skills 
required to give due consideration to 
the many ramifications of the problem 
throughout the organization and to 
execute effectively all of the diverse 
phases of the Operations Research 
study. 

As an introduction to Operations 
Research, this paper presents a general 
coverage of its methodology and 
techniques. The first part briefly 
introduces the basic methodology of the 
field and the way in which it adapts the 
scientific method to the study of opera- 
tional problems. The second part 
reviews some of the fundamental 
techniques upon which Operations 
Research is based. 

Methodology 

Basically, the major phases of a typical 
Operations Research study2 ' are 

1) Formulating the problem, 
2) Constructing a mathematical model, 
3) Deriving a solution from the model, 
4) Testing the model and solution, 
5) Establishing control over the solu- 

tion, and 
6) Implementation. 

Formulating the problem 

Most practical problems are initially 
communicated to the Operations 
Research team in a vague, imprecise 
way. Therefore, the first order of busi- 
ness is usually to study the relevant sys- 
tem and develop a well- defined state- 
ment of the problem. In formulating the 
problem, consideration has to be given 
to the objectives, the constraints that 
exist, the variables that are controllable 
and the ones that are not, the interrela- 
tionship between the area to be studied 
and other areas of the organization and 
alternative courses of action. What we 
earlier called the broad viewpoint of 
Operations Research is closely con- 
nected with the attempt to define objec- 
tives. The decision maker must be 
clearly identified, and all of his pertinent 
objectives noted. The objectives used 
in the study should be as specific as 
they can be while encompassing the 
main goals of the decision maker and 
still maintaining a reasonable degree of 
consistency with the higher -level objec- 
tives of the organization. This process 
of problem formulation is a very crucial 
one, since it determines how relevant 
the conclusions of the study will be. 
This does not imply that this phase is 

a one -shot process. Actually, the initial 
formulation needs to be continuously 
re- examined in the light of new insights 
obtained during the later phases. 

Constructing a mathematical model 

After formulating the decision maker's 
problem, the next phase is to reform- 
ulate it in a form that is amenable to 
analysis. Many of the questions to be 
resolved at this reformulation are very 
critical and determine the scope of the 
study. It is at this stage that we have 
to decide whether a static model will 
suffice or whether time dynamics have 
to be brought in. Also, whether the 
problem should be modeled as a deter- 
ministic system or include probabilistic 
effects. And, finally, whether a closed - 
form solution should be sought or a 
simulation of the system be used. The 
answers are not easy to come by, but 
the important point is that the essence 
of the problem should be captured by 
the model; that is, the model should be 
a valid representation of the problem. 

The typical mathematical model in 
Operations Research problems has 
three characteristics. If there are n 

quantifiable decisions to be made, 
they are represented as decision vari- 

ables (say xi , x2, . . . , x) whose 
values are to be determined. The 
composite measure of effectiveness 
is then expressed as a function of these 
decision variables (e.g., Effectiveness= 
xi +2x2+ -5xn). This function is 
called the objective function. Any re- 
striction on the values that can be as- 
signed to these decision variables are 
expressed, usually, by inequalities 
(e.g., xi .x2--.3). Such restrictions are 
called constraints. The problem in 
its mathematical context thus re- 
duces to choosing the values of the 
decision variables so as to maximize 
(or minimize) the objective function 
subject to the given constraints. 

As mentioned earlier, constructing the 
objective function is a complex task. 
It requires developing a quantitative 
measure of effectiveness relative to 
each variable. Furthermore, if there is 
more than one desired objective, then 
it is necessary to transform and combine 
the respective measures into a com- 
posite measure of effectiveness. 

Deriving a solution from the model 

After formulating a mathematical model 
for the problem under study, the next 
phase is to derive a solution from this 
model. The next section discusses, in 
detail, the subject of how to obtain solu- 
tions for various important types of 
mathematical models. Here we will dis- 
cuss the nature of such procedures and 
the solutions obtained. 

There are essentially two types of 
procedures for deriving a solution from 
a model: analytical and numerical. 
Analytical procedures generally end up 
using one of the mathematical 
techniques or a variation thereof. 
Numerical procedures essentially try 
various values of control variables in 
the model, analyze the results obtained. 
and select that set of values of control 
variables which yield the best solution. 
This may involve several iterations. 
Sometimes when the probabilistic 
nature of the variables involved is 
important, Monte Carlo technique may 
be required. 

The discussion so far may have implied 
that an Operations Research study 
seeks to find the optimal solution. In 
fact, this is often not the case. Actually. 
with every solution obtained, improve- 
ments are made in the model, input 
data, solution procedure and then a new 
solution is obtained. This process is 
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continued until the expected improve- 
ment in solution becomes too small to 
warrant continuation. 

Testing the model and 

solution 

As has been mentioned before, a model 
is never more than a partial representa- 
tion of reality. The crucial question 
always is: Has the model captured the 
essence of the situation without becom- 
ing cluttered with inconsequential 
details? A model is deemed good if, in 
spite of its incompleteness and approxi- 
mations, it can yield reasonable and 
useful results. Confidence in the model 
can be acquired by testing its results 
over a wide range of input data and 
checking if the output from the model 
behaves in a plausible manner. These 
evaluations can also be performed 
retrospectively by the use of past data 
or by running it in parallel depending 
on the circumstances involved. 

Establishing control over 

the solution 

It is evident that a solution derived from 
a model remains a valid solution for the 
real problem only as long as this specific 
model remains valid. That is, as long 
as the uncontrollable variables retain 
their values and the relationships 
between the variables remain the same. 
Thus, in order to establish control over 
the solution, one must develop tools for 
determining when significant changes 
occur and must make provision for 
adjusting the solution and consequent 
course of action whenever such a 

change is detected. 

Implementation 

A very important aspect of an Opera- 
tions Research study is to implement 
the solution as approved by the decision 
maker. This involves translating the sol- 
ution into a set of operating procedures 
capable of being understood and applied 
by the personnel who will be responsi- 
ble for their use. The success of the 
implementation depends a great deal on 
the support of both the top and operat- 
ing management. Therefore, it is always 
critical to have their active participation 
in formulation of the problem and 
evaluation of the solution. It is also very 
valuable in its own right for identifying 
relevant special considerations and 
thereby avoiding potential pitfalls dur- 
ing all phases. 

It should he emphasized that the steps 
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enumerated above are seldom, if ever, 
conducted in the order presented. By 
its very nature, Operations Research 
requires considerable ingenuity and 
innovation and hence any one set of 
räles or procedures will always be 
inadequate. Rather, the above may be 
viewed as a model to be used in con- 
ducting an Operations Research study. 

Techniques 

As might be suspected, there are certain 
types of problems which arise fre- 
quently. Considerable work has been 
done in developing techniques that 
make use of the special nature of these 
characteristic problems to obtain their 
solution. In this section, we will briefly 
survey the techniques and the related 
problems for which they were 
developed. 

Linear programming 

This is used to solve the general class 
of problems when there are a number 
of competing activities to be performed 
and when insufficient resources are 
available to perform each activity in its 
most effective way.3 , 5 The problem is, 
thus , essentially one of allocating scarce 
resources to activities in an optimal 
manner. Over and above this, a primary 
requirement of linear programming is 
that the objective function and every 
constraint be a linear function and that 
the decision variables be continuous. 

The most commonly used procedure to 
solve linear programming problems is 

the simplex method. It can be shown 
that the region in which all the feasible 
solutions (for which all of the con- 
straints are satisfied) lie is a convex 
polyhedron in n- dimensional space, and 
that the optimal solution corresponds 
to a vertex of this polyhedron. The sim- 
plex procedure first finds a vertex of 
this convex polyhedron and then pro- 
ceeds to examine a neighboring vertex 
for optimality. Since the number of ver- 
tices is finite, the optimal solution is 
found in a finite number of steps. If no 
feasible solution exists, the simplex 
method detects that too. 

Linear programming has been applied 
to a wide variety of problems. For 
example, its application has included 
allocation of production facilities to pro- 
ducts, allocation of bombers to targets, 
selection of shipping patterns, deter- 
mining blending of feed for cattle, pro- 
duction scheduling, and assignment of 

machines to jobs. Even though the sim- 
plex method is powerful enough to solve 
all these problems, there are special 
sub- classes of problems for which still 
more efficient solution procedures have 
been developed. These are the trans- 
portation problem, the transshipment 
problem, and the assignment problem. 
These are covered in detail in any gen- 
eral Operations Research book.35' 

The linear programming model can be 

generalized in several ways by remov- 
ing certain of the underlying assump- 
tions stated earlier. For example, the 
linearity assumptions could be removed 
so that the constraints and the objective 
function can be non -linear. This leads 
to the general area of non- linear pro- 
gramming and no satisfactory pro- 
cedure for solving the general problem 
exists. A second case, integer pro- 
gramming, occurs when the decision 
variables are allowed to have only 
integral values. Solution procedures 
have been developed for this case, but 
they are computationally feasible only 
for relatively small problems. Finally, 
if the deterministic assumption is 
dropped and some or all of the parame- 
ters allowed to be random variables, 
then this leads to the general area of 
linear programming under uncertainty. 
Several reasonable approaches are 
available for formulating such problems 
and for solving special cases. 

Dynamic programming 

This technique is very useful for prob- 
lems which involve a sequence of inter- 
related decisions.' The problems where 
dynamic programming can be applied 
are usually characterized as consisting 
of several stages -each stage having 
several possible states associated with 
it. In general, the states are the various 
possible conditions in which the system 
might find itself at that stage. A policy 
decision is required at each stage, and 
this serves to transform the current 
state into a state associated with the 
next stage (possibly according to a prob- 
ability distribution). In the process of 
this transformation (going from one 
state to the other) the system incurs a 

contribution to its objective function 
and the task is to find the sequence of 
decisions which will lead us to optimize 
the objective function. 

Another required characteristic is the 
Markov property. That is, given the 
current state of the system, the optimal 
policy for the remaining stages should 
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be independent of the policy adopted 
in previous stages. Thus, the only infor- 
mation required at any stage is the state 
the system is in. The technique starts 
by finding the optimal policy for a one - 
stage version of the problem. It finds 
the optimal policy for each state of the 
last stage. Then, it considers a two - 
stage problem and finds the optimal pol- 
icy for all states when the last two stages 
remain. A recursive functional relation- 
ship is usually developed which relates 
the optimal policy for each state with 
m stages remaining to the optimal policy 
for each state with m -1 stages 
remaining. When all the stages have 
been covered, the optimal decision for 
all states is known. The technique 
derives its name from the fact that it 
is dynamic over the stages. Dynamic 
programming has been used very suc- 
cessfully in feedback control and ser- 
vomechanism problems, determination 
of trajectories, inventory and schedu- 
ling processes, allocation of resources, 
finding shortest paths, etc. 

Network flow theory 

This technique is concerned mainly 
with problems that have a network 
character." In the theory of graphs, a 

graph consists of a set of junction points 
called nodes, with certain pairs of nodes 
joined by arcs. A network is considered 
to be a graph with a flow of some type 
along its arcs. The arcs, in general, 
could be directed (they can be traversed 
only in a certain direction) or capaci- 
tated (they can take no more than a cer- 
tain amount of flow). The law of conser- 
vation of flow is usually assumed to hold 
at the nodes. This implies that the net 
flow into a node equals the net outflow 
from that node. Examples of problems 
where these characteristics hold include 
the road network of a city with vehicles 
flowing between the intersections, and 
machine shop with work centers where 
jobs flow over material- handling routes 
from one center to the other. 

The technique of network flows is used 
to find solutions to such problems as 

the maximal flow problem. In a con- 
nected network having a single source 
and sink, this problem involves finding 
the maximum flow that can take place 
from the source to the sink, subject to 
the capacity limitation of the arcs. 
Although the maximal flow problem can 
be formulated as a linear programming 
problem, network theory takes full 
advantage of the graph structure to 

solve it more efficiently. The exact solu- 
tion procedure is based on the max -flow 
min -cut theorem. Another problem in 
graph -like situations is to find the short- 
est path between two given nodes of 
the network when the arcs represent the 
distances between the nodes. 

One of the most important offshoots of 
network flow theory is PERT (program 
evaluation and review technique). It is 

used to evaluate schedules and measure 
and control progress on projects that 
have a graph characteristic (e.g. con- 
struction programs, maintenance plan- 
ning, preparation of proposals). In these 
cases, the nodes are used to represent 
an event that is a specific definable 
accomplishment recognizable at a par- 
ticular instant in time, and each arc rep- 
resents an activity that is one of the 
tasks required by the project. Each task 
has an associated maximum and 
minimum completion time, and the cost 
of doing the task is assumed to vary 
linearly at a given rate between the two 
extremes. PERT can be used to find the 
least -cost solution given a desired com- 
pletion time. It also finds the critical 
path of the project; i.e., it identifies the 
tasks that cause bottlenecks in the pro- 
ject. And finally, it comes up with the 
earliest and the latest starting time for 
each task so that the project can be com- 
pleted on schedule. 

Queueing theory 

This technique, as the name implies, 
deals with queues or waiting lines.9 A 
queue or waiting line is formed when 
customers arrive at a facility and 
demand services that exceed the cur- 
rent capacity of the facility to provide 
the service. Queueing theory problems 
are characterized by an input 
mechanism, a queue discipline, and a 

service mechanism. The input mechan- 
ism describes the way customers arrive 
and join the system. The number of cus- 
tomers may be finite or infinite and they 
may arrive either individually or in 
groups. The probability distribution for 
the arrival pattern also needs to be 
known. The queue discipline deter- 
mines the formation of the queue and 
the manner of the customers' behavior 
while waiting. The disciplines that have 
been treated in detail include first - 
come- first- served and various priority 
procedures. The service mechanism 
describes the arrangement for serving 
the customers. The number of servers 
along with the service time distribution 

(distribution of time elapsed from the 
commencement of service to its com- 
pletion) needs to be known. 

Queueing theory is, in general, con- 
cerned primarily with steady -state 
results, although the differential equa- 
tions governing the transient case have 
been developed in many cases. It 
attempts to answer such questions as 

the expected waiting time in the queue 
as well as in the system for a customer, 
average number of customers in the 
queue and in the system at any given 
time, probability distribution for 
number of customers in the system, 
probability that a customer comes in to 
find the system busy, and average idle 
time for the service facility. By provid- 
ing these answers, queueing theory 
helps the decision maker balance the 
cost of service with the cost associated 
with waiting for that service, and arrive 
at decisions regarding the optimal 
number of servers to have. 

Queueing theory has been applied to 
a wide variety of waiting -line situations. 
It has helped in analyzing traffic delays 
at toll booths. processing of jobs on a 

computer, storage of water at a dam, 
maintenance of machines, etc. 

Inventory theory 

This technique deals with determining 
inventory policies.6 There are many 
reasons why organizations need to 
maintain an inventory of goods. The 
fundamental reason for doing so is that 
it is either physically impossible or 
economically unsound to have goods 
arrive in a given system precisely when 
demands for them occur. Inventory 
must be carried so that customers don't 
have to wait for long periods of time. 
There are, nonetheless, other reasons 
for holding inventories. For example, 
the price of some raw material used by 
a manufacturer may exhibit consider- 
able seasonal fluctuation, and hence the 
manufacturer may buy it at the approp- 
riate time and keep it in inventory to 
take advantage of the price changes. 

Inventory problems usually involve a 

stock of some kind on which demands 
are placed. The stock is depleted on 
meeting these demands and can be 
replenished from time to time. Two fun- 
damental questions that must be 
answered in controlling the inventory 
are when to replenish the inventory and 
how much to order for replenishment. 
In general, it is assumed that the inven- 
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tory system has no control over the 
demands for the items which it stocks. 
Inventory theory attempts to obtain the 
answers by considering the overall 
costs to the system. The relevant costs 
usually turn out to be the cost of procur- 
ing the unit, cost of carrying the unit 
in inventory, cost associated with 
unsatisfied demand (or stockout cost), 
salvage cost, and revenue from selling 
the unit. Other factors that also play 
a part are costs of operating the inven- 
tory system, lead time associated with 
procuring the unit, discount rate, etc. 
The problem is complex because each 
of the cost components has its own 
characteristic nature. For example, in 
procurement costs and in revenue 
derived from sale of units, quantity dis- 
counts come in to complicate the 
situation. 

The two basic inventory situations that 
have been treated quite extensively in 
the literature are the transaction report- 
ing and the periodic review systems. 
The inventory is said to be using trans- 
action reporting when all transactions 
are recorded as they occur and the infor- 
mation is immediately available to the 
decision maker. Thus, it is possible to 
make a decision as to whether or not 
to place an order each time a demand 
occurs. The policy that has been found 
optimal in a wide variety of such situa- 
tions is the (s,S) policy, which is to order 
an amount S -s whenever the inventory 
level drops to s. The order quantity is 
thus fixed, and the time the order is 
placed is a variable. The inventory is 
said to be using a periodic review sys- 
tem when the state of the inventory is 
examined only at discrete, usually 
equally spaced, points in time. The pol- 
icy that has been found optimal in a 
wide variety of such situations is the 
(R, T) policy, which is to place an order 
every time T so that the inventory level 
is raised to R. The time at which the 
order is placed is thus fixed but the 
order quantity is variable. 

Inventory theory techniques have been 
applied to many inventory problems, 
capacity expansion problems, and to 
some water storage in a dam situations. 

Game theory 

This technique is concerned mainly 
with competitive situations where the 
effectiveness of decisions by one party 
is dependent on decisions by another 
party.8 This technique has gained 
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popular recognition because it grew in 
the context of parlor games. The prob- 
lems to which this technique can be 
applied can be characterized by n 

persons in a competitive situation. 
Starting from a given point, there is a 
series of personal moves; at each move 
the players choose from among several 
strategies. Depending on the moves 
chosen, there is a payoff from one 
player to another. The game could then 
terminate or start anew from this end 
position. Games like chess, bridge, 
roulette fall in this category. A primary 
objective of game theory is to develop 
rational criteria for selecting a strategy. 
It is assumed that all players are rational 
and that each will attempt to do as well 
as possible relative to his opponent; that 
is, all are actively trying to promote 
their own welfare in opposition to that 
of the opponent. 

The bulk of the research in game theory 
has been on 2- person zero -sum games. 
As the name implies, these games 
involve two adversaries and one player 
wins whatever the other one loses (i.e., 
the sum of all the payoffs is zero). In 
such games, game theory uses the 
minimax criterion for selecting the opti- 
mal strategies for players. In terms of 
payoff, it implies that the player who 
receives the payoff should try to max- 
imize the minimum payoff and that the 
player who pays the payoff should try 
to mimimize the maximum payoff. If 
the value of the payoff, as determined 
under these two rules, is the same, the 
game is said to have a saddle point and 
the optimal solution is a stable one. 
When such a saddle point does not 
exist, players must resort to mixed 
strategies. It can be shown that such 
problems can also be formulated as 
linear programming problems and 
hence solved by the simplex method. 

One generalization of this game is to 
allow more than two persons to partici- 
pate in the game. Another is the non- 
zero sum game where the sum of the 
payoffs to the players need not be zero. 
For example, the advertising strategies 
of competing companies can effect not 
only how they will split the market but 
also the total size of the market itself. 
Since mutual gain is possible, non -zero 
sum games are further classified in 
terms of the degree to which the players 
are permitted to cooperate. 

It is quite apparent that the general 
problem of how to make decisions in 

a competitive environment is a very 
important one. However, game theory 
has so far succeeded in analyzing only 
very simple competitive situations and 
hence its application has been rather 
limited. 

Other techniques 

The elements of statistical decision 
theory are similar to those of the game 
theory. The major difference between 
it and game theory is that in statistical 
decision theory the decision maker is 

assumed to be playing against a passive 
opponent, nature, which is not trying 
to maximize its winnings or minimize 
its losses. That is, a criterion of rational 
behavior for the opponent does not 
exist, or if it does, the decision maker 
has no knowledge of it. 

Sequencing theory deals with the order 
or sequence in which service is pro- 
vided to available units by a series of 
service points . Queueing theory, in con- 
trast, deals with controlling the times 
of arrivals or the number of servers. 
In sequencing theory the facilities are 
fixed and the problem is to sequence 
the arrivals to optimize the objective. 
This technique is usually combinatorial 
in nature and has been used in n-job 
m- machine problems, line balancing, 
and traveling salesman problems. 

The theory of reliability is concerned 
with life testing, structural reliability 
and redundancy considerations, 
machine maintenance and replacement 
problems. The theory of stochastic pro- 
cesses concerns itself with sequences 
of events governed by probabilistic 
laws. Of special interest are Markov 
processes and branching processes. In 
addition, Operations Research borrows 
standard techniques from several areas 
such as Statistics, Mathematics, and 
Electrical Engineering. 
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Evaluation of microcircuit 
packaging concepts using 
digital computer simulation 
R. M. Engler 

A major portion of the final cost of standard packaged microcircuits is the cost of 
packaging, not the cost of the integrated circuits themselves. The function of the 
package is to provide electrical continuity between the microleads on the integrated 
circuit and the macroleads of a package suitable for mounting on a printed circuit 
board. At the same time, the package provides mechanical and environmental protec- 
tion for the circuit as well as paths for the dissipation of internally generated heat. 
Although a packaging concept can always be found that can provide a solution to 
these functional requirements and satisfy the additional important constraints of size, 
weight, and cost, it is easy to see that the comparison of packaging concepts on the 
basis of these functional requirements (to say nothing of reliability, marketability, avail- 
ability of component parts, flexibility to change, etc.) is a monumental task. 

ir THE CONSUMER -GOODS IN- I N 

DUSTRY, thesize- weightconstraints 
are usually relaxed in favor of heavy 
emphasis on cost. Because final sales 
price generally reflects the direct - 
production unit cost, a fruitful area of 
study for both vendor and user is the 
effect of wages, component costs, 
yields, and production volume on unit 
production cost. The vendor wants to 
study these factors to achieve an 
optimum unit cost that will afford him 
a competitive edge in providing a given 
packaged microcircuit function. The 
user should also study the effect of 
these factors on various packaging- 

production concepts so that he may bar- 
gain effectively on unit selling price and 
mesh his future production require- 
ments with the concept that provides 
him with a competitive edge. To both 
these groups- vendor and user -the 
evaluation of package- production unit 
costs by digital computer simulation 
offers a great benefit. 

The simulation system 

The simulation system discussed in this 
article is IBM's General Purpose Simu- 
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ALUMINA 

SUBSTRATE J 

lation System, GPSS /360.' This system 
consists of a packaged program that has 
its own block -oriented language. The 
internal programming of the simulator 
has already been done and the user has 
merely to learn this general block lan- 
guage to construct the model of his 
system. No previous computer - 
programming experience is necessary 
to become a competent GPSS 
"programmer." However, the user 
must be able to define the precise 
sequential steps of his process and the 
logical decision points at which certain 
tests determine the next step. Each 
sequential step of the process is 
simulated by a specific block type and 
is physically represented by a single 
IBM card. These cards are assembled 
sequentially into a deck that then rep- 
resents the operation of the user's 
system. To this deck are added cards 
that define symbols used in the program 
to control input- output data, and a few 
general control cards supplied by the 
computer system programmer to enable 
the computer to recognize the user's 
deck and perform the required 
simulation. Data input generally takes 
the form of functional definitions and 
initialization of specific easily address- 
able memory locations. Data output is 
provided by matrix savevalues (an x -y 
lattice of memory elements), tables, and 
certain standard statistics on queues, 
storages, and equipment. 
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Fig. 1- Chip- and -wire package. 

It is quite possible that models can be 
built with sufficient documentation of 
the required inputs and the furnished 
outputs to enable management and 
engineering personnel having no know- 
ledge of GPSS programming to perform 
studies of various operating or manufac- 
turing strategies. Some systems could 
be reduced to a "fill in the blanks and 
read the answers" level of simplicity. 

An example 

An actual example of a previously mod- 
eled microcircuit packaging- production 
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concept is the "chip- and -wire hybrid." 
The basic package might appear as 
shown in Fig. 1. The packaging - 
production process is described in the 
flow -chart, Fig. 2. In the usual manner, 
oval blocks indicate inputs and outputs 
to the system, diamond- shaped blocks 
indicate decision points, and rectan- 
gular blocks indicate processing steps. 
The primary flow of parts (no repair) 
is: die bond, wire bond from die to sub- 
assembly of substrate to flatpack, 
epoxy cure, wire bond from substrate 
to package, assembly of lid to flatpack, 
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Fig. 2- Chip- and -wire production -process flowchart. 
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Table I- Comparison of chip- and -wire package concept with several others. 

Column No. 1 2 3 4 5 6 7 8 9 10 11 

Model 
Avg. No 

Systi 
Day 

Avg. No 
Systl 
Year 

Unit cost 
-% 

Tot. val. 
rejects. .q vg, 

val. 

Capital 
utilization Cam 
equipment 

No 
tech 

Avg. unit 
cost Intl 
tech ovhd 

Yearly 
operat- 
ing cost Avg. cost No. re. 

A 5.68 1362 $13.15 37.1 8760 4.52 S 9003 38.3 4 $57.19 $77800 
chip -and -wire $35.49 168 fil3r0 

B 5.68 1362 9.57 32.3 540 3.21 9000 38.3 4 51.32 70200 
29.62 168 23500 

A 13.85 3320 5.41 29.7 244 5.42 5072 16.1 3 26.60 88200 
Concept #2 18.10 45 WO 

B 47.3 11350 1.08 20.3 57 1.10 3712 11.8 3 7.64 86700 
5.15 52 31500 

A 4.97 1192 6.17 29.4 402 5.22 6557 17.7 2 36.82 43800 
Concept #3 21.02 77 37100 

B 4.97 1192 2.67 18.7 122 1.58 6577 17 7 2 30.10 35900 
14.30 77 37100 

A 7.10 1700 13.47 57.7 230 8.22 5201 19 8 3 39.95 68000 
Concept #4 23.35 28 26300 

7.10 1700 9.97 53.5 133 4.75 5201 19.8 3 35.26 60000 
18.66 28 26300 

epoxy cure, and final test. It is interest- 
ing to note the two repair loops in evi- 
dence for die bonding and wire bonding 
and the dual function of the epoxy cur- 
ing oven. The letter B in the upper right - 
hand corner of the CURE EPDXY block 
indicates a batch -processing station as 
opposed to a facility station capable of 
processing one unit at a time. The 
capital -letter labels adjacent to some 
blocks indicate symbolic addresses 
used within the model. Units rejected 
and considered repairable are assigned 
increasing priorities because, in reality, 
they were started first and are probably 
scheduled to be finished first. The effect 
of introducing repairs into a processing 
station and the decision to repair or 
scrap a subassenbly are other possible 
questions that may be investigated by 
the use of the GPSS. 

Quite often, a package depends for its 
economic viability on the percentage 
yield (ratio of number of good units to 
number processed) at various process 
steps. In lieu of factual precedents, 
yields are assumed that add to or detract 
from the desirability of the package. 
Even in this simple example, small var- 
iation of yields A through H can produce 
wide variations in the combined results. 
Thus, digital simulation can provide a 
means for comparing differing assump- 
tions, and, indeed, can pinpoint quan- 
titatively the most sensitive assump- 
tions for more detailed experimental 
evaluation. 

In addition to the question of yield, the 
time -cost ratio associated with each 
process step may be a very complex 

function depending upon such things as 
operator skill, equipment investment, 
quality control on incoming parts, and 
even time of day. Although this model 
makes no extensive provisions for such 
contingencies, the degree to which digi- 
tal simulation can realistically model 
such factors is limited only by the imagi- 
nation of the simulator. 

The example under disucssion was 
coded and run on an IBM model 360/50 
and 360/30 as part of a general compari- 
son of a new package concept against 
some conventional concepts. The time 
unit chosen was 0.001 hour; the simula- 
tion was carried to completion for 100 

units. A typical simulation run of this 
type simulates 14 days of operation in 
two minutes on the model 360/50. The 
cost of the simulation (purchased com- 
puter time) might be $8.00. 

The results of the comparison of the 
"chip- and -wire" package with several 
others are shown in Table I. This table 
is included as a demonstration of some 
of the outputs available from such a 
simulation. The answers output from 
the model are always a function of the 
question under study. Through the use 
of variable statements (both arithmetic 
and Boolean)and functional definitions, 
the simulator can construct a virtually 
unlimited number of answer algorithms. 
The GPSS itself makes heavy use of 
standard statistical techniques and pro- 
vides an easy means of obtaining semi - 
processed data in the form of tabula- 
tions involving frequency distributions 
(the unit of which may, in turn, be an 
event dependent upon a complex 

algorithm) and utilization levels. There 
is also easy access to print -plot graphic 
outputs to facilitate communication of 
results. 

Extension into other uses 

Although the type of application discus- 
sed in this paper is useful for engineer- 
ing /management evaluation of technical 
concepts on a relative, quantitative 
basis, digital simulation has meaning far 
beyond this sphere of interest. In its 
ability to simulate any process capable 
of definition as a series of steps in time, 
the method should become a powerful 
tool for manufacturing engineers in the 
improvement of production processes. 
Personnel involved in the specific areas 
of quality -control testing and produc- 
tion control should also be able to make 
key decisions based upon the simulated 
results of several alternative operating 
strategies. Just as the military has for 
years utilized digital simulation in the 
form of computer -based war gamest to 
enable officers to test battle strategies, 
corporation management should find 
extensive use for a model of their busi- 
ness that would respond to changes in 
operating strategies in hours instead of 
months. 

Conclusions 

Although the type of evaluation under 
discussion could be carried forward 
without a computer, the use of 
computer -based simulation has some 
distinct advantages. Among the advan- 
tages are the speed of obtaining 
answers, the ease of change of data, 
the relatively low cost, and the ease of 
adaptation of results to statistical diges- 
tion. There are disadvantages in the 
false sense of security too often gener- 
ated by the "sacred" numbers issuing 
forth from the computer, and in the 
usual difficulty in obtaining an exact 
model of the physical system. 
However, these two problems are not 
strangers to the user of engineering - 
mathematical approaches to problem 
solution, and, in general, the relative 
ease and speed of obtaining results. 
coupled with the quantitative nature of 
these results, justifies increased use of 
these techniques by both engineering 
and production disciplines. 
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Solution of differential and 
integral equations with Walsh 
functions 
M. S. Corrington 

Differential and integral equations can be solved using Walsh functions. Such functions 
are particularly suited to studies of nonlinear systems. 

WALSH FUNCTIONS I are now widely 
used to analyze communication 

systems° since they have most of the 
properties of Fourier series but are 
more suited to nonlinear studies.3 The 
notation used for the Walsh functions 
by various authors is not standard, so 
will now be developed. 

Rademacher functions 

An incomplete set of periodic rectan- 
gular orthonormal functions was 
developed by Hans Rademacher' in 
1922. The first five are shown by Fig. 
1. The first one, ro(t), is equal to unity 
for 0,t. The next one, r, (t), is a square 
wave of unit height with a period equal 
2" The functions are periodic, so 

rk(t +n)= rk(t),where n = ±1, ±2, ±3, . . 

All of the Rademacher functions have 
odd symmetry about t =0 and t =1 /2. This 
means that the set is incomplete since 
the sum of any number of them will have 
odd symmetry about these two points. 
It is not possible to expand a function 
which has even symmetry about t =0 
or t =1 in a series of rk(t). 

Walsh functions 

The Rademacher functions have been 
combined by Walsh' to form a complete 
orthonormal set of rectangular waves. 
The notation used here is not the same 
as given by Walsh, but the functions 
have the same shape. 

Let b b2b, be an n -digit binary 
number, where the b; are each 0 or I and 
b =1. The Walsh functions will be 
defined as the product of the n Rade- 
macher functions 

Vibn . . . b2b1(t) 

[r bn Jr2 (t )] b 2 fri (t)l b 1 (1) 

Thus 

o(t)=ro(t) I (t)=r1 (t) 
1P t o (t)=r2 (t) 

IIII) 

1 1 (t)=r2 (t) rl (t) 
W l oo (t)=r 3 (t) 
ill l o i(t)=r 3 (t ) ri (t) 

(2) 
(3) 
(4) 
(5) 
(6) 

(7) 
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ro(t) 

oI 

rz(t) - 
0 1/4 1/2 3/4 i 

_IF I i 

r3(t) r4(t) 

1/2 

Fig. 1- Rademacher functions 

In the discussion that follows the 
binary -digit subscript will usually be 
used to identify the Walsh functions, 
but occasionally a letter equivalent will 
be used for convenience. The first six- 
teen of these functions are shown by 
Fig. 2. The ones in the left column have 
even symmetry about the origin, and 
the ones in the right column have odd 
symmetry. 

Multiplication 

If two Walsh functions 

ht, ... b2b1(t)= 
jrtt(t)[bn ...[r2(t)[b2[ri(t)l b (8) 

and 

vQm a2ai(t)- 

[rm(t)ia,n...[r2(t)la2 [ti(l)la' (9) 

are multiplied together, the product can 
be obtained by modulo two addition of 
the binary digits, since the square of 
any Rademacher function in the pro- 
duct of Eqs. 8 and 9 is unity. The Walsh 
functions thus form a closed set under 
multiplication. 

Example: Multiply tO,tt"(t) by is (t). 
By modulo two addition of the binary 
digits, 

Ott "(t)tii(t) =t(t). 
This can be checked by Fig. 2. 

Orthonormality 

It has been proveds.6 that the Walsh 
functions form an orthonormal sys- 
tem in 0 + <1. Thus 

`f i /m(t) /n(1)dt=0 (m#n) 
-o (10) (m=n). (10) 

Walsh series 

Every function f(t) which is absolutely 
integrable in the interval O,t <I can be 

expanded formally in a series of the 
form 

CO 

f(t)_E Cn (i/n(t) 
n=0 

where the constants C. are obtained 
from 

Cn= 

fi 

f(t) ti/n(t)dt 
o 

(n=0, 1,2,...) (12) 

Convergence 

The convergence conditions are given 
by Walsh', Paleys, and Fine". If f(t) is 
continuous in 0_t <1, the series (Eq. 
II) coverges uniformly to the value 

f(t), if the terms are grouped so that 
each group contains all of the Walsh 
functions designated by a given number 

*OOOC 000. 
,r. 

- 

-u 

W W 
OOi 00,0 

0r_+__ -- 
W W 

OiOi 0100 

lr- - . - 
of t '___ 

I 
. . , 

1 

L . _ 
1 

*0110 *Ou 1 

ór 
r-- 

.,,_ _. 

*i00i *i00J 

Lr . JUJ L 
I 

WioiO *i0n 

r 
0 _ -1i db 

*uo10 r ,,*110[1] 
_,IL;uut..1 .IJIIUUL 
*11n t110 

Fig. 2 -Walsh functions 

of binary digits. Iff(t) is not continuous, 
there is convergence in the mean. If the 
Walsh series is truncated at the end of 
a group represented by all of the terms 
given by n binary digits, the partial sum 
of the first 2 terms of the series will 
equal the average value of the function 
in each subinterval of length 2- ". 

Walsh series for ím,2-1 <1, m =1, o ... 

The Walsh series for f(t) =t^1, 

m =0, 1, 2,.. , 

f(t) =E Dn(m) n(t) (13) 
n =o 

is obtained from 

Dn(m)= tm on(t)dt. (14) 
o 

To find a given D "(m), the integral for 
the desired Walsh coefficient can be 
evaluated easily by integrating by parts. 
Example: Derive a formula for D,o(m) 
using integration by parts. 

Dio(m)= f tm 010(t)dt 
o 

t,n+t 1 

=m+1 Viio(t) 
o 

t ,, 
+I (dIo(t))do 

m+1 dt 

m 

-- 
ó m+l 

[S(t)-2S(t-1/4) 

126(t-1/21-25(t-3/4)+8(t-1)1 dt 

=1214"1+1(m+11)][1-2"7+1+3""1 
_ Z4m+11 (15) 

where S(1) is the unit -impulse function. 
By this process the constants of Table 
I can be derived. 

Table I can be used to expand a polyno- 
mial in t, Ot <I, in a series of Walsh 
functions by expanding each power of 
t in a Walsh series and adding the 
results, after multiplication by the coef- 
ficients in the polynomial. 

Integration of Walsh functions 

The indefinite integrals of the first four 
Walsh functions are shown by Fig. 3. 

Thus 
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10(x)= 111 0(t)dt =x (0<x<1) 
0 

=z 0o(x)-41/11(x)101o(x) 

-116 41100(x)- 
. . (16) 

by Table I. Similarly 

I1(x)= f 1(t) d t=x (Ox) 
o 

Table I - Coefficients of Walsh series 

(2<x<1) 

=Ix «0(x)+)/1(x)1 

+z (1-x)[kbo(x)-1Pt(x)l 

=2w0(x)-201(x)+x>Vt(x) 

=4q)o(x)1011(x)-11/441o1(x) 

-312 t001(x)- (17) 

Each integral can be expressed by a 
series 

f' 
00 

tJin(t)dt= E En(m) m(x) (18) 
`0 m=0 

where the E (m) are given by Table II. 

Solution of differential equations 
with Walsh functions 

When Walsh functions are differen- 
tiated, the result is a series of Dirac 
delta functions, one for each discon- 
tinuity, with alternating signs. Second 
and higher -order derivatives lead to 
higher -order singularity functions. A 

r1 
Dn(m)=J tm tyn(t)dt 

0 
en= E J n(t) 

n=0 

m=0 1 2 3 4 5 6 7 

11= 0 1 

1 0 

10 0 

1 1 

2 3 

1 1 

- 4 -4 
1 1 

8 

1 

16 

-11 

16 

11 0 0 

100 0 =1 
16 

101 0 0 

110 0 0 

111 0 0 

1000 0 =1 
32 

32 

64 

0 

1 

4 
-7 
32 

-31 
256 

3 
32 

-127 
2048 

3 

64 

3 
128 
-3 

256 

1 

5 

-3 
16 

-15 
128 
27 

256 

1 

6 

-31 
192 

-691 
6144 

55 
512 

-63 -11971 
1024 196608 
111 

2048 
123 

4096 
-3 

128 

=1 -511 -255 
32 16384 8192 

235 
4096 
295 

8192 
-535 

16384 
-195331 
6291456 

1 

7 

-9 
64 

-219 
2048 
429 

4096 
-3939 
65536 

7659 
131072 

10749 
262144 

-645 
16 384 

-64899 
2097152 

1 

8 

-127 
1024 

-13231 
131072 

819 
8192 

-993007 
16777216 

15309 
262144 
23499 

524288 
-46179 

1048576 
-66198511 

2147483648 

8 

1 

-85 
768 

-9325 
98304 
18565 

196608 
-731725 

12582912 
1454125 

25165824 
2390725 

50331648 
-37065 
786432 

-49424845 
1610612736 

Table II - Coefficients for integrating Walsh functions, En(m), Eq. 18. 

m=0 I 2 3 

n= 0 

1 

10 

11 

100 

101 

110 

111 

1000 

1001 

1010 

1011 

1100 

1101 

1110 

1111 

1 

2 
1 

4 

1 

8 

0 

16 

4 -8 0 

1 0 0 -8 

0 0 0 

o o 

o o o 

o 

8 

0 0 

0 0 16 

0 0 0 
1 

16 
1 

0 0 0 32 

1 
0 32 0 

1 

32 

0 0 0 

0 o 

0 

0 

32 

0 0 0 0 

(1 0 0 0 

0 0 0 0 

o 0 0 0 

30 

4 5 6 7 8 9 10 11 12 13 14 15 

16 
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o 

o 

o 

0 

0 

0 

0 

0 

0 

32 
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0 

0 

0 

=1 
16 

0 

o 

o 

o 

0 

0 

0 

0 

0 

0 

0 

32 

0 

0 

0 

0 

16 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

32 

0 

0 

0 

0 

-1 
16 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

32 

-1 
32 

0 

0 

o 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

=1 
32 

0 

o 

o 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

32 

o 

o 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

o 

0 

o 

32 

o 

0 

0 

0 

0 

0 

0 

0 

0 

0 

o 

0 

o 

0 

o 

o 

32 

0 

0 

0 

0 

0 

0 

0 

0 

0 

o 

0 

o 

0 

o 

o 

0 

1 

0 

0 

0 

0 

0 

0 

0 

0 

o 

0 

o 

0 

o 

o 

0 

0 

-11 

32 

0 

0 

0 

0 

0 

0 

0 

0 

o 

o 

0 

o 

o 

0 

0 

o 

-1 
32 

0 

0 

0 

0 

0 

0 

0 

0 
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careful study of these functions has 
shown that such series are not very use- 
ful in solving differential equations 
since the resulting series are usually 
divergent. 

If the Walsh functions are integrated, 
the discontinuities are removed, as 
shown by Fig. 3. Successive integrals 
smooth the functions even more. Table 
I I gives the coefficients, En(m), for per- 
forming the integration of a given Walsh 
series. 

The differential equations will be solved 
for the highest derivative first. This 
result will then be integrated succes- 
sively the required number of times to 
give the solution to the differential equa- 
tion. 

Integral representation of derivatives 
Consider the differential equation 

d"y d"-ly 
dx" +al (x)dx"-1 

+an(x)y°f(x) (19) 

where it will be assumed that the a's 
are well behaved at the origin. Let the 
highest derivative be 

dny 
=u (x). (20) 

dx" 

Then 

d"-1y x 

dxn-1 -f u(t) dt+C1 
o 

(21) 

where C1 is the constant of integration. 
Integrating again gives 

d" -2 x ¡'s 

dxn-2 
dsJ u(t)dt+C1x+C2 (22) 

-0 0 

where C2 is a second integration con- 
stant. Interchange the order of integra- 
tion to give 

d"-2 f x ¡'Y 

n 2= u(t)dt J ds+C,x+C2 
dx o t 

= f x(x-t)u(t)dt+C1x+C2. (23) 
o 

This process may be continued to give 

1 

y= (n-1)!J9 (x- On- lu(t)dt 

+ Cn-k(k) (24) 
k=o k! 

If the integral representations for the 
derivatives -Eqs. 21, 23, and 24-are 
substituted into the differential equation 
(19), the result is 

¡x 
u(x)+ J a1(x)+a2(x)(x-t)+a3(x) 

(x-t)2 
. . . 

+an(x)(x-t)"-1 1 u(t)dt 
2! (n-1). J 

=f(x)- an (x)Cl -a2 (x) [C1 x+C2 ) 

- 

or 

o 

ivy) 

o 

x 

I*of t ldt 

rIltldt 

k o n - 
-an(x) E 

l Cn-k(kt ) (25) 
o x 

k=0 

f(x_t)k_1u(t)dt u(x)+ ak(x) 

k= (k-1)! o 

=g(x) (26) 

where 

g(x)-f(x)- E ak(x) E Ck-j X tt (27) 
k= 1 j=0 

Solution of integral equation 
using Walsh functions 

Eq. 26 is Volterra's linear integral equa- 
tion of the second kind (Ref. 7, p.3). 
For it to have a solution it is necessary 
that the C's have definite values. These 
are determined by the boundary condi- 
tions for the differential equation. 

The solution is obtained by the method 
of successive substitutions (Ref. 7, 
Chap. 2). Assume ak(x) #0 and g(x)0 
are real and continuous in 0,-sx< 1. To 
start the solution let 

ul (x)=g(x) 

n x 

- (ijl f (x- t)k - 1 uo(t)dt 

(28) 

and assume an approximation to the 
desired result, uo(x). Substitùte this in 
Eq. 28 and find u,(x), which is an 
improved result. Substitute u,(x) into 
the integral (eq. 28) and find a new 
approximation, u2(x). The process of 
iteration is continued until the result is 
as accurate as desired. The sequence 
of partial sums converges absolutely 
whenever the integrand is well behaved. 

The initial approximation can be one 
or two terms of a Walsh series. The 
solution requires the expansion of 
integrals of type 

o 

, 

0 1/4 1/2 3/4 

x o 

X 

X 

I I 

0 1/4 1/2 3/4 

Fig. 3-Integrals of Walsh functions. 

1 
¡x 

k1 
J(x-t)kIJ/n(t)dt (k=0, 1, 2, ) 

o 

in a Walsh series. The case for k =0 has 
already been solved and the series coef- 
ficients, En(m), are given in Table II. 
The series for higher values of k will 
now be derived. 

Evaluation of weighted integrals 

Expand the weighted indefinite inte- 
grals of l'ln(x) used to solve Volterra's 
integral equation in a Walsh series. Then 

1 J(Xt)m(t)dt 

=E F,.(m, n)IP,.(x). 
r=o 

(29) 

Multiply both sides by >p,(x) dx and 
integrate from 0 to 1. The Walsh series 
coefficients are given by 

F,.(m, n) 

1 

1 ('x 

I'(m+1) 
,.(x)dx J (x-t)mtn(t)dt. 

(30) 

The coefficients F,(m,n) can be 
evaluated in the following manner. 

Example: Expand the integral 
in a Walsh series. 

1 fx - J (x-t)`" Út 1(t)dt 
m! o 

31 

www.americanradiohistory.com

www.americanradiohistory.com


32 

Table IV - Table of Fr(2.n). 

Z J 
A(x-t)2 >yn(t)dt=EFr(2,n) Jdr(x) 

0 r=0 

co 

r= 0 I 10 11 100 101 110 111 

n= 

1 

10 

11 

100 

101 

110 

111 

24 
'7 

192 
31 

1536 

64 
127 

12288 
1 

128 

-7 
192 

-1 
32 

-1 
64 

-17 
1536 

12- 8 

-65 
12288 

1 -1 
512 256 

512 o 

-31 
1536 

- 1 
64 

12- 8 

25- 6 

-1 
256 
- 1 

512 
-17 

12288 

o 

64 
17 

1536 
] 

256 

o 

512 

0 

0 

-127 
12288 

-1 
128 
-1 

256 

51- 2 

512 
-1 

1024 

204- 8 

128 
65 

12288 
1 

512 

1 -1 
256 512 

1 

512 
17 

12288 

o o 

1 1 

1024 2048 

0 o 

o 

o 

17 
12288 

o 

1 

2048 

o o o 

-17 -1 
12288 o 2048 o o 

m+I 
= 

(m 
x (x< Z ) 

+1)! 

_(-1) ((x-t)m+1) 
m! m+1 

+I I 

((x 
m+1+1 

x 

o 

x 

1 /2 

o 

12 

(1<x< 1) 

(0 <x< 1) 

Table Ill - Table of Fr(1,n) 

(31) 

Expand each power of x and x -1/2 in Eq. 
31 in a Walsh series, using the coef- 
ficients D (m) of Table I. Multiply the 
Walsh functions and collect terms to 
give the coefficients Fr(m, 1). The 
results for m =1 and 2 are given in 
Tables III and IV. A similar process 
can be used for higher values of n. 

Example: Solve the differential equa- 
tion dyldx -y =0 with the boundary 
conditions y =1 at x =0. 

Let dyldx =u(x) 

so 

y= J u(t)dt+l. 
o 

The integral equation is 

fox 

n(t)dt=EFr(1, n) yr(x) 
r=n 

r= 0 / /0 11 100 101 

n= 0 

1 

10 

11 

100 

101 

110 

111 

1 1 -1 1 

6 -8 16 32 
1 -1 -1 
8 12 32 

1 _1 =1 
16 32 48 

0 0 
32 

1 -1 -1 

32 64 128 

0 

-1 
32 
-1 
64 

64 

o 

o o 

-1 -1 
48 0 128 

0 o 

128 

-1 
192 

64 
o o 

128 0 192 

0 0 0 0 0 
128 

0 128 0 0 0 0 

u(x)=1 + J xu(t)dt. 
0 

The first approximation, for small x, 
will be taken as the constant term on 
the right of the integral equation. Let 
uo(x)= tJr(x). Then 

ul(x)=>yo(x)+ 
`0 

=-3.0000- q$1(x) 

by Table II. The second approximation 
is 

u2(x)=0o(x)+ f [ 200(t)- á0, (t)j dt 

-1600(x)- $ '1(x)- 16 010(x) 

+3A2 LP11(x)- .. 

by Table II. The third approximation 
is 

u300-00(x)+i g;1(t) 

-16 co(t)+3!2 W1110- ...]dt 

=1.726600(x)-0.4180 tit 1(x) 

-0.2109 ty 10(x)+0.0469 011(x) 

- 0.06 25 19 1 o0 (x)+0.0234 li/ 101(x) 

+0.0117 tyllo(x)-0.0020 1Ji111(x) 

This process can be continued to give 
any prescribed accuracy. The final 
result for an eight -term approximation 
is 

dy x u(x)=d=e =1.718280o(x) 

Table V - Comparison of eight -term approximation with true value. 

Range 
Eight -term 

approximation 
ex at 

mid -interval 

o-g 

1 2 
8 -8 
2 3 
8 -8 
3 4 
8 -8 
4 5 
8 -8 
5 6 
8 -8 

6 7 
8 -8 

7 8 -1 

1.06519 

1.20701 

1.36773 

1.54983 

1.75621 

1.99003 

2.25499 

2.55525 

1.06449 

1.20623 

1.36684 

1.54883 

1.75505 

1.98874 

2.25 35 3 

2.55 359 

110 111 

1 0 
128 

1 
0 128 

o 0 

0 0 

0 0 

0 o 

192 0 
-1 

0 192 
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Fig. 4 -First and second approximation to u(x)= ex. 

-0.42084 1i 1(x)- 0.21367 ti 1 O(x) 

+0.05233 tli i i (x)- 0.10725 lb ,00(x) 

+0.02627 t1tot(x) +0.01334 iLllo(x) 

-0.00327 iii111(x)+ 

Integration, using Table II gives the 
value of y, since 

y=1 + J xu(x)dx=ex 
o 

Fig. 4 shows the first and second 
approximations to the solution and Fig. 
5 shows the eight -term approximation. 
If a smooth curve is drawn through the 
midpoint of each horizontal step, it will 
be very close to the correct value. Table 
V shows a comparison of the eight -term 
approximation and the true value at 
each mid -interval. The accuracy is very 
good considering that the series was 
truncated after the eighth term. 

Effect of nonlinear operations on a Walsh 
series 

Any well -behaved waveform can be 
expressed as a Walsh series over a given 
interval. If the series is truncated at the 
end of a certain group of Walsh func- 
tions of a given order, the resulting par- 
tial sum will be a stairstep approxima- 
tion to the desired waveform. If this 
stairstep function has a single -valued 
nonlinear transformation applied to it, 
the result will be another stairstep func- 
tion with the same number of steps, but 
the heights of the individual steps will 
be changed. The new resulting series 
can be transformed by additional non- 
linear operations if desired. The effect 
will always be to modify the coefficients 
of the given series, but the resulting 
series will never have any additional 
terms not in the groups included before 
the original series was truncated. It is 
not necessary to perform an integration 
to find the coefficients; they can be 

u(x) 

30- 

25 

20 

S 

10 
o 

u(x) e' 
8 - TEAM 

APPROXIMATION 

1/4 I/2 3/4 

Fig. 5 -Eight -term approximation to u(x) =ex 

obtained by simple algebraic processes. 

This property can be used to solve a 
wide variety of nonlinear differential 
equations, since the successive itera- 
tions can be carried out without com- 
plicated integration procedures. Fig. 6 

shows the solution to the nonlinear dif- 
ferential equation 

d2y 
dx2 

=2y2 

with the boundary conditions x =0,y= I, 

y' =0. The associated nonlinear integral 
equation is 

u(x)=2 [l+f(Xt) u(t)dd 
2 

o 

The accuracy is quite good, considering 
the limited number of terms of the 
Walsh series that was used. 

Conclusions 

Differential and integral equations can 
be solved using Walsh functions and 
previously prepared tables of coef- 
ficients. In each small interval, the 
approximate solution will approach the 

24 

2.2 

2.0 

6 

2 

X 

mean value of the true solution in the 
same interval. The Walsh functions 
have simple rules for multiplication and 
the computation of partial sums of the 
series. 

The solution to the differential or 
integral equations will be periodic, but 
can be extended to non -periodic func- 
tions by using the values at the end of 
one period as the boundary conditions 
for the start of the second period. 
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Fig. 6 -Walsh- function approximation to solution 
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Dynamic characteristics of 
several algorithms for 
real -time digital processing 
R. C. Blanchard 

The autopilot for the Space Shuttle will utilize digital processing for the servo - 
compensation networks. Such networks can be synthesized by any of a variety of 
algorithms for solving differential equations. In this paper, several of the more common 
types are considered, with dynamic response as the principle criterion in the form 
of gain- and -phase plots vs frequency while operating on a Ist -order differential equa- 
tion. It is concluded that the trapezoidal integration rule and Runge -Kutta 2nd -order 
rule (explicit solution method) when applied to the 1st- degree equation have advan- 
tages over the other methods considered in terms of desirable attenuation characteris- 
tics for input frequencies up to 1/2 the sampling frequency. 

WITH THE PROSPECTIVE use of 
a digital autopilot for the Space 

Shuttle, it is necessary to select the best 
technique for integrating the required 
equations. In this study, the dynamic 
lags of several techniques are compared 
in the frequency domain to aid in this 
selection. (Although many comparisons 
of computational algorithms have been 
made in the past for "batch" process 
solutions with accuracy as the figure - 
of- merit, the dynamic characteristics of 
the processing technique is a much neg- 
lected subject and is critical to real -time 
solution within a control loop). 

The usual criterion of solution accuracy 
is not, it is felt, of importance in the 
operation of an autopilot because static 

R. C. Blanchard 
System Dynamics 
Aerospace Systems Division 
Burlington, Mass. 

received his BSME and MSME from Massachusetts Institute 
of Technology in 1952 and 1953 respectively with 
emphasis on feedback systems. Following one year of work 

as a Staff Engineer at MIT, he was a member of the U.S. 

Army serving as an engineering specialist at Frankford 
Arsenal, Phila. After joining RCA in 1956. he was assigned 
a variety of work in system dynamics including advanced 
airborne fire- control. AICBM hydrofoil control systems. LM 
Rendezvous Radar, Stabilized Platforms, Cobra night - 

surveillance system. and, most recently. NASA's Space 

Shuttle 

inaccuracies due to computation are 
cancelled by loop action in the 
autopilot. Accordingly such typical 
considerations as truncation and round - 
off errors are not covered in this paper. 

Candidate integration rules 

The following integration rules have 
been compared for dynamic response 
while operating on a l" -order differen- 
tial equation. 

Rectangular rule 
Trapezoidal rule 
Runge -Kutta 2nd -order 
Runge -Kutta 4th -order 
Nystrom's rule- 2nd -order 
Impulse- invariant algorithm 

Sample equation 

The following simple first -order equa- 
tion was used to compare the various 
techniques for dynamic response and 
is representative of those that may be 
derived from higher -order equations by 
order -reduction techniques: 

dy= 
dt 

Y 1 

x (Ts +l) 

or 

General analysis method 

The analysis was carried out in six 
steps: 

l) Write the time -domain process equation, 
2) Simplify the algorithm if necessary, 
3) Transform to the Z domain, 
4) Evaluate for Z =exp (- jcoT), 
5) Write computer program to generate out- 
put, 
6) Run program and plot results. 

Reprint RE- 18 -3 -17 

Final manuscript received August 29. 1972 

Rectangular rule 

The general rectangular integration rule 
is: 

dy 
Yn =Yn-1 + T 

(d-t n-1 

Y where 
d 

= (xn-1 -l'n-1) dt n_1 T 

It is preferable to reduce dynamic lag 
by taking: 

dy 1 - (xn Yn-1) dt ,,_i T 

(if this is not done, a phase lag substan- 
tially exceeding that of the analytic 
function results); 

Then, the modified rectangular rule 
yields: 

Yn =Y n -1 + 7 (xn -yn -1) 

The equivalent "z" transform is: 

Y= Yz -1 +T (X- Yz -1) 

Whence: 

Y T 1 

X T I+ z-1 [TIT- 1]) 

and 

Y* T 1 

X* T (1 + exp(-jwT) [TIT - 1 ]) 

or 

Y*(jw) 
X*(jw) 

T(I1+(T1r-l)cos(- wT)lJ-/[(T/r- 1)sinwT1) 

where Y *, X* are the sampled trans- 
forms. 

Evaluation of the final expression was 
carried out over a range of frequencies 
using a Telcomp program for a given 
choice of (T /T). This same approach has 
been applied to several additional 
algorithms presented in the succeeding 
paragraphs of this paper. 

Trapezoidal rule 

Yn =Yn-1 + (xn-1 
2 

xn 
Yn-1) 

Note that two values of x(t) are aver- 
aged in this rule. 
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The Z transform is: 

Y r¡Xz 2+X 
Yz 1I 

or 

Y 1/T\/ z-'+1 
X 2 T 1+ z-' [T/T -1 ] 

where f denotes dyldt 

1 (T) 

.(xn-,[1 T/r] J'n-t[1 +Y,E-!',1-E) 

Transforming, and collecting terms: 

Y 1/2(T/r)(1 + z-' [1- TIT] ) 
X* 1 T}} exp(-jTw)+1 X(1+z'[ 1+T/T 1/2(T/T)]) 
X* 2 r / l + exp(-jTw) [T/T - 1]) 

Finally: 

Y* 1 (T) 
X* 2 (r) 

Whence: 

Y* 

X* 

112(T/r)([1 +AcoswT] - j[Asinwf] 
(1+coswi)-j(sinwT) ([1+BcoswT] -j[BsinwT]) 

(1+ [TO- 1] coswT)- j(T/r- 1)sin(wT) 
A=(1- TIT) 

B = (-1 + (TIT)- 1/2(T/7)2 ) Runge -Kutte -2nd -order rule 

1 

Y =Yn-1 2L Tf (tn-1 TYn-i ) Impulse -invariant algorithm 

This algorithm generates a sampled out- 
+ Tf(tnTYn -1 + T.f[tn -1 ,Yn -1 ] )] put function with values identical to 

4 

O 

a 
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-3 
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1.o to lm 

ii 
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I 

' 
D/Tbll 

SAMPLING FREQUENCY - MIb 1, 

GATA FER Id, IET 

Fig. 1- Magnitude comparison of four integration rules, each acting on a 1st -degree 
equation -(dynamics of a zero -order hold are not includec). 
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T 
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IDo 
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*". :\ Zn'br 
tnfb 

CHAAACTERIiTICS REPEAT 

EVERY tnlb Ha 

DATA OF FEE 10.197. 

.t0 

.20 

-20 

-t0 

-60 

_BO 

Fig. 2 -Phase comparison of four integration rules, each acing on a 1st- degree 
equation -(dynamics of a zero -orde- hold are not included). 

those of a given Laplace transfer func- 
tion at the sampling instants for an 
impulsive input transient. 

It is implemented directly from the z- 
transform as derived from the Laplace 
transform: 

y(s) 1 Y(z) 1- exp(- T/7) 

x(s) Ts+ 1 X(z) 1 - exp(-T/r)z-' 

where the numerator has been scaled 
to yield unity at zero frequency. Using, 
as before, z-' exp ( -jtoT), we have: 
Y( /w) 

X(jw) 
(1 - exp(-T/r) 

(1 - exp(- T/r)cosw 7)+ j exp(- T/r)sin wT 

which is evaluated and plotted in Figs. 
1, 2, 6, and 7. Since this method requires 
an identical number of computer 
"equivalent additions" to that of the 
rectangular rule, both are shown in 
Figs. 6 and 7 for the same sample fre- 
quency. 

Nystrom algorithm 

The Nystrom algorithms is a 4'h -order 
method applied to a 2nd- degree equa- 
tion. It is very similar in this form to 
the Runge -Kutta algorithm and, when 
reduced to 2nd order, is identical to the 
Runge -Kutta just derived. 

Results in the frequency domain 

The results of the frequency domain 
response of the preceding four tech- 
niques (Nystrom identical to Runge - 
Kutta) are presented in Figs. 1 through 
4 and are there compared to the pre- 
cise analytical function in magni- 
tude and phase shift. 

In Figs. 1 and 2, a sample- period/ 
time -constant ratio of 0.5 was used. 
This is equivalent to: 

(sample frequency) = 47r (break fre- 
quency) 

In Figs. 3 and 4,: 

sample frequency IO7r (break fre- 
quency) 

Note that the characteristics repeat for 
a frequency interval equal to the sample 
frequency. Furthermore, the amplitude 
characteristic is an even function about 
the Nyquist frequency (1/2 the sampling 
frequency) if plotted with a linear fre- 
quency axis; the phase is an odd func- 
tion on a similar plot. 
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Fig. 3- (above) Magnitude comparison of three integration rules, each acting on a 1st-degree 
equation- (dynamics of a zero -order hold are not included. Fig. 4- (right) Phase comparison 
of three integration rules, each acting on a 1st- degree equation -(dynamics of a zero -order 
hold are not included. 

The trapezoidal solutions seem to rep- 
resent the best choice of those studied 
since the attenuation is generally 
greater and the phase -shift some- 
what smaller than that of the analytic 
function. 

It is important to note that these charac- 
teristics represent the values at a series 
of sample instants and that they may 
not be utilized as an analog output until 
a digital -to- analog converter, including 
a zero -order hold, has been introduced. 
The dynamic characteristics of a hold 
device are far from negligible as will 
be seen in the following section. 

Runge -Kutta 4th -order solution 

This algorithm is usually represented as 
follows: 

Yn+1 =Yn+6 (ko+ 2k1 +2k2 +k3) 

ko = Tf(xn,Yn) 

k1 =Tf(xn+1/2,Yn+ko/2) 

k2 = Tf(xn+112,Yn + k1I2) 

k3 = Tf(xn+1,Yn + k2) 

Since a real -time solution cannot 
include future data in a current calcula- 
tion (as x +1), a change in indices is 
required to provide for real past and 
present data: 

Yn =Yn-1 + 6 (ko + 2k1 + 2k2 + k3) 

k0 = Tf(xn_1,Yn-1) 

k1 = Tf(xn-112,Yn-1 +k0/2) 

k2 = Tf(xn-112,Yn-1 +k1/2) 

k3 = T.Î(xn,Yn-1 + k2) 

36 

Since: 

J(xn-1 yn-I ) - 
Clt T n-1 

then 

ko = (T /T)(xn -1 - Yn -1) 

k1 = (TIT) (xn -112 - [Yn -1/2 + ko]) 

k2 = (TIT)(xn -1/2 - iYn -1 /2 +k1 /2]) 

k3 = (TIT) (xn - [Yn -1 + k2 ] ) 

Because of the nesting of the above 
equation set, the algebra becomes tedi- 
ous. The result of simplifying is: 

Y I/ 6( T /r)[I +Bexp(- /wT) +Cexp(- jwT/2)] 
X I1 +A exp(-j(Jr)] 

A =[- 1 +Tir- 1 /2(T /r)2 +l /6(T /r)3- I /24(T /r) °] 

8 = ] I T/r + 1/2(T/2)2 - 1 /4(T /r)3 ] 

C= [4 - 2(T /r)+ 1 /2(T /r)21 

It will be found that, for jtoT -41; 
(Y /X)-- 1 as required. The frequency 

DATA OF FEB 16, 1972 

response is computed from: 

r 
X4' 

= 1/6 (TI r) 

40 

10 

-40 

60 

-80 

t2 

{ 11 + B cos w T+ Ccos (wT /2)] +j 1 -B sin OJT - C sin (w T /2)] } 

(1 +A cos w7)-- /A sin cor 

Note that the expression contains terms 
in wT and (0T /2, the latter being the 
result of the original inter -space sam- 
ples required for terms like x _,. Since 
samples of the input are needed at these 
points, the sample period should prop- 
erly be called T /2. The corresponding 
sample frequency is therefore twice as 
high as the parameter T would indicate. 
On this basis, two sample frequencies 
were used in the dynamic response: 

sample frequency 
quency) 
and 

87r (break fre- 

sample frequency = 207r (break fre- 
quency) 
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Fig. 5 -4th -order Runge -Kutta on 1st -degree equation ... additional phase lag 
beyond that of analytic function; magnitude divided by that of analytic function. 
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The plots of Fig. 5 show the results with 
the amplitude function plotted as: 

Magnitude function = (mag. of R -K 41h- 

order)l(mag. of analytic function) 

The phase function plotted is: 

Phase function = (phase of R -K 41h - 

order) -(phase of analytic function) 

Each phase curve is drawn only up to 
a frequency equal to 1/2 the sampling 
frequency because the remainder of the 
curve (rfs <f <fs) lies at large positive 
phase values. 

The effect of a zero -order hold is drama- 
tic when applied to the lower sampling 
rate case. It contributes the most signifi- 
cant phase lag by far compared to the 
Runge -Kutta solution as may be seen 
by the dashed curve. 

Additionally, the zero -order hold's 
amplitude characteristic is such as to 
attenuate the peak in the Runge -Kutta's 
ratio- magnitude function, reducing it to 
zero at the sampling frequency. 

Choice among methods 

The time duration of each computation 
cycle must be taken into account before 
selection may be made as to the pre- 
ferred equation solution technique. If 
sampling may be accomplished as often 
as desired, then the simpler algorithms 
may be computed at a higher frequency 
than the more complex. Accordingly, 
the properties of the processor under 
consideration as well as the equation 
to be solved must be considered. The 
analytical methods presented above 
may be used with whatever parameter 
values need to be compared. 

Specifically, an estimate has been made 
of the number of "equivalent addi- 
tions" among the several methods pre- 
sented, and a separate sampling interval 
that is proportional to the number of 
such additions has been chosen. With 
the number so estimated normalized to 
unity for the trapezoidal algorithm, the 
corresponding sample periods come out 
to: 

Algorithm 
Trapezoidal 
Rectangular 
Runge -Kutta -2nd -order 
Runge -Kutta -4th -order 
Impulse -invariant 

Sample period 
l.0 
0.562 
1.0 
1.75 
1.0 

Note that the estimates of sample 
period for both Runge -Kutta techniques 
are based on the explicit solutions pre- 

sented earlier and therefore represent 
significantly fewer computer operations 
than would be required for the tradi- 
tional Runge -Kutta algorithms as usu- 
ally programmed. (Note that a mini- 
mum of computer operations per time 
slice and not a minimum of storage lo- 

cations is desired in a digital auto- 
pilot). 

Figs. 6 and 7 present the results of this 
comparison for three appropriate sam- 
pling rates. The curves of the Runge - 
Kutta 2 "d -order are missing because 
they are identical to those presented in 
Figs. 3 and 4, and the sampling period 
is the same as the trapezoidal- algorithm 
sampling period. 

Conclusions 

There is an appreciable variation in 
dynamic characteristics among the 

methods studied. When one takes into 
account the more frequent sample pro- 
cessing that is possible for the simpler 
algorithms in a computer of given 
speed, it is found that such simpler 
techniques offer better dynamics in 

terms of suitability for closed -loop con- 
trol than those having more elegant 
structure. 

Accordingly, the trapezoidal rule pro- 
vides a desirable extra attenuation 
characteristic and excellent phase 
match up to a frequency close to one - 
half the sampling frequency and is con- 
sidered the most suitable algorithm of 
those studied for closed -loop autopilot 
control. 
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Image enhancement 
techniques 
D. B. Gennery 
This paper discusses the enhancement of images to restore detail that has been 
obscured by blurring. An optical analog method and several digital methods of perform- 
ing this processing are discussed. Sample results from one of the digital methods 
are shown. 

N MANY FIELDS OF SCIENCE AND I TECHNOLOGY it often happens that 
a photograph has been obtained in such 
a manner that blurring has reduced the 
sharpness of the image. For example, 
in astronomical photographs obtained 
by earth -based telescopes, the turbu- 
lence of the atmosphere causes a de- 
grading of the image. Similar effects 
occur in underwater photography. 
Also, in photographs obtained from 
space probes, improper focus or mo- 
tion during the exposure may blur 
the image. In medical X -rays, the reso- 
lution often is not as good as might be 
desired. Many other examples could be 
mentioned. 
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by RCA. For the past five years, he has been working 
in the field of image enhancement, and he has developed 
several computer programs for the processing of images. 
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In such cases, it sometimes is possible 
to process the image in such a way as 
to correct for the blurring process and 
thus to improve the resolution of the 
image. Other processing can also be 
performed so as to accentuate certain 
features of the image. As many others 
have pointed out' -s, these types of pro- 
cessing in many cases can be performed 
by two -dimensional spatial filters. Both 
analog filters using optical techniques 
and digital filters using general -purpose 
digital computers will be discussed 
below. 

General principles 

Ilan image formed in noncoherent light 
is blurred in a constant way throughout 
the image plane, this smearing -out pro- 
cess can be described by the convolu- 
tion operation, as follows: 

z =g *î (1) 

(The quantities z, 2, and g are all func- 
tions of the two spatial coordinates x 

and y in the image plane, but the func- 
tional dependence is not shown in Eq. 
1.) 

The convolution theorem states that a 
convolution in the space domain is equi- 
valent to a multiplication in the fre- 
quency domain, and vice versa. There- 
fore, Eq. 1 can be transformed to the 
following in the frequency domain: 

Z =G2 (2) 

Eq. 2 can be solved for Z as follows: 

2 =Z /G (3) 

Thus processing the blurred image with 
a filter whose transfer function is 1/G 
would produce a restoration of the ideal 
image. 

However, G may be zero at certain fre- 
quencies. Furthermore, G may be so 
small at some frequencies that the image 
content at these frequencies has 
dropped below the noise level in the 
photographic emulsion and thus cannot 
be restored. Therefore, instead of Eq. 

3, the following procedure is used. 

The optimum filter for separating a 
message whose power spectrum is 

Pm from noise whose power spectrum 
is P has the transfer function Pm/ 
(Pm +P ) if the message and noise are 
uncorrelated7. The message, in this 
case, is the blurred image z, whose 
power spectrum is Pi. 

I 

G 12, where PZ 

is the power spectrum of the ideal 
image Z. Making this substitution and 
multiplying by 1 /G, to restore the image 
in the absence of noise, produces the 
following transfer function of the re- 
storing filter including noise suppres- 
sion: 

H= 
P2IGI2 I 

Pi I G 12 +Pn G 

This reduces to 

(4) 

H- (5) IG +ß2 (5) 

where 02 =Pn /P2 and - denotes the 
complex conjugate. (ß represents the 
ratio of noise amplitude to signal amp- 
litude in the intensity data. ß in general 
is a function of the two components of 
spatial frequency, but it will be con- 
sidered to be constant here for simplic- 
ity. Note that when /3=0, H= 1/G.) 
Thus, instead of Eq. 3, we have 

2 =HZ (6) 

In the space domain, Eq. 6 becomes 

î =h *z (7) 

where h is called the filter impulse 
response. 

The filtering of an image to perform the 
above can be done by one of two basic 
methods. In the transform method, the 
input image, z, is transformed to the 
frequency domain; multiplied by the fil- 
ter transfer function, H, at each fre- 
quency according to Eq. 6; and then 
transformed back to the space domain 
to produce the output image, Z. In the 
convolution method, the input image, 
z, is convolved with the filter impulse 
response, h, in the space domain 
according to Eq. 7to produce the output 
image, z. 

Determination of optical transfer 
function 

We must now discuss means of deter- 
mining the optical transfer function, G, 
of the blurring process so that it can 
be used in Eq. 4 to determine the restor- 
ing filter. 
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Notation 

a, b arbitrary constants. 
fx, fy x, y components of frequency. 
g optical impulse response 

(point- spread function). 
G optical transfer function (g 

transformed to frequency 
domain). 
filter impulse response (data 
multipliers for digital filter). 
filter transfer function (h trans- 
formed to frequency domain). 
filter expressed in mixed 
domain. 

h 

H 

H 

.%x 

iy 

kx 

ky 

x frequency component 
integer index (= NxOxfx), used 
modulo Nx. 
y frequency component 
integer index (= NyAyfy), used 
modulo Ny. 
x dimension integer index 
( =x /&), used modulo Nx. 

y dimension integer index 
(= y /ny), used modulo Ny. 

In some cases, the optical transfer func- 
tion can be computed from theoretical 
considerations. For example, if the 
blurring is caused by aberrations in 
lenses, the point spread function, g, can 
be computed by ray tracing, and the 
Fourier transform of this can be com- 
puted numerically to obtain the transfer 
function, G. In many cases, however, 
the smearing is due to some phenome- 
non (such as unknown inhomogeneities 
in the medium) whose effects cannot 
be predicted and thus must be 
measured. 

If a known object can be photographed 
along with the object under study, its 
blurred image can be used to determine 
the optical transfer function. If the ideal 
image of the known object is denoted 
by û and its blurred image by u, then 

u=g*û 

U=GO 

(8) 

(9) 

Thus, G can be determined as follows, 
except where 0 becomes so small as 
to be seriously contaminated by noise: 

G =U/0 (10) 

A special case of Eq. 10 that is of some 

L 

m, n 

nx, ny 

N1, Ny 

P 

TA 

u 

U 

x 

y 

z 

z 

focal length of lens. z 

arbitrary integers. 
filter semi -span in x or y di- 
mension in digital convolution 
method. 
number of columns or rows Ox 
in digitized image (after being 
filled out to a size that can 
be transformed). 
power spectrum of signal (de- 
noted by subscript). 
amplitude transmittance of 
analog filter transparency. 
intensity in image of known 
object. 
image u transformed to fre- 
quency domain. 

horizontal dimension in 
image. 

vertical dimension in image. 
intensity in image to be 
processed. 
image z transformed to fre- 
quency domain. 

ß 

importance occurs when the known 
object is a point source. Then, û is a 
delta function (unit impulse), and if we 
assume that it is at the origin, U is a 
constant. Furthermore, by normalizing 
U so that it is equal to unity at zero 
frequency, 0 can be set equal to unity. 
Thus G =U in this case. That is, the 
optical transfer function is equal to the 
two -dimensional Fourier transform 
(normalized to be unity at the origin) 
of the blurred image of a point source. 
An example of using a point source as 
a standard can occur in astronomical 
photography, where a star can be con- 
sidered to be a point source. 

There are cases in which the optical 
transfer function can be partially com- 
puted from theoretical considerations, 
so that an analytical expression is 
obtained containing some unknown 
coefficients. Such a case sometimes 
occurs with atmospheric turbulence, for 
examples. If a measurement of the 
transfer function is also obtained by 
using a known object as described 
above, the theoretical function can be 
fit to this measured data. That is, a least - 
squares (or other) solution for the 
unknown coefficients can be per- 
formed, and by using these values, the 

Dy 

X 

arg 

exp 

Re 

image z expressed in mixed 
domain. 
noise to signal ratio (para- 
meter controlling restor- 
ing filter). 
digital sampling interval in 
x dimension. 
digital sampling interval in 
y dimension. 
wavelength. 

denotes ideal image or 
restored image instead of 
observed image (used with 
z and u). 

convolution operation. 
complex conjugate. 
absolute value. 

argument of complex quantity. 

exponential function. 

real part of complex quantity. 

theoretical transfer function can then be 
used. Using this adjusted theoretical 
function instead of the raw measured 
function reduces the effects of noise in 
the latter. 

A fairly common simple case of the 
above use of a combination of theoreti- 
cal knowledge and measured data 
occurs when the entire shape of the opti- 
cal transfer function is known theoreti- 
cally and only the frequency scale factor 
is unknown. In this case, just the scale 
factor needs to be determined in the 
adjustment. For example, in some cases 
it can be assumed with good accuracy 
that the optical transfer function is a 
Gaussian function, and only its width 
needs to be determined. (Due to the 
Central Limit Theorem in statistics, 
many random processes tend to pro- 
duce the Gaussian function.) 

If the shape of the optical transfer func- 
tion is known and only its frequency 
scale factor needs to be determined, a 
trial- and -error procedure can often be 
used. This would be done by using the 
filter transfer function computed from 
Eq. 5 but adjusted for a series of differ- 
ent scale factors. When the blurred 
image is processed by each of these fil- 
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Fig. 1- Optical filtering. 

ters, it should be possible to determine 
the best one by visual inspection. While 
this procedure may be time consuming, 
it requires no specific information about 
the content of the image, but is based 
only on general information about the 
presence of sharp detail or types of 
shapes in the ideal image. 

Analog techniques 

Methods of performing the above pro- 
cessing by means of analog computa- 
tions using coherent light will now be 
discussed. The transform method of fil- 
tering an image will be used, as stated 
by Eq. 6. 

The complex amplitude distribution in 
the back focal plane of an ideal lens 
is the Fourier transform of that in the 
front focal planes. This fact is utilized 
to perform the two Fourier transforms 
needed in the transform method. 

The basic configuration is shown in Fig. 
1. A positive transparency of the image 
to be filtered is inserted into the front 
focal plane of lens 1 of focal length L 
and is illuminated with collimated 
coherent light. This transparency must 
have a gamma of 2, so that the amplitude 
of light passing through it is propor- 
tional to the intensity in the original 
image. The spatial frequencies of the 
original image are displayed in the back 
focal plane of the lens. Here a filter is 
positioned, whose amplitude transmit- 
tance at each position is proportional 
to the desired transfer function, H, at 
the corresponding frequency. Thus, the 

Transparency 
of Image 

tobe filtered 

C oillmnaled 
coherent 

light 

Filter 
Transparency 

multiplication called for by Eq. 6, is per- 
formed. The filter plane is also the front 
focal plane of a second lens of focal 
length L, which transforms the result 
back to the space domain. The resulting 
filtered image appears in the back focal 
plane of this lens. (The frequency scale 
factor in the back focal plane of lens 

the ratio of spatial coordinate 
in the back focal plane to frequency 
component in the front focal plane -is 
La.) 

If the function H is always positive real, 
the above method is satisfactory. 
However, if H contains imaginary 
parts, the filter must produce phase shift 
in addition to changing the amplitude. 
One way of doing this is to convert the 
phase information into amplitude infor- 
mation by modulating the desired 
transfer function H onto a carrier. 

The carrier consists of a sinusoidal pat- 
tern of amplitude transmission bands 
proceeding in one direction across the 
filter. The amplitude of the carrier wave 
is proportional to the absolute value of 
H, and the phase of the carrier is deter- 
mined by the phase (argument) of H. 
The filter transparency then is one type 
of holograms. The carrier in the holo- 
gram acts like a diffraction grating, and 
the first -order light diffracted in the 
proper direction to produce the correct 
polarity of phase shift produces the 
desired filtered image. The undiffracted 
light and the light diffracted in the other 
direction produce unwanted images that 
can be ignored if they are sufficiently 

Light 
doff rooted 
by a point 
in Image 

Light 
diffracted 
by carrier 

ware in filter 
transparency 

Fig. 2 -Use of complex filter modulated onto carrier. 
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separated. Higher -order diffracted 
images will not exist if the carrier wave 
is truly sinusoidal. This entire process 
is illustrated in Fig. 2. The amplitude 
transmittance in the filter transparency 
as a function of the components of fre- 
quencyfx andfy is proportional to 

TA (fx,fy) 
= a +2IH(fx, fy)Icos 

[27rbfx +arg H(fx, fy)] 

= a +2Re[H(fx, fy) exp (27ribfx)] 

= a +H(fx, fy) exp (2iribfx) 

+H(fx, fy) exp (- 27ribfx) (11) 

where the constant b is the "frequency" 
(in the frequency domain) of the car- 
rier, and the constant a is chosen so 
that TA is always positive. 

It remains to discuss means of produc- 
ing the hologram filter used above. A 
method of doing this for the case in 
which a point source is available for 
determining the optical transfer func- 
tion will be discussed and is illustrated 
in Fig. 3. 

According to the discussion following 
Eq. 10, the optical transfer function G 
is simply the Fourier transform of the 
image of a point source, that is, the 
Fourier transform of the point spread 
function g. The image of the point 
source can be transformed to G by 
means of a lens, as previously 
described. 

Now consider Eq. 5. The term G can 
be produced by making a hologram by 
causing a reference beam of collimated 
coherent light to interfere with the light 
forming G to produce interference 
fringes which form the carrier wave. By 
suitably choosing the angle of the beam, 
the desired carrier frequency is 
selected, and by suitably choosing the 
polarity of the angle compared to the 
desired diffraction direction in Fig. 2, 
G is obtained instead of G. 

For the moment, neglect the term ß2 

Prism 
for hologram only) 

fI 

Transparency 
of g 

L 

etere r Ao rece 

yDpra. 

Photographic 
Lens plates 
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Fig. 3- Production of two plates for complex filter. 
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in the denominator of Eq. 5. To produce 
the function 111G 12, it is necessary only 
to expose a negative in the ordinary way 
to the function G and to develop it for 
a gamma of 2, since the transmission 
through a developed negative is propor- 
tional to the minus gamma power of the 
exposure. If the above hologram con- 
taining G is simply stacked together 
with this negative containing 111G12, 
the function 6/1G 2 =1 /G is produced. 
This filter transfer function would 
restore the image completely in the 
absence of noise (13=0). 

To account for the presence of noise 
(and zeros in G) the term 32 is inserted 
into the denominator of Eq. 5, as pre- 
viously explained. The effect of this 
term can be approximated in a crude 
but sufficient way as follows. In making 
the negative for 1/ I G 1 2 as described 
above, the exposure is adjusted so that 
for sufficiently small values of G the 
negative becomes underexposed, and 
thus the amplitude transmission no 
longer follows 1/1G 12, but instead 
approaches a constant value corres- 
ponding to 1 //32. The resulting negative 
is stacked with the hologram for G as 
before, to produce a filter that approx- 
imates the filter transfer function H as 
given by Eq. 5. This filter is used as 
previously shown in Fig. 2. 

Digital techniques 

Methods of using a digital computer to 
perform the image processing will now 
be discussed. Both the convolution 
method and the transform method will 
be described, as well as the hybrid 
method, which is a combination of the 
other two. 

Convolution method 

In the convolution method, Eq. 7, 
which represents a convolution in the 
space domain, is used. (The filter 
impulse response h is here usually 
known as the data multipliers.) For digi- 
tal data, the convolution in Eq. 7 can 
be written out as follows: 

nx n 

(kx, ky)= 2 
kX = -nx kÿ= -ny 

h(kx, kÿ) z(kx -K, ky -kÿ) (12) 

where the span of the filter impulse 
response has been constrained to a 
span of 2nx +1 by 2ny +1 points to keep 
the computation time down. (nx and 

ky 

ny must be large enough to allow all 
of the important effects in the desired 
transfer function H to be approxi- 
mated sufficiently well.) In practice, 
the computations in Eq. 12 can some- 
times be reduced by taking advantage 
of the symmetry, if any, of the data 
multipliers. 

If the input image is read in and out of 
the computer by columns (y direc- 
tion), it can be seen that it is neces- 
sary to store 2nx + 1 complete columns 
of the input image in the computer 
memory at any one time. To reduce 
the memory requirements, the follow- 
ing method was developed for use in 
the program OSIR on the IBM 7094 at 
the Eastern Test Range. These 2nx +1 
columns are stored in packed form, as 
9 -bit fixed -point values, four to a 
word. Then only the 2nx+ 1 by 2ny+ 1 

points needed at a time in Eq. 12 are 
stored in normal unpacked form. Each 
time a new filtered point is computed, 
2n1+ 1 points are unpacked. This 
method is illustrated in Fig. 4. 

Transform method 

In the transform method, Eq. 6 is 
used, which represents a point -by- 
point multiplication in the frequency 
domain. The transformation of the 
image to the frequency domain and 
the transformation of the result back 
to the space domain after multiplication 
by the filter transfer function H are 
performed by finite discrete two - 
dimensional Fourier transforms, 
which may be defined as follows: 

Entire Input Image 

Portion stored packed 

Point Ding 
computed in 
filtered Image 

-cox >ftRa. 

kx 

ny 

ny i 

kx 

Portion stored unpacked 

Fig. 4- Storage of data for convolutior method. 
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Y 

or 
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Fig. 5- Partitioning of array for transformation. 

Nx -I N I 

Z(Jx, J0=1 1 z(kx,ky) 
kx =0 ky =0 

exp [2i 
( Jyk:) ] 

(13) 
x Ny 

NX 1 Ny -1 

2(k1, k,,)= 
1 2(ix,Jy) 

NX Ny 
ix =0 iy =0 

exp (Jxkx +lykyll (14) 
1\\ 

Nx NY l J 

where N and Ny represent the num- 
ber of columns and rows, respectively, 
in the image. 

The direct implementation of Eq. 13 

and 14 would require too much com- 
puter time. Therefore, the Fast Fourier 
Transform developed by Cooley and 
Tukey10 is used. Furthermore, large 
images may not fit into the computer 
memory. Therefore, a method of par- 
titioning the image and using disk stor- 
age was developed for use in the pro- 
gram OSIP on the IBM 360/65 at the 
Eastern Test Range. This method 
can be described as follows, pro- 
vided that the image is available by 
columns (y direction). 

The real array in the space domain is 
divided into groups of adjacent columns 
and groups of adjacent rows, as shown 
in Fig. 5, such that one entire group of 
columns or two entire groups of rows 
can fit into the main memory at one 
time, together with the rest of the pro- 
gram. Each portion of the array that 
is common to a particular group of col- 
umns and a particular group of rows is 
called a block. Each group of columns 
is read into memory at one time and is 
transformed along the y dimension 
only. Each block in this group is then 
read out separately to disk storage. 
After all of the groups of columns have 
been transformed in this way, the 
transforming of the rows begins. All of 
the blocks comprising one group of 

Complex 
array in 
frequency 
domain 
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rows are read from disk storage into 
memory by using the direct -access 
feature of the disks, these rows are 
transformed along the x dimension, 
and the result is read out to external 
storage (or used in subsequent pro- 
cessing) by rows. When all the groups 
of rows have been processed in this 
way, the two -dimensional transform 
of the original array is sitting in external 
storage, stored by rows (or has other- 
wise been used by rows). When an 
inverse transform is desired, the above 
operations are reversed, starting with 
the array stored by rows and ending 
with the array stored by columns. Thus 
the computations using the arrays can 
be arranged so that in the space do- 
main any array is always stored by 
columns and in the frequency domain 
any array is always stored by rows. In 
the applications here, the arrays in the 
space domain will always be real, 
whereas in the frequency domain they 
will be complex. However, only the 
lower half of the array is used in the 
frequency domain, since, if z(x,y) is 
real, then Z(Nx -jx, Ny -jy) = Z(jx,y) 

The one -dimensional transforms along 
the columns or rows needed in the 
above method are performed by a sub- 
routine written specifically for this task 
using the Fast Fourier Transform. This 
subroutine can handle arrays of sizes 
of the form 2" .3m . (The image is filled 
out with a constant to the next larger 
size of this form in each dimension.) By 
using this subroutine and the above 
methód of disk storage, a 1024 by 1024 
array can be transformed in 10 minutes 
on the IBM 360/65, when 41,000 words 
(164,000 bytes) of main memory for data 
and coding for this part of the program 
are used. 

Hybrid method 

The hybrid method essentially consists 
of using the convolution method in one 
dimension and the transform method in 
the other dimension. That is, the image 
is transformed to the frequency domain 
along one dimension only (here 
assumed to be y); the result is convolved 
with the filter function along the other 
dimension (x); and this result is trans- 
formed back to the space domain along 
the first dimension (y). This can be 
stated mathematically as follows: 

Ny -1 

z(kx,jy)= E z(kx, ky) exp 
\ 

27rijyky 

/ ky =0 ` N 

E 
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Fig. 6- Estimated computation time on IBM 360/65. 

nx 

i(kx,jy)= E wkX,jy)z(kx-kxJy) 
kx=-nx 

Ny-1 
1 

î(kx,ky)= E z(kx,y)exp 

yj =0 r 

(16) 

21Tí yky 

/ 
(17) 

N 

The filter function H needed above 
could be obtained from the equivalent 
data multipliers that would be used 
in the convolution method, as follows: 

H(kx,jy)= Lr 
ky =-ny 

h(kx, Icy) exp ( 
2ayky 

/ 
(18) 

\ y / 
The boldface letters used in the above 
four equations represent quantities 
expressed in a mixture of the space do- 
main (k index) and the frequency 
domain (j index). 

The one -dimensional Fourier trans- 
forms denoted by Eq. 15, 17, and 18 

would actually be performed by the 
Fast Fourier Transform. Furthermore, 
since z(kx, Ny- jy) =z(kx, jy) (and simi- 
larly for î and H), only half -sized 
arrays are used in the mixed domain, 
to save more time and storage. 

Although the hybrid method has 
(15) never actually been used to the author's 
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knowledge, calculations indicate that 
in some cases it would require less 
computer time than either of the other 
two methods. Furthermore, the hy- 
brid method is suitable in some cases 
in which the transform method is com- 
pletely impractical due to the lack of 
disk storage and the size of the com- 
puter memory. However, for large 
filter spans the hybrid method re- 
quires a larger main memory than does 
the convolution method or the trans- 
form method with disk storage. 

Computation of filter 

In Fig. 6 the approximate amount of 
IBM 360/65 computer time required 
per image point to process a single 
image by each of the three methods 
is shown as a function of the span of 
the filter impulse response (assumed 
to be square). These times are rough 
estimates assuming efficient program- 
ming and typical conditions suitable for 
the method at hand. The two dashed 
lines show special cases in which 
the convolution method can be made 
faster. For the curve marked S, it is 
assumed that the desired filter transfer 
function H is real and is a function 
only of the magnitude of the fre- 
quency, and thus the impulse response 
also has this symmetry about the 
origin. For the curve marked D it is 

assumed that H can be factored 
into separate functions of fx and fy and 
that these functions are symmetrical 
about the origin. (While the S case is 
fairly common, the D case is not.) 
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Computation of filter 

The digital techniques of performing the 
actual filtering of an image have just 
been described. However, computing 
the filter itself (performed before the 
actual filtering) involves some special 
considerations depending on the digital 
method being used and on the method 
of determining the optical transfer func- 
tion. Here, it will be assumed that the 
optical transfer function is being 
obtained from a known object according 
to Eq. 10, and the particular techniques 
for implementing the computations for 
each of the three methods will be dis- 
cused. 

In any of the methods, if a known object 
has been photographed as previously 
described and the results digitized, Eq. 
10 can be used to compute the optical 
transfer function. To do this, the known 
image û and its blurred form u in digital 
form representing intensity would each 
be processed as follows. The back- 
ground intensity level (if any) is sub- 
tracted from each point in the image, 
so that the results indicate light from 
the known object only. The image is 

truncated to an area sufficiently large 
to include the significant information, 
but no larger, in order to reject as much 
noise as possible. 

In the convolution method, the compu- 
tations now proceed as follows. The 
truncated images u and û are filled out 
with zeros to produce arrays of the size 
decided on for h. The finite discrete 
two -dimensional Fourier transforms of 
u and û are then computed to obtain 
U and O. The ratio of these at each 
point is computed to obtain the optical 
transfer function G, as stated by Eq. 
10. Once the optical transfer function 
is available, the desired transfer 
function H' of the filter to be used is 
computed at each point in the frequency 
domain using Eq. 5. (The prime is used 
on H here because this transfer function 
may not be achieved exactly, as is 
explained below.) Then the inverse 
finite discrete two -dimensional Fourier 
transform of H' is computed to obtain 
h'. This function could be used as the 
impulse response h of the filter. 
However, since it has been necessary 
to limit h to a fairly small array for com- 
putation purposes, small values of the 
ideal h may exist outside of this array. 
By limiting the size of the array, these 
values rejected have in effect been 
replaced by zeros (and the values within 

the array have adjusted themselves 
also). Thus a discontinuity has been 
introduced into the function h, which 
would cause "ringing" in the frequency 
domain. (That is, if h' were filled out 
with zeros to form an array the size of 
the image z and the result were trans- 
formed to the frequency domain, the 
resulting function H' would be identical 
to the function H' above at those fre- 
quencies that were defined above as 
points in the array. But with the full - 
sized array, many points of frequency 
have been added between these original 
ones, and the value of H' at these points 
would oscillate about a smooth curve 
passing through the original values.) 
Thus it may be desirable to multiply h' 
by some apodizing function, which 
decays gradually to zero at the edges, 
to obtain h, in order to remove the dis- 
continuity. 

The above computation of h does not 
require much computer time, especially 
if the Fast Fourier Transform is used, 
since the arrays to be transformed are 
small. (They are the same size as h.) 
The function h forms the filter data mul- 
tipliers to be used in Eq. 12, as pre- 
viously described. 

In the transform method, one way of 
computing the filter transfer function H 
is first to compute the filter impulse 
response h exactly as it would be com- 
puted in the convolution method, as 
described above. Then h is filled out 
with zeros to make an array the same 
size as the image, and this full -sized 
array is transformed to the frequency 
domain by the same two -dimensional 
Fourier transform subroutine used to 
transform z. According to the convolu- 
tion theorem, the transform method in 
this case would give results that are 
mathematically identical to those that 
would be obtained with the convolution 
method. However, it will be recalled 
that in the convolution method it was 
necessary to truncate h to a reasonably 
small span in order to save computation 
time. Since this is no longer necessary 
in the transform method, it may be 
desirable to remove this truncation. 
Doing so will often produce slightly 
more accurate results, since, even 
though the original point spread 
function g may be limited to a small 
span, the impulse response h needed 
to perform the inverse of g will usually 
not be so limited. Therefore, the follow- 
ing method of computing H may be pre- 
ferable. 

Starting with the truncated images u and 
ü previously described for the convolu- 
tion method, the images u and û are 
filled out with zeros to produce arrays 
of the size of the image z. The same 
two -dimensional Fourier transform 
subroutine used to transform the image 
z to the frequency domain is then used 
to transform u and û to the frequency 
domain to obtain the arrays U and U. 
(As previously explained, these arrays 
in the frequencÿ domain need to be only 
half of the full size.) The ratio of these 
at each point is computed to obtain the 
optical transfer function G, as stated 
by Eg. 10. Once the optical transfer 
function is available, the transfer func- 
tion H of the filter to be used is com- 
puted at each point in the frequency 
domain using Eq. 5. The resulting 
transfer function is used in Eq. 6, as 
previously described. (If the images u 

and ü are sufficiently small, it is possible 
to save computation time by transform- 
ing them both together with a single 
Fourier transform.) 

For the hybrid method, the filter can 
be obtained from the corresponding fil- 
ter for the convolution method by using 
Eq. 18, as previously described. 

Example 

Fig. 7 shows a test target that was 
photographed deliberately out of focus 
to produce the blurred image shown in 
Fig. 8. The negative from which Figure 
8 was made was scanned in a microden- 
sitometer. A sample interval of 0.1 mm 
was used in each dimension, with a 0.1 
mm square slit. By using the charac- 
teristic curve of the emulsion, the 
measured density values were con- 
verted to intensity in arbitrary units 
such that the white areas in the scene 
have the approximate value 1. The 
resulting values were plotted using a 
variable intensity plot on a cathode -ray 
tube plotter to produce Fig. 9. No filter- 
ing was done in this case. (Fig. 9 is 
shown for comparison with later fig- 
ures, it should look essentially the 
same as Figure 8.) 

Threshold plots, in which every inten- 
sity above or below a certain threshold 
is plotted as all white or all black, 
respectively, were also made, for max- 
imum contrast enhancement. The säme 
blurred image shown in Fig. 9 is plotted 
at two different thresholds in Figs. 10 

and 11. In none of these are the numer- 
als readable. 
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Fig. 7- Original scene. 

Fig. 8- Blurred photograph. 

Fig. 9- Unfiltered image, variable intensity plot. 

Fig. 10- Unfiltered image, threshold 0.5. 

tug 

Fig. 11- Unfiltered image, threshold 0.7. 

Fig. 14- Filtered image, variable intensity plot. 

(#fi9 

586 
Fig. 15- Filtered edited image, variable intensity 
plot. 

Fig. 16- Filtered edited image, threshold 0.5. 

Fig. 17- Filtered edited image, threshold 0.7. 

To determine the optical transfer func- 
tion, the vertical and horizontal bars in 
Fig. 7 were used as known objects. The 
regions of the data in Fig. 9 containing 
these bars were used in accordance with 
Eq. 10 to obtain a raw estimate. 
Furthermore, since the blurring was 
caused by an out -of -focus camera, the 
shape of the transfer function was com- 
puted theoretically by assuming a cir- 
cular aperture. The frequency scale fac- 
tor of the theoretical function was 
obtained by adjusting it to fit the raw 
estimate. The resulting estimate of the 
optical transfer function G is shown in 
Fig. 12, which is assumed to apply in 
all directions in the two -dimensional 
frequency domain. This was used in Eq. 
5 with ß =0.025 to produce the filter 
transfer function H shown in Fig. 13. 

The image shown in Fig. 9 was filtered 
by this filter using the transform 
method, and the result is shown in Fig. 
14. The large and medium -sized numer- 
als can now be read. The small numerals 
show up faintly, but in order for them 
to be readable a smaller sample interval 
than 0.1 mm would probably be re- 
quired. 

The circular patterns visible in the fil- 
tered image are due to specks of dirt 
(or other imperfections) on the original 
out -of -focus negative. It is possible to 
correct partially these erroneous points 
by an editing procedure before the 
image is filtered. The result of filtering 
such edited data is shown in Fig. 15. 

Threshold plots of this same filtered 
edited image are shown in Figs. 16 and 
17. 
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Digital correlator with 
partial summation and 
received data foldover 
Harold A. Ulrich 

The digital correlator processor described in this paper lends itself to hardware reduc- 
tion and simplification, minimization of re -clock distribution, and ease of processor 
expansion for any length code. This technique is presently employed by RCA on 

the Aegis program. 

THE PULSE -COMPRESSION SYSTEM 

employs a transmitted waveform 
at a given frequency comprised of N 
bits of binary phase code. A pseudo- 
random code generator is used to gener- 
ate the transmitted phase code. The 
received signals are phase detected into 
quadrature, bi -polar video components. 
Each video component is hard limited 
into a single -bit, binary signal. This 
single bit is sampled at a frequency, f, 
and the samples are then correlated with 
the transmitted reference phase code in 
a digital processor. 

Correlation algorithm 

The digital pulse compression system 
performs the cross -correlation between 
the transmitted code and returned signal 
as follows: 
1) Choose the "true" sequence (trans- 

mitted code). 
2) Arrange (quantize) the incoming data 

into a binary sequence of l's and 0's. 
3) Compare columns of true sequence 

and incoming data. 
4) Form the following correlation 

factor. C, for the segment of time 
under consideration: 

(# o(gerrrmenrr)-(# of disagreements) 

(# of agreements)(# of disagreements) 

5) Read out range -cell result. 
6) Shift incoming data one bit and 

repeat 3) through 5) 
7) Continue the shift and compare op- 

eration until the end of the receive 
interval. 
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IN 

Fig. 1- Implementation of the data -foldover partial- summation technique for N -bit code. 

The digital correlator performs steps 3) 

through 5) above yielding instantaneous 
target signal strength for each range cell 
processed. The correlator transfer func- 
tion is derived as follows: Let M be 
the number of agreements and N be 
code length. Then N- M is the number 
of disagreements. 

Substituting into the correlation factor 
equation yields: 

C= 
M- (N- M) 2M -N 
M+(N-M) N 

C= 2 (M- 2) 

Thus, 

Signal strength =C 2 

Signal strength =M- 2 (1) 

Note that 14 =0 corresponds to a 
strong out -of -phase target return; 
M =N corresponds to a strong in -phase 
target return; and M =N /2 corresponds 
to the average for a noise -only environ- 
ment. 

Data -foldover partial- summation 
technique 

This implementation approach is 
shown in Fig. 1 for the N- bit -code 
case. The data to be processed is 

divided such that one portion is fed 
directly into the correlation unit and 
the other portion is delayed in a shift 
register by half the code length (N /2 

delay). When data bit D, appears at 
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the output of the N/2 delay register, 
data bit Dot/2)+i is at the direct input. 
Hence data bit D( V/2)4- has been folded 
over" onto data bit D1 thus allowing 
both bits to be processed at the same 
time in the correlation unit with the 
result that the processing length of 
the unit is cut in half. 

The partial summation portion of the 
correlation unit is indicated by Ai, A 2 

through AN /2 of Fig. 1. This ripple 
add -store approach replaces the 
adder -tree requirement of the usual 
correlator processor. 

The correlation unit operates as fol- 
lows. Data bit D1 is compared to 
reference code bits RI, R2, through 
R at the same time data bit D, v /21 1 

is compared to reference code bits 
R(N /2) +I through RN. The resultant 
comparisons of Di with R1 and 
D(N12) +1 with R(Na) +1 (written as 
D1 + R1 and D(v/2) +1 - R(N /2/ +I are 
supplied to partial adder A1. The 
other comparison results are also ap- 
plied to their respective partial adders. 
Hence the outputs of A, through 
A v/z are as follows: 

Ai=Di Q+ Ri +D(N112) +I R(N /2) +I 

A2 =D, Q+ R2 +D(N /2) +I Q R(N /2) +2 

AN,2 =Di + RN 12 +D(N 12) +I + RN 

At the next clock, the A output is 

strobed into storage register Si, Az 
into S2, , AN /2 into 5N12. This 
strobe also shifts data bit D2 on line 
from the N/2 delay register and data 

bit D(N12)+2 from the direct input. As 
before, D2 is compared to R1 through 
RN /2 and DIN/2)+2 to R(N /2) +1 through 
R,v; the resultant comparisons are then 
applied to their respective partial -adder 
inputs along with the shifting- register 
contents from the previous stage yield- 
ing the following adder outputs: 

A,=D2 RI+D(N/2)+2 G R(N/2)+1 

A2=S1+Dz Q+ R2+D(N/2)+2 +Q R(N/2)+2 

=D, 0 RI +D2 0 R2+D(N/2)+I 

(J+ R(N/2)+1+D(N12)+2 QQ R( V/2)+2 

A N112 =S(N/2)-1 +D2 O RN/2 +D(N/2)+2 O R:v 

This process continues over the entire 
received signal interval. It takes N re- 
clocks to obtain the following first full 
correlation output (there are N/2 shift - 
register stage delays in the foldover unit 
and N/2 processing delays in the 
correlation /partial summer unit): 

AN/2=S(N/2)-I +DN/2 O RN/2+DN O RN 

where 

(N/2)-1 N-1 

S(N/2)-1= Di + Ri + Di+Ri 
1=1 J=(N/2)+1 

Recalling from above that the range 
cell signal strength is equal to M- 
(N/2). The -(N!2) is achieved in this 
correlation technique as a simple 
pre -set to the input of adder A1. 

Hardware implementation 

An eight -stage correlator module is 

shown in Fig. 2. It is a complete unit 
containing storage for eight changeable 
reference bits, eight comparison net- 
works, and a partial -summation network 
capable of handling code lengths up to 
128 bits. The summation network input/ 
output bit weighting was selected 
such that any code that is an even mul- 
tiple of eight can be accomodated by 
just adding the appropriate number of 
modules in a series fashion as follows: 

Code Length 
8 

16 
32 
64 

128 

No. of Modules Required 
1 

2 

4 
8 

16 

Fig. 3 shows the module configuration 
for a code length of 32. 
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NMODES computer program 
R. C. Bauder I C. H. McKee 

N MODES is a mechanical design -aid computer program which calculates the free 
vibration and shock response of many types of structures. Understanding the free - 
vibration behavior of electron devices is often important. The problem approach usu- 
ally used involves repeated prototype building, educated guessing, and testing. With 
NMODES, however, consistent mass and stiffness matrices are developed which, 
when applied to an eigenvalue problem solution, yield the natural frequencies and 
modal shapes of the structure. 

THE ADVANTAGES OF THE NMODES 

PROGRAM, as compared to other 
structural computer analysis techniques 
such as electrical analogs and static 
framework techniques, are: 

NMODES deals directly with the individual 
beam material and section properties with- 
out recourse to electrical analogs. 
The only inputs for each structure member 
are density, length, modulus of elasticity, 
type of beam, and dimensions. There are 
fourteen standard beam types built into 
the program. 
Using simple yes or no instructions, the 
designer can model each member as a flex- 
ible beam with mass, a flexible beam with- 
out mass, or a rigid mass. 
The distortion of each beam segment is 
specified by a rotation and deflection at 
each end, thereby approximating a smooth 
polynomial. Actually, a cubic is used 
which implies that shear is constant and 
moment varies linearly over each beam 
segment. This technique is more accurate 
than mass lumping at discrete points. 
NMooes includes shear deformation to 
yield more accurate results when short 
thick beams such as the hollow cylinders 
used in the construction of many electron 
devices are involved. 

Computer program 

The program is available on BTSS and 
batch. The BTSS program will handle up 
to twenty degrees of freedom. The 
batch program will handle up to thirty 
degrees of freedom. Provisions are 
made to store the basic model to allow 
for subsequent model changes. The 
basic flow chart given in Fig. I does 
not show the "aside" options such as 
data display, model storage, and special 
inputs. 

Modeling the problem 

A three -element structure, shown in 
Fig. 2, is used to illustrate the mechan- 
ical modeling. The design engineer is 

usually interested in the natural fre- 
quencies and the amount of motion at 
these frequencies (modal shapes). To 
specify these motions, the absolute 
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displacements, U;p and absolute rota- 
tions, w;;, (as shown in Fig. 3) are used. 
However, because the deformation of 
each beam is specified by a deflec- 
tion and rotation at each end, it is 
more appropriate to specify a different 
coordinate system (illustrated in Fig. 4) 
which defines the conditions at each 
end of the beam and joins this addi- 
tional system to the absolute coordi- 
nate system by means of a joiner 
matrix. 

Reprint RE- 18 -3-9 
Final manuscript received May 1, 1972. 
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Fig. 2- Three -element model. 

Thus, 

Ube= X; +O,Lh +X2 +Xo 
(for small deflections) 

Ua2= Ubl =XI +Xo 

,12 =062=61 

41.1 =Uat =O 

Ut. = X7 +(Lb +d1)81 +X2 +dle2 +Xo 

tit, = 162 =61 +e2 

where the subscript i refers to the 
lower end of element d , etc., as illus- 

7 
INPUT: 
Spring and Mass 

Joining Matrices 

i 

Computer Calculates 
Mass & Stiffness Matrices 

Input Shock 
Alignment 

Solve Figenvalue Problem 

Yield Natural Frequencies 

and Modal Shapes (Trans. 
formed) to Global Co 
ordinates 

INPUT 
Shock Step Velocity 

OUTPUT: 
Modal Force, Stress, and 

Displacement 

Fig. 1 -Basic NMODES flow chart. 
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Fig. 3- Deformed model. 

traced in Fig. 3. The X,, 61, X2, 02 
coordinates, shown in Fig. 4, are the 
system coordinates. 

In the matrix form, the two coordinate 
systems can be joined as follows: 

Ua l 0 o 0 0 

al 0 0 0 0 0 

U2 o O 1) 

Jc2 O 0 (1 tl 

Uhl [Xn]+ I o 0 1) 

*hi ll 0 0 0 

h2 

ti) 1,2 11 0 

L,, 1 

ll 

1) 

I 

Ur I (Lb+d,) I dl 

[ 0 0 I 0 1 

[U] =[Jm] [X] 

where [J,] is the mass joining matrix. 
The computer program forms a con- 
sistent mass matrix from the rela- 
tionship. 

[M] =[Jm]T [Muer] [Jm] 

where M, is the uncoupled -mass 
matrix which is computer- formed 
from the input material constants and 
section properties. of each structural 
member. 

Likewise, a spring joining matrix is 
formed as follows: 

Da o 0 01 X2 

ßa O 0 0 H, 

D,, o o I 0 X2 

h 0 0 0 1 02 

[D] = [J,] [X] 

Where Da and DI, are the spring de- 
flection of members a and b, respec- 
tively in Fig. 2 and 3. and 0,, and Ob 

are the spring rotation of these mem- 
bers. 

The computer program forms a sym- 
metric stiffness matrix. 

[K] = [J.r]r [Kunc] [Js] 

Where K is the computer -formed 
uncoupled stiffness matrix ofeach spring 
member. 

The eigenvalue problem. 

[K][V]= 9vM][V][ X] 

is now solved where K] is the structure 
stiffness matrix; [M ] is the mass mat- 
rix; [V] is the eigenvector (modal 
shape) matrix; and [A] is the eigenvalue 
(frequency squared) matrix. 

Considerations 

1) To use this program as a design aid, the 
engineer must simply model the structure 
as an assembly of springs and masses and 
write the joining matrices. The assump- 
tions involved are made through assigning 
stiffness and /or mass properties to the ele- 
ments. 

2) The eigenvalue problem will yield modal 
shapes, which are relative displacements 
(with direction). These displacements are 
normalized to one. Subsequently, if the 
actual displacement of one coordinate 

1 
I. I_ 

Fig. 4- System coordinates. 

point is experimentally measured from a 
prototype test, the actual displacement of 
any other point is simply a matter of apply- 
ing ratios to the modal shapes. 

3) Although the program does not synthesize 
structures, it does provide for investiga- 
tion of changes without re- entering the 
entire data deck. A "model tape is pre- 
served which contains the joining matrices 
and individual beam information. The 
theoretical structure change is executed 
by entering only the new data for the ele- 
ments involved. 

4) The user has thh option of applying a 
theoretical ;tep- velocity shock pulse and 
shock -alignment vector to the structure 
and getting actual deflection, force, and 
stress as output. These outputs are printed 
in modal form (magnitude and direction 
at each natural frequency). 

R. C. Bauder. Environmental Engineering. Electronic Components. Lancaster. Pennsylvania. received the BS in Physics 
from Muhlenberg College in 1961 He then attended Franklin and Marsha. Con age and received MS in Engineering 
and Science from Penn State University in 1969 Mr Bauder Joined the Special Equipment Design group at RCA Lancaster 
in 1962 and worked on the design of microwave test equipment for small and medium power tubes From 1965 to 

1968. he worked in Color Tube production The major assignments here were the development of automated phosphor 
screening processes and the reclamation of phosphors from waste water Since 1968 he nas worked in Environmental 
Engineering where his primary responsibilities have been in stress analysis and' the development of computer -aided 

structural design programs He had published several reports on the NMODES method of predicting the dynamic behavior 
of structures 

C. H. McKee, Environmental Engineering. Electronic Components. Lancaster. Pennsylvania. attended Lycoming College 
Williamsport, and General Motors Institute Flint. Michigan He holds a Professional Mechanical Engineering License 
In the state of Pennsylvania In 1959 Mr McKee joined Electronic Components Environmental Engineering section 
He has been active in environmental design stress analysis and vibration analysis He has written numerous computer 
programs and published several papers in these fields. 

Authors Bauder (left) and McKee 
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Computer- designed 
microwave -integrated -circuit 
layouts 
W. L. Bailey l R. E. Kleppinger 

A system has been developed whereby the microwave- integrated- circuit designer 
can interact with a time -sharing computer to design microstrip and lumped -element 
components, determine circuit layouts, and obtain the photomasks for these circuits. 
Computer programs have been written for those component designs that are 
adequately defined. Other component designs requiring more judgment are left to 

the designer. A method of interlocking these design concepts to obtain the necessary 
circuit photomasks is described. 

MICROWAVE INTEGRATED CIRCUITS 
(MICs) can be made by use of 

distributed or lumped -element circuit 
techniques. Distributed circuits consist 
of a strip conductor separated from a 

ground plane by a dielectric layer. 
Lumped -element circuits. on the other 
hand. are made by use of thin -film dis- 
crete resistors. capacitors, and induc- 
tors that are smaller than a quarter 
wavelength. Either type circuit can be 

made in hybrid form where individual 
components are mounted on a common 
substrate and appropriate connections 
made between them. However. from 
both economical and technical view- 
points. it is desirable to make these 
circuits as completely integrated as pos- 
sible. This requirement is particularly 
true of lumped -element circuits. 

To accomplish this integration goal. 
photomasks must be obtained before 
the circuits are processed. Once the 
electrical circuit is known, the following 
steps are required: 

I) translation of the electrical data to physi- 
cal component data, 

2) determination of an acceptable physical 
circuit layout, and 

3) transfer of the circuit layout to a set of 
photomasks. 

In the past, these three steps have been 
done by use of nomographs and slide 
rules, standard mechanical drafting 
tools and artwork- cutting methods, and 
photographic reduction and step - 
and- repeat techniques. Considerable 
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effort has been expended in recent years 
to develop computer- generated 
artwork. Many individuals are also cur- 
rently developing device models utiliz- 
ing computers. In general, these two 
efforts have not yet been combined. 

Robert E. Kleppinger 
RF Design Engineering 

Solid State Division 
Somerville, N,J. 
received the BSEE from the University of Nebraska in 1951 

and a MS in mathematics from Stevens Institute of 
Technology in 1955. He joined RCA in 1951 as an engineer. 
In this capacity. he developed germanium alloy transistors 
for different frequencies and power, and low power ger- 
manium drift transistors. In 1960 he became an Engineer- 
ing Leader. As such he has been responsible for the design 
and processing of small signal germanium and silicon 
transistors, rectifiers. and MOS transistors. From 1968 to 
1971 he was responsible for the module processing of 
microwave micro -electronics. Mr. Kleppinger has one 
patent issued and has authored or co- authored several 
technical papers. He is a Senior Member of the IEEE. 

Fig. 1- Square- spiral coil. 

This paper describes a system 
developed to obtain MIC photomasks 
from electrical and physical process 
data with appropriate use of a time- 
sharing computer. 

Once the electrical circuit is deter- 
mined. the physical sizes of individual 
components and their placement rela- 
tive to each other must be developed. 
This step then must be translated into 
data which will operate a Mann Pattern 
Generator to obtain the desired circuit 
photomasks. Because many of these 
operations are repetitious and well 
defined. a computer can be used advan- 
tageously to perform them. However, 
certain component designs and layouts 
still require sufficient judgment that 
complete computer usage is question- 
able. Prints of the masks from the Pat- 
tern Generator are directly usable to 
make small numbers of circuits for 
quick testing. When an acceptable cir- 
cuit has been made. the original layout 
data can be reused to obtain photo- 
masks with large numbers of circuits 
for production. 

Those components that currently lend 
themselves to complete machine design 
will be discussed first. The computer 
program aids used in designing other 

Fig. 2 -Bar inductor. 
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components will then be described. 
Next, the computer program required 
to transfer this data into data acceptable 
to the Pattern Generator computer will 
be discussed. Last, the method of 
obtaining a particular MIC photomask 
set will be traced through the system. 

Component design 

Equations to transform electrical com- 
ponent values to physical component 
parameters can be found in the 
literature.L From this information, the 
component geometry can be chosen 
that is compatible with the overall cir- 
cuit layout. The extent a computer is 
used in each of these steps depends on 
the degree of design flexibility required. 
For example, spiral and bar inductors 
lend themselves to designing with a 

time -sharing computer; tuneable metal - 
oxide -metal (mom) capacitors do not, 
because of the numerous pattern pos- 
sibilities. Resistor and microstrip line 
patterns can be computer designed once 
the geometrical translations are 
mathematically defined. 

Because the present Mann Pattern 
Generator cannot produce circles, com- 
puter programs for only square or rec- 
tangular spiral coil constructions have 
been written. Giventhedesiredelectrical 
value for the square spiral coil shown 
in Fig. I. a metal width and spacing 
can be chosen and the computer used 
to obtain a geometrical layout which 
gives a coil length within a specified 
amount of the value calculated from the 
following equation: 

L=0.0068 14/1 

11.1/ 
(I) 

where L is the inductance (nH); 1 is the 
length (mils), and u is the sum of a,N and 
1r in which )r,,, is the metal width and 
1r,,. is the spacing between adjacent 
metal strips (both in mils). 

The computer program gives a choice 
of a square or rectangular coil shape. 
In the case of a rectangle. the width 
or height is controlled to be less than 
a specified value. The coil length is 
adjusted until it is within a specified 
amount of the required length and the 
controlled side is within a specified 
value of that required. Because the 
inner pad could be near the coil end 
or at the opposite side of the rectangle. 
this choice is made available. The coil 
exit or end could be at any of the four 
corners of the square or rectangle and 

TR SAUARFF COIL TYPE S, IF RECTANGULAR TYPE R MERE...R 
INNER PAD SAME SIDE AS COIL ExIT OR OPPOSITE -TYPE ' OR 0 HERE...O 
TYPE COIL EMIT AS TOP, BOTTOM- LEFT,RIGHT- HORIZONTAL,VERTICAL 
-FOR EXAMPLF TYPE TOP- LEFT -HORIZONTAL AS TLH mERF...BRA, 
CORRECTION FOR UNDERCUTTING.P 
RFC.25 
WM.1 
W5.2 
PW.B 
PH.g 
MAxiMUM COIL WIDTH.el 
IF ONLY ONE LOOP TYPE I OTHERWISE TYPE 2 HERE...2 
RFCE. 25.200H ERROR. P.PPZ RECTANGLE 4R.00BY 74.250IL 
WM. 3.00MIL WS. 2.00011 D. 26.25011 
INNER POD M.OPBY R.OPMIL LENGTH. 710.25011 ABLOCNS. 

IF TAP DATA WANTED TYPE P, OTHERWISE TYPF 1 HERE...f 
21 

LOOP# LENGTH INDUCTANCE 
0,5 RI.00 1.39 
1 13/.25 2.M2 
1.5 212.08 5.03 
2 28R.25 7.57 
2,5 383.00 11.06 
3 479.25 14.91 
3.5 594.00 19.66 
4 710.25 25.20 

COIL MOVED TO NEW POSITION? TYPE YES OR NO HERE.. 
BOTTOM LEFT CORNER COORDINATES FOP INNER PAD ARE 20,80, 
FOR COIL EXIT ARE f 45.0E, 1.25) 

46.25) AND 

DATA STORED IN TAPE59 
1690 

Table I- Spiral coil design. 

is specified by noting top or bottom and 
left or right. The coil exit direction is 
specified as vertical or horizontal. For 
example, the coil exit in Fig. I would 
be specified as bottom -left- vertical. 
This coil position is valuable later dur- 
ing construction of the passive 
integrated- circuit layout. The ability to 
correct for metal etch undercutting is 

provided in the program. The inner pad 
width. Pw, and height, PH. can be zero 
or any value convenient for the 
deposited or bonded connection to be 

used. Included in the program is the 
ability to impose a one -loop restriction. 
Coil design data useful in later circuit - 
layout considerations is printed by the 
computer. If desired. a table showing 
the inductance value at each half and 
whole loop can be obtained. Again, for 
circuit layout convenience. the coil can 
be moved to a different coordinate posi- 

Y 

150 

100 

50 

50, 100.2510,0 

Fig. 3 -A typical block pattern. 

tion. The last step in this program is 

to provide a tape file containing the 
block data required for the translation 
program. An example of the operation 
of this program is shown in Table I. 
The underscored parts are the data 
supplied by the teletype operator. 

Given the required electrical value for 
a bar or strip inductor. a metal width 
and thickness can be chosen and the 

computer used to obtain a geometrical 
layout. To provide more circuit versatil- 
ity, a tuneable bar or strip inductor has 

been designed as shown in Fig. 2. Dif- 
ferent inductance values are obtained 
by wire bonding across the two legs at 
different points. 

Because the distance from the inductor 
to the next component may need to be 
very small, the ability to set this ar- 
rangement is provided in the computer 

.0. 150. -60, -25. 20 

20° 

,_./ 150. 25, 50. 60, 37 

(Ì i 100, 0, -75, 25.0 

0 150 200 
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program (DX in Fig. 2). If this step is 
skipped. the program automatically 
sets DX equal to Ir . A gap can 
also be included to allow electrical 
measurements of capacitors that may 
be connected at each end of the strip 
inductor in a circuit layout. The strip 
inductor input location and direction 
can be specified in the same manner 
as the coil. For example, the strip in- 
ductor input of Fig. 2 would be denoted 
as left -bottom -horizontal. An example 
of the operation of this program is 
shown in Table I1. The underscored 
parts are data supplied by the teletype 
operator. 

Translate programs 

Because some of the components are 
not machine designed. several small 
programs have been written to manip- 
ulate the data from these designs into 
the correct form and position for an 
integrated circuit layout. Each of these 
programs performs one of the following 
operations: 

I ) Divides an area into a number of smaller 
areas whose size is determined by the max- 
imum lens opening of the Pattern 
Generator used. 
`.coves the component pattern data to a 

I1e s set of coordinates. 
31 Rotates the component pattern 900 in a 

counter- clockwise direction. 
4) Repeats the same pattern at prescribed 

intervals. and 
5) Magnifies the pattern. 

Each of these operations is used on the 
component data prior to the use of the 
main translate program. 

The main translate program provides a 

paper tape with the necessary data to 
position and operate the variable 
rectangular aperture of the Mann Pat- 
tern Generator using an associated 
computer. A series of these exposures 
on a photographic plate gives the 
desired photomask reticle or master. 
The input data for this program consists 
of the coordinate position (x,v), the size 

NJ/ ). and the angular position ta) in 
degrees of the various rectangular 
blocks required to describe the desired 
pattern. Each block is written in the 
form .v.v,ii. h,a. For example. the pic- 
ture in Fig. + is described by four block 
patterns and inserted into the computer 
memory. This data is then converted 
and put on paper tape to operate the 
Pattern Generator. Under the assump- 
tion that the block data for Fig. 3 is 

already stored in the computer under 
the file name TAPE50, Table III shows 
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TUNEABLE STRIP UCTOR. METAL THICKNESS,T =IPPK ANGSTROMS 
IS STRIP LESS THAN WS FROM EDGE? TYPE YES OR NO NERE» >YE,S 

STRIP TO EDGE DISTANCErz 
DOES STRIP HAVE GAP? TYPE YES OR NO HERE »> 
TYPE STRIP INPUT AS TOP,BOTTOM -LEFT RIGNT -H RIZONTAL,VERTICAL 
-FOR EXAMPLE TYPE TOP- LEFT -HORIZONTAL AS TLH NERE...2111 

IMI 1 

IMA: -7 
WMTIL 
WS. 
IMIN= 1.30NH LMIN= 78.79MIL IMA:= 5.4ONH LMA:= 213.91 MIL 
AREA 78.79BY 92.56MTL WAIT 1O.O0WS- 1O.00MIL RLOCNS= 
STRIP MOVED TO NEW POSITION? TYPE YES OR NO HERE.> >11 

11 

BOTTOM LEFT CORNER COORDINATES FOR STRIP INPUT ARE e.Aw, 
FOR STRIP EXIT ARE ( 78.79, P.00) 

P.OP) AND 

DATA STORED IN TAPE59 
1400 

Table III -Operator- computer interaction to obtain paper tape. 

the operator -computer interaction to 
obtain the paper tape. The underscored 
parts are the teletype operator 
responses. An option to obtain a printed 
display of the data from a teletype is 

provided. Although this pictorial dis- 
play lacks in fine detail. it has been 
found to show up most errors. Any 
errors found can be corrected in 
TAPE50 and the translate program re- 
run. The last six lines of Table Ill are 

representative of the form of data put 
on paper tape. 

IC layout 

Now that the methods of obtaining the 
individual component layouts and the 
method of converting the data to usable 
paper tape have been determined, the 
next step is to decide how to combine 
them into an integrated circuit. Because 
each circuit will present its own peculiar 

Kn = ,¡,_ 

ny. 
TAPFT,i_2L 

COPNFP Fr 

DO Y011 T IIrPLAY? tvPr YF< nP Y( F'FFF 

AM Lin;rr 

................. 

A VI"1TLE PATTERN IS 165.0 MILS WIDE AY ̂. 150.? MIL.° HIGH 

DO YOU WANT PETICLE ALIGNMENT vEYr? TXPF YEP Op NO HERE » >jjQ 
on MIRROR IMAGE MASTER? TYPE YEP OR NO HERE '» YEs 
xC.ENT-3P 
YCENT,, P 

N7_j 
NY -A, 

PUSH KT RUTTON, THEN RE -TUPN xFy. 

2260 
WP750H0250APPYP5535VP6605 :YI PA55;x143P5: 
W0750 5025560PYP93P 5+'066 P5 :X10455 :x143 P5: 
A0)506525505051 32 Y067,ä 7fT-04SS;Yi13Cß: 
WO25P140PPP700X064,IP5066O5;Y10455 :X.14305: 
W0p50HTPPPZPPYPPR60Y06605 ;X IP455;X143P5: 

Table Il -Bar inductor design. 
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Component Value 1pF) Area (mil') Size (mill 

Capacitors 1.0 32 6 x 5.5 
0.75 24 4 x 6 

0.5 16 4 x 4 

1.5 48 4.8 x 10 

3.5 112 11 x 10 

Spiral Coil 25 nH 48 x 75 

see Table I 

Strip 
Inductor 1.3 -5.4 79 x 93 

see Table I I 

Table IV- Component geometry data. 

conditions, the layout method will be fol- 
lowed for the circuit shown in Fig. 4. 

In this case, there are two clusters of 
capacitors, a spiral coil, and a strip 
inductor. The sequence of steps to fol- 
low for this example is shown in Fig. 
5. The first step is to obtain the 
electrical -physical inductor and 
capacitor data shown in Table IV. 
From the sketch shown in Fig. 6, the 
required capacitor, component -con- 
nection, and alignment- key -position 
data can be determined. These data are 
then placed in the computer memory 
and checked for correctness using the 
display section of the translate program. 
The rectangular spiral coil and strip 
inductor data are determined with their 
new coordinate positions and added to 
the capacitor and connector data in 
memory. From this step, a punched 
paper tape is obtained which will oper- 
ate the Pattern Generator and provide 
a photomask from the top metal layer. 
By assumption that the capacitor - 
connector data are already stored in the 
computer under the file name TAPE95. 
The data obtained from the working 
sketch (Fig. 6) for the bottom metal 
layer and the oxide layer must be run 
separately through the Pattern 
Generator. 

The complete set of photomasks for 
this circuit is shown in Fig. 7. Because 
this circuit is developmental, only six 
circuit patterns were reproduced di- 
rectly from the Pattern Generator. The 
choice of three patterns in the .v-direc- 
tion (Nx=3) and two in the y- direction 
(NY =22) reduces computer running 
times. Once the circuit is electrically ac- 
ceptable, the data obtained from the 
working sketch and component design 
programs can be used to obtain reticles 
from the Pattern Generator. These 
reticles are then used to obtain photo- 
masks with a large number of circuit pat- 
terns. 

Conclusions 
A system has been developed to design 
microstrip and lumped -element circuit 

1.3-54nH 

C2 
1.5-6pF 35-12pF 

Fig. 4 -MIC circuit diagram. 

OBTAIN SPIRAL COIL DATA 

OBTAIN STRIP INDUCTOR DATA 

DETERMINE CAPACI TOR AREAS 

SKETCH LAYOUT 

INSERT CAPACITOR BLOCK DATA 
INTO COMPUTER AND CHECK 

L2 
25nH 

INSERT CONNECTOR AND ALIGNMENT KEY BLOCK 
DATA INTO COMPUTER AND STORE WITH ABOVE 

RERUN SPIRAL COIL. MOVE TO CORRECT 
COORDINATES AND STORE WITH ABOVE 

RERUN STRIP INDUCTOR, MOVE TO CORRECT 
COORDINATES AND STORE WITH ABOVE 

1 
RUN TRANSLATE PROGRAM TO OBTAIN PAPER 
TAPE TO OPERATE MANN PATTERN GENERATOR 

SO- 

01- 

- -- OKIOE 

_._ BOTTOM METAL 

ZO 00 60 00 

WIDTH . 99 NEW L, POSITION 007. 801 

HEIGHT - 179 NEW LI POSITION ISt, SOI 

Fig. 5-IC- layout flow chart. Fig. 6-IC working layout. 

photomasks. This system determines 
component designs, microwave 
integrated- circuit layouts, and obtains 
the circuit photomasks using appropri- 
ate interaction between the designer 
and a time -sharing computer. Computer 
programs have been written for those 
component designs that are adequately 
defined. As other components become 
sufficiently defined for computer 
design, they can be readily included in 
the system developed. Component 
designs requiring considerable judg- 
ment are left to the designer with provi- 
sion made to readily include these in 
the system to obtain the final circuit 
photomask. The data generated can be 
used to quickly obtain photomasks with 
a few circuit patterns for rapid electrical 
evaluation. Once the design is finalized. 
this same data can be used to generate 

Fig. 7- Photomasks. 

100 1}0 

photomasks with large numbers of cir- 
cuits for mass production. As an exam- 
ple, the method for obtaining a particular 
lumped- element circuit has been 
described. This same basic system has 

been used to obtain microstrip circuit 
photomasks and could be used to obtain 
a photomask having both microstrip 
lines and lumped elements in the circuit. 
The overall system frees the designer 
of much of the tedium involved with 
component designs, integrated circuit 
and microstrip circuit layouts, and 
reduces the overall time from concept 
to useful photomasks. 
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RCA -DYNA: a large structural 
dynamics computer program 
Dr. R. J. Pschunder 

The design of high performance structures to dynamic specifications requires the 
availability of a reliable structural dynamics computer program. Missile and Surface 
Radar Division, Moorestown, N.J. has acquired a basic routine and has built it into 
a powerful tool. RCA -DYNA is able to analyze the dynamic responses of large complex 
structures to any type of input. 

THE SPACE AGE has greatly ad- 
vanced the state of the art in 

structural analysis. In contrast to hand 
analysis, which is limited to simple 
structures or simplifying assumptions, 
computer programs can analyze com- 
plex structures with a high degree of 
accuracy. Safety factors, which pre- 
viously had to be large to compensate 
for many unknown factors, are now 
allowed to shrink, resulting in efficient, 
lightweight structures. In these struc- 
tures, the control of the effects of shock 
and vibrations becomes an important 
consideration. Further progress was 
made by extending the statics programs 
into the field of structural dynamics. 
The result is an analysis capability that 
a few years ago seemed unreachable. 

Sophisticated customers are aware of 
these developments and are expecting 
the producer of high -performance 
equipment to have acquired the new 
technologies in structural design. 

M &SR has established in -house 
capabilities to be responsive to all com- 
ing needs in the structural dynamics 
field. 

Development of RCA -DYNA 

Basic skills in structural dynamics were 
developed at M &SR for the design of 
the family of tracking radars, such as 
FPS -16, FPQ -6, TPQ -18, and FPS -49. 
For more complex analysis, as required 
by NASA for the Lunar Module landing 
radar, M &SR had to rely on outside 
consultants. The winning of the AEGIS 
program by M &SR released funds to 
acquire a basic dynamics computer 
program and implement in -house 
capabilities in structural dynamics. This 
resulted in a better control of the costs, 
schedules, extent, and reliability of the 
analysis. 

Since then, much effort has gone into 
rewriting and increasing the capabilities 
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of the original program. The new 
development was named "DYNA" for 
Dynamic Structural Analysis System. 
It is fully operational to the extent 
described in this paper. 

Capabilities of DYNA 

DYNA is a large structural dynamics 
program that uses the finite element 
approach to model complex structures 
and normal mode theory for solving the 
dynamics. This program is dimensioned 
to work with: 

2000 structural elements such as: 
bars, beams, triangular, rectangular 
and quadrilateral plates, special ele- 
ments, and rigid members 

2000 elastomechanics degrees of free- 
dom 

300 mass degrees of freedom 

The analysis options are as follows: 

I) Static analysis of deflections and 
stresses of structures. 
2) Natural frequencies and mode shapes. 
3) Dynamic responses to: 

a. Sinusoidal force or base motion 
inputs. (Aeolian vibrations, responses to 
discrete frequencies.) 
b. Sine sweeps in evenly or unevenly 
spaced frequency steps. (Predictions of 
behavior during a shaker test.) 
c. Random vibrations, given a spectral 
density plot. (Calculations of random g' 
levels and random stresses.) 
d. Shocks specified by a time plot. 
(Atomic and gun blasts, under water and 
ground shocks, earthquakes, driving 
over rough road beds, etc.) 
e. Shock spectra on Navy vessels 
(N A V S H IPS- 250- 423 -30). 
f. Shock spectra, given by velocity or 
acceleration vs. frequency plots. 

Dr. Ralph J. Pachunder 
Advanced Mechanical Technology Group 
Missile and Surface Radar Division 

Moorestown, N.J. 

received the MME in 1941 and the PhD in 1965 from the 

Technical University in Vienna, Austria. In Vienna, Dr. 

Pschunder was a research engineer for the Viennese 
Locomotive Works in the field of thermodynamics and 

stresses of steam engine boilers. For seven years, before 

coming to the U.S., he taught mechanical engineering and 

served as consultant to i ndustry in the thermal lab attached 
to the school. In 1954, Dr. Pschunder worked for the N.Y. 

Brake Co. in Watertown, N.Y., where he was a research 

engineer in aircraft hydraulics. In 1959, he joined M &SR 

and was assigned to various structural analysis tasks. He 

worked on the BMEWS radomes and developed the theory 
and designs of the MIPIR tower and foundations and, later, 

FPS -16's. He has spent 5 years generating the theory and 

computer programs for the complex cable structures of 

the Cobra -Mist antenna. for which he has written a number 
of accurate catenary and guyed tower programs. He was 

involved in the dynamics of ships structures (AEGIS). 
space structures (Apollo and Viking). and hardened struc- 

tures (CAMEL). Dr. Pschunder has implemented the RCA - 

DYNA computer program at RCA facilities and is presently 
writing DYNA -2. He holds 4 U.S. patents, has written 
several papers, and is a Licensed Professional Engineer 
in the State of New Jersey. 
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g. Generation of shock spectra for 
selected mass -degrees of freedom. 

4) Thermal stresses -The deflections and 
stresses caused by temperature gradients 
are treated as a statics problem. The ther- 
mal stress option allows a link -up between 
DYNA and SPTHA (Spectra -Thermal 
Analyzer), the thermal program that suc- 
cessfully calculated the thermal profiles of 
the Lunar Module radars during the 
Apollo missions. The thermal program 
calculates steady -state or transient tem- 
perature fields which are fed into DYNA. 
5) Simultaneous vibrations of shocks 
-Several options exist to superimpose 
or RMS the responses to inputs coming 
from various directions (3 axial inputs). 
6) Phase shift or time delay- Options per- 
mit specifying delays of the input functions 
reaching the mass points; thus it is possible 
to analyze the effects of a blast wave rol- 
ling sideways over a structure. 
7) Damping- Options include uniform 
viscous damping, modal damping and 
individual damping between mass points. 

RCA 

STATIC 
THERMAL 

DYNA 

Io 

40 
90 
100 

112 

123 

n4 

212 

Structural dynamics program 1972 

Input check 
Element and thermal stiffness matrices 
Global stiffness matrix 
Flexibility matrix 
Natural frequencies and mode shapes 
Dynamics 
1. Sinusoidal force or base motion input 
2. Sine sweeps 

3. Random vibrations 
4. Shock inputs 
5. Shock spectrum generation 
6. Plots of 1, 2, 3 and 5 

7. Super position of compatible runs 
8. Time delay for travelling shock 
Dynamics for earthquakes 
1. Simultaneous shock inputs 
2. Plots of selected responses 
3. Data save for 123 

Shock spectrum generation for 113 

Response to shock spectra 
Shock analysis on ships 
NAVSHIPS- 250 -423 -30/31 

Stress analysis (deflections & stresses) 
1. Static loading 
2. Thermal loading via cards 
3. Temperature fields vs time from SPTHA -thermal program 
4. Dynamic loading 
5. Report on maxima for each member and for total run 

Fig. 1 -Flow chart of various DYNA subprograms 
and their functions. 

It is then possible to assign various damp- 
ing rates to different parts of the structure. 
8) Plotting -Inputs and responses may 
be presented in graphical form by on -line 
plotting or using a Calcomp plotter. 
9) Report on maxima -Tables are printed 
that record the maximum deflections, g 
levels or stresses, and when they took 
place. The maxima tables are used for 
dynamic responses or transient tempera- 
ture conditions. This ensures that the most 
important events are not missed in the bulk 
of the output. 
10) Data readability -Great emphasis 
was put on the readability of the output 
formats, by providing sufficient headings 
that make the data understandable to those 
not too familiar with DYNA. 

Operation of DYNA 

DYNA is written in FORTRAN -4 and 
operational on the RCA Spectra 70/55 
in M &SR. It also ran on the RCA 
Spectra 70/45 at RCA's Cherry Hill 
facility. 

The flow chart in Fig. 1 shows the vari- 
ous subprograms and their functions. 
The linking of successive steps is done 
by a 10 -tape schedule, which saves 
intermediate data and permits restart 
without having to regenerate good data. 

Efficient operation, i.e., pulling through 
several steps in one shot, requires the 
availability of up to 7 tapes and one disc 
station. The largest memory require- 
ment is 232 bytes. 

The DYNA source decks occupy 6 

boxes of cards, which are maintained 
by the Advanced Mechanical Tech- 
nology Group at M &SR. Actual op- 
eration is done from the up -to -date 
DYNA systems tape or its backup. 

DYNA has successfully been used on 
the following programs: 

AEGIS -Analysis of the MFAR 
support structure, a welded aluminum 
frame, supporting a phased array radar 
for the Navy. It lieu of shock testing 
the 17,000 -lb assembly, compliance to 
MIL- S -901C, MIL- STD -167 and other 
specifications was proven by this 
analysis. 

The 6 -hour net computer time on the 
relatively slow RCA Spectra 70/55 is 
typical for a large problem involving the 
following parameters: 

Coordinate points (209) 

Elasto- mechanics degrees of freedom 
(291) 

Mass -degrees of freedom (180) 

Structural elements, i.e., beams, 
plates, etc., (204) 
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Fig. 2- Location of mass nodes on LCRU high -gain 
antenna structure used on Apollo. 

Analysis of natural frequencies and 
mode shapes 

3 -axial shocks, atomic and gun blast 
(2) 

25 -Hz sine inputs (3) 

Stresses for all conditions 

Plotting of selected responses 

Apollo -Analysis of Lunar Com- 
munications Relay Unit (LCRU) high - 
gain antenna, used on the Lunar Rover 
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Fig. 4- Response plot of TV antenna to severe earthquake. 

to transmit color TV pictures to earth. 
As shown in Fig. 2, the antenna consists 
of a supporting mast, the umbrella -type 
antenna, its feedhorn, and a positioning 
handle. The structure was modeled by 
20 spring- connected masses, each hav- 
ing 6 degrees of freedom. The dynamic 
response of the feedhorn mass (point 
1) to a sine sweep is presented in Fig. 
3. (This work was done for the Camden 
facility.) 

CAMEL -Responses and stresses 
of a hardened phased array to atomic 
blast and ground shock environment. 

TV- antennas -Several TV- antennas 
were analyzed for RCA -Gibbsboro, 
deriving responses and stresses due to 
KARMAN vortex excitation and 
severe earthquakes. The response plot 
of a guyed structure to an 8.3 Richter 
earthquake is shown in Fig. 4. 

Viking mars lander high- and low - 
gain antennas -The analysis derives 
the responses and stresses to deploy- 
ment and landing shocks, sine sweeps, 
and shock spectra. 

Additionally, DYNA was used in 
several proposals to demonstrate 
RCA's structural capabilities. 

To gain confidence in the results pro- 

duced by the very complex operations 
of DYNA, the following checking and 
verifications procedure was followed: 

1) All new branches and options were 
tested on a simple 3 -mass model that still 
can be checked by hand analysis. 
2) The actual MFAR structure was stati- 
cally load tested to calibrate the analysis 
and modeling procedures. Valuable 
experiences were gained for the choice of 
the proper factors when using large shear 
beams. 
3) The LCRU antenna was tested on a 
shaker table and gave excellent correla- 
tions with the sine sweep analysis. 
4) On several occasions, DYNA results 
were compared to the results of other pro- 
grams. The agreement was highly satis- 
factory as far as mode shape data was 
concerned. Dynamic response data on a 
1000 -time slice earthquake showed corre- 
lation in magnitude and phase. 

Future improvements of DYNA 

The experience with DYNA so far has 
been extremely gratifying. The M &SR- 
written dynamic response options are 
probably the most versatile and useful 
available in this country and at this 
time. However, possible improvements 
are clearly visible and several changes 
to DYNA are anticipated. The tenta- 
tive program is as follows: 

Faster routines (in preparation). As 

the state -of- the -art in finite element 
methods progresses, the fastest and 
most efficient methods are established 
by a trial and error process. Desirable 
features of other programs are picked 
up and incorporated in DYNA to in- 
crease speed and reduce costs. Input 
and output formats might be changed 
to adapt to the practical needs of 
DYNA- users. 
Structural elements (in preparation). 
The number of structural elements will 
be enriched to include bending plates 
and 3- dimensional elements. This will 
benefit work in the areas of radomes 
and waveguide windows under atomic 
blast and thermal conditions. 

Non -linear conditions. There is a need 
to include the effects of backlash and 
elements with non -linear spring rates. 
This is a difficult task and will require 
a study of which of the theoretical pos- 
sibilities is the most economical. 

Thermal stresses. The inclusion of non- 
linear capabilities will permit analyzing 
the efforts of severe temperature 
gradients, where high temperatures 
drastically change the structural prop- 
erties of the heated elements. The 
ultimate goal is the inclusion of thermal 
shock, where the dynamic effects of 
sudden expansion are considered. 

DYNA is a program, unlike commer- 
cial ones, that is completely controlled 
by its users in M &SR; therefore, it is 
relatively simple to re -write and add a 
routine for a special purpose. This has 
been done on several occasions. DYN 
115 is a special version of DYN 112 

that calculates the affects of shock on 
ships according to NAVSHIPS- 
925-50-30 procedures, and DYN 113 

was written for RCA's Gibbsboro facil- 
ity to calculate the effects of long - 
duration earthquakes on structures. 

The Advanced Mechanics Technology 
Group intends to have and maintain a 
structural dynamics program that rep- 
resents the state -of -the art and is able 
to respond to any task in structural 
dynamics that RCA might need to 
remain competitive as a supplier of 
high -performance equipment. 

Compared to other structural dynamics 
programs, DYNA can only be sur- 
passed by NASTRAN in scope and 
capability. DYNA's great advantages 
are the simple input format, its great 
range of dynamic options, and the in- 
house capability. 

www.americanradiohistory.com

www.americanradiohistory.com


Bayesian statistics 
F. E. Oliveto 

Probability and statistics play very important roles in almosl all phases of scientific 
research and applications. Bayesian statistics is a relatively new scientific and engi- 
neering application of these disciplines. 

MI N'S INTEREST in predicting the 
outcomes of events either from 

a need or curiosity goes back to the 
earliest of times. Perhaps cavemen re- 
sorted to casting lots by tossing stones 
to determine fairly the outcome of 
some questionable events. Gamblers 
from all ages always have tried to de- 
vise schemes to forecast the best odds 
in their favor so to be able to outguess 
their opponent, whether by tossing a 

pair of dice, flipping a coin, playing 
cards, etc. 

It was Gerolamo Cardano' (1501- 
1570) . also known as Jerome Cardan, 
an Italian Medical Doctor, a mathe- 
matical genius, and a renowned gam- 
bler who first formalized the concept 
of probability in the sixteenth century. 
In his Book on Gaines of Chance,' he 

first studied the enumeration of all the 
different outcomes of tossing dice. He 
considered that if two dice are tossed 
and there are 36 possible ways for 
two distinguishable dice to fall and 
since six of these 36 ways produce a 

seven, the probability of producing a 

seven must be 6/36 or 1/6, etc. 

Beginning with Cardano, the first 
formalized laws of classical probabil- 
ity theory were established, followed 
by later contributions of such distin- 
guished mathematicians as Pascal. 
Fermat, and Bernoulli. 

Definition of probability 

Cardano, and the others who fol- 
lowed, began to formalize a more pre- 
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cise concept and definition of the 
probability discipline and science. 
This concept and definition became to 
be known as the classifical objective 
definition of probability: 

If we let n be the number of exhaustive, 
mutually exclusive, and equally likely 
cases of an event under a given set of 
conditions, where n is equal to all possible 
outcomes and the occurrence of each of 
these outcomes is independent with equal 
probability, and if m of these outcomes 
are known as the event A, then the prob- 
ability of event A under the given set of 
conditions in m /n. 

For example, if one ball is to be drawn 
from a bag containing two white balls 
(w), and three red balls, (r) and each 
ball has an equal chance of being 
drawn, then the probability of draw- 
ing a white ball is w /n =2/5 and the 
probability of drawing a red ball is 
r /n =3/5. 

Development of Bayesian statistics 

In 1763, "An Essay Toward Solving a 

Problem in the Doctrine of Chance" 
was published in the Philosophical 
Transactions of the Royal Society.` 
This Essay was written by the Rev- 
erend Thomas Bayes (1702 -1761) and 
submitted to the Society by Bayes's 
friend, Richard Price. after Bayes' 
death. 

The essay gave rise to a new form of 
statistical reasoning, suggesting that 
probability judgments based on previ- 
ous experience and observation should 
be combined with probabilities based 
on relative frequencies by the use of 
Bayes' theorem. 

The Bayesians statistical reasoning is 
based on the idea of a rational degree 
of belief or inductive probability as 
opposed to the classical approach in 
which subjective or inductive judg- 
ment has no place. 

The classical statistician defines prob- 
ability in terms of frequency of oc- 
currence in repeated trials, as in games 
of chance. He perceives situations 
and, as a matter of routine, draws in- 
ference and attempts to conceive and 
formulate procedures that will hold 
in the long run. He feels that factors 
of belief or subjective deduction 
should be kept from probability theory 
and formulation. Although, as a statis- 
tician he is expected to use his per- 
sonal judgment, he is careful not to 
include it in his theories. 
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The Bayesian statistician, on the other 
hand, tries to demonstrate how expe- 
rience and observations should be used 
to alter previous concepts. His main 
problem is then with inferences in the 
presence of uncertainty; therefore, all 
his endeavors will be toward making 
his observations and opinions as pre- 
cise and formal as possible. 

The classical statistician enumerates 
the possible outcomes and predicts the 
probability of each event: e.g.. a coin 
being tossed produces one of two pos- 
sible outcomes -head (H) or tail (T) . 

In classical probability theory, then, 
ii =2 and the probability for either H 
or T is equal to H/n or T /n= t /2. 

The Bayesian statistician, on the other 
hand, observes the outcomes (prior 
knowledge) , and from these previous 
observations determines the prediction 
(posterior deduction) . 

The classical statician says, "I cannot 
change the outcome: a coin has 50% 
chance of being a head and 50% of 
being a tail regardless of previous ob- 
servation of head and tail. The Baye- 
sian statistician says, "I cannot change 
the outcome of possible events, but by 
observation I can see the trend of a 

specific event." For example, if a coin 
is tossed 1000 times and a head occurs 
80% of the time, it can be predicted 
that the 1001th time will have a higher 
probability of producing a head than a 

tail. even though the reason is not ob- 
vious. With a roulette wheel, the same 
reasoning can be applied: if by long 
observations, the numbers 1 to 5 come 
out more often than 6 to 10 (approxi- 
mately by 85 %) , it can be predicted 
that on the next spin. there is a higher 
probability that the numbers 1 to 5 

will come out. 

The probabilities of the above exam- 
ples could be the results of a bias in 
the coin, the wheel. the ball, or some 
other factors which somehow have in- 
fluenced the outcome of a particular 
event. 

In the real world, most people are 
using Bayesian reasoning in solving ev- 
eryday problems or making decisions. 
For example: going home from work. 
an individual has two possible ways 
he can take: road A or road B. As- 
sume the distance and the number of 
stops of road A or B are approximately 
equal; therefore, the travel times are 

equal. At 5 p.m. leaving work, he must 
decide which road (A or B) to choose. 
Using classical probability theory and 
the above assumptions, the probability 
of choosing A or B is m /n= t/2 (two 
possible outcomes or 50 %) This can 
be accomplished by flipping a coin, 
tails for road A and heads for road B, 
etc. However. this individual has been 
riding road A or road B for the past 
year. Within this period, he observed 
that from 5 to 5:45 p.m., road A is 

very congested for the first 3 miles 
and, therefore. he has to wait for at 
least 45 minutes before it clears up, 
but road B. for the same period of 
time. is clear. After having observed 
this situation for a while he makes a 

subjective (intuitive) decision based 
on his past experience that if he leaves 
work between 5 and 5:45 p.m., he 
goes home by way of road B. But if 
he leaves work before 5 or after 5:45, 
he uses the classical approach of 
choosing either A or B. 

Unfortunately, many pseudomathema- 
ticians in the early days of Bayesian 
popularity, misapplied Bayesian rea- 
soning. In fact, they became a subject 
of ridicule among the classical objec- 
tive mathematicians. Even to this day, 
people too frequently tend to apply 
Bayesian reasoning where it should 
not be applied, either because of the 
lack of proper information or other 
factors (not considered) which would 
not be applicable to the Bayesian ap- 
proach. 

A simple example of how Bayesian 
reasoning can be applied incorrectly 
is as follows: If there are two indi- 
viduals- designated A and B; A is 100 
years old and B is 25 years old. Pre- 
dict the probability of A and B surviv- 
ing one more year. 

Applying Bayesians theorem incor- 
rectly, 

1) The ages of both men are known 
as prior information. 
2) Also, it is a fact that A has lived 75 
years more than B. 

Since A has survived 75 years more 
than B. intuitively A would have a 
higher probability of surviving one 
more year than B. 

As a result of early misapplication, the 
Bayesian theory was not accepted for 
many years, until a recent renewal by 
many mathematicians who believe that 
Bayesian reasoning is very important 
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and highly useful when properly ap- 
lied. Many of the works that are land- 
marks in the new upsurge in Bayesian 
theory have come within the last 
twenty -five years. F. P. Ramsey" 
wrote an essay on truth and proba- 
bility. Extensive developments were 
made by B. de Finetti' on a persona- 
listic view of probability and the mod- 
ern theory of utility. L. J. Savage" in 
his, "The Foundations of Statistics ", 
develops, explains, and defends a cer- 
tain abstract theory of behavior in the 
face of uncertainty. (The theory is 

based on a synthesis of the works of 
B. de Finetti) . Also I. J. Goode,' H. 
Jefferies, D. V. Lindley," and H. 
Raiffa;" to name a few. 

Bayesian theory 

Briefly, the Bayesian theorem is based 
on conditional probability as follows: 

Assuming that P (AB) = P (BA) : 

1) When A and B are mutually exclusive 
events, then P(AUB) = P(A) +P(B) 

2) The conditional probability of B, given 

A, is P(B /A)- P(BflA) 
(P(A)>0) P(A) 

3) When A and B are not statistically in- 
dependent, then P(BA) -P(A) P(B /A) 

4) When A and B are statistically indepen- 
dent, thenP(B /A) =P(B) and 

P(Af1B) =P(A) P(B) 

Let us find the probability of a joint 
occurrence P(AB) of events A and 
B. The conditional probability of B. 

given A, is defined as: 

P(B /A)= p(,4) 

From this, the multiplication rule can 
be derived: 

P(Bf1A) =P(A) P(B /A) 

P(Bf1A) 

or 

P(AB)=P(A/B) P(B) 

From the last two expressions, we 
have: 

P (B/A) _ P (AB) 
P(A) 

But P(AB) = P (A/B) P(B); therefore 

P(B/A) _ P(A/B) P(B) 
P(A) 

The terms in Eq. 1 can be explained 
as follows: 

P(B) is the prior probability (the knowl- 
edge gained before the new information 
A is known) 

P(A /B) is the possibility (how likely is 
the new information A, provided that 
the original assumption B is true). 

P(A) is the probability of the new in- 
formation A. 

P(B /A) is the posterior probability of B 
(what is the probability of B after the 
new information A is now known or 
available) . 

As it is seen from the stated postu- 
lates, Bayes' theorem provides a use- 
ful technique for constant renewal of 
the original probability prediction due 
to the continual gathering of new in- 
formation, Therefore, the procedure 
becomes straight- forward: as the new 
information B' is known, the new prior 
is P(A /B), the new "posterior" is 
P(A /B'), etc. 

P(A) is not an easy concept to handle, 
but it can be represented as: 

P(A)= EP(A /B.) P(B,) 

B; 
for discrete probability 

and 

P(A) =I p(A /B) b(B) dB 

for continuous probability. 

Stating Eq. 1 in general form, let M. 
B,, ... , B. be n mutually exclusive and 
exhaustive events and at least one of 
them, and not more than one, must 
have happened, but it is not known 
which one. Suppose also that an event 
A may follow any one of the events 
Bk, with known probabilities, and that 
A is known to have happened. 

What is then the probability that it 
was preceded by the particular event 
Bk? 

We suppose that the prior probabili- 
ties [P(B,), P(B,) P(B7)] are 
known and also the probabilities 
[P(A /B,), P(A /B:), , P(A/B.)]. 
We have to calculate P(B)/A). the 
posterior probability of B. 

Now the probability that Bk happens 
and is followed by A is 

P (Bk) P (A /Bk l 

The probability that A happens, no 
matter which of the Bk preceded it, is 

rx 

EP(Bk)P(A /Bk) 

k =] 

Hence the probability that when A 

happens, it is preceded by Bk is given 
by 

P(Bk/A) =P(Bk)P(A/Bk) 

EP(Bk)P(A/Bk) 
k-1 

Application of the Bayes theorem 

A simple example of the classical ap- 
proach and the straight- forward use 
of the Bayes theorem is illustrated. 

Suppose we have three urns contain- 
ing the following balls: 

Urn I: 3 black, 2 white 
Urn II: 4 black, 7 white 
Urn Ill: 5 black, 4 white 

An urn is selected at random and a 

ball is drawn from it. Given that the 
ball drawn is black, what is the prob- 
ability that the urn chosen was Urn I? 

In the classical approach, in order to 
find P(U, /B), it is necessary first to 
compute P (U, fl B) and P(B): 

We have three urns; therefore, the 
probability of selecting any one of the 
three urns is ' /3. And the probabilities 
of black and white balls from each 
urn are: 

Urn 1: P(B) =3/5 and P(W) =2/5. 
Urn Il: P(B) =4/11 and P(W) =4/9. 
Urn Ill: P(B) =5/9 and P(W) =4/9. 

therefore, the probability that urn I 

is selected and a black ball drawn is 

1/3 x 3/5=1/5; that is P(V, f1 B) _ 
1/5. Since there are three urns, we 
have 

P(B)=(1/3x3/5) + (1/3x4/11) + 

(1/3 x 5/9) = (1/3) (150.4/99) 

and 

1/5 
P(U,IB)=P(B)f1B)- 150.4-752 

3x99 

Alternatively by using Bayes' theorem 
(Eq. 1) 

P(U, /B) = P(U,)P(B /U,) 

LP(Uk)P(B /Uk) 
k, 

From the preceding calculation, 

P(U,) =1/3 
P(U) =1/3 
P(B /U,) =3/5 

Thus. 

P(B/U_) =4/11 
P(B/U:,) =5/9 
P(11.1= 1/3 

P(U,/B)= 
1/5 297 

1/5+4/33+5/27 752 
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This same principle also can be ap- 
plied in solving technical and scien- 
tific problems. Indeed, mathematicians 
and engineers are applying the Baye- 
sian theorem in almost every scientific 
field. In reliability engineering, for ex- 
ample, several companies and Govern- 
ment agencies are doing extensive 
studies on the application of the Baye- 
sian statistics to reliability. 

Reliability engineering application 

Time and cost are often major factors 
in a testing program; in many in- 
stances, they are prohibitive. Time 
and cost required to demonstrate con- 
formance depend on the severity of 
the reliability requirements. However, 
testing time (hence cost) can often be 
reduced by application of the Bayesian 
concept, provided sufficient prior data 
is available. Thus it is of the utmost 
importance that all data regarding 
component parts and equipment be re- 
tained as potential prior data. 

The well known reliability demonstra- 
tion test plans and new approach to 
reliability testing should be investi- 
gated before decision is made on what 
type of test procedure will be the best 
suited with regard to time, cost, and 
applicable result to be implemented. 

The test plans delineated in MIL-STD- 
781B are usually implemented to dem- 
onstrate reliability conformance. The 
parameters used in this standard are: 
ß- consumer's decision risk 
a- producer's decision risk 
0- specified MTBF (mean time be- 

tween failures) 
0,- minimum acceptance MTBF, and 
00/0,- discrimination ratio. 

Example of reliability demonstration 
test plans using MIL-STD-781B 

The primary requirements for this hy- 
pothetical test are that: 

1) The customer shall take no greater 
than a /3 =10% risk 

2) The equipment will be accepted 
whose MTBF is less than 9,= 10,000 
hours, and 

3) The producer shall take no greater 
greater than a= 10% risk of rejecting 
equipment having a true MTBF equal 
to or greater than 80= 15,000 hours. 

Sequential type tests, rather than fixed - 
time tests are chosen in these exam- 
ples. 
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Test Plan I of MIL -STD -781B meets 
the specified conditions. When O the 
true MTBF of the equipment under 
test, is 15,000 hours, the expected 
time necessary to reach a decision is 
259,500 hours. (The accept- reject cri- 
teria operating characteristic curve, 
and expected test time curve for this 
plan are on pages 19 and 62 of MIL- 
STD-781B) . 

If the specified MTBF were 20,000 
hours, the discrimination ratio would 
be 2, and the expected time necessary 
to reach a decision according to Test 
Plan III of MIL- STD -781B is 102,000 
hours (pages 21 and 64 of MIL -STD- 
781B) . 

This test time, however, can be re- 
duced using MIL -STD -781B, in con- 
junction with the Bayesian approach. 
To reach a statistically sound decision 
for a reliability demonstration test 
using the Bayesian approach, it is nec- 
essary to have adequate prior informa- 
tion applicable to the equipment being 
demonstrated. At the end of a prelim- 
inary phase of a program, the producer 
has an excellent opportunity to apply 
this technique toward a cost effective 
demonstration test plan. In addition, 
once the design and development are 
completed and production begins, con- 
tinual adjustment of the prior distribu- 
tion based on previous test results and 
field evaluations can also serve to keep 
testing to an economical minimum. As 
a minimum, the test plan should be de- 
signed to demonstrate the required 
MTBF at the level of confidence re- 
quired by the customer. 

To put the previous discussion (Eq. 1) 

of Bayesian theory into the context of 
the reliability demonstration test prob- 
lem, let A represent acceptance of the 
equipment by means of reliability 
demonstration test, and let 0 be the 
equipment MTBF. 

It follows that P(A /0) is the proba- 
bility of acceptance given an MTBF of 
0, and jn(0) is the probability density 
function of O before testing (prior 
density) . 

Then, similar to Eq. 1 

f(a/A) = P(A /9) ¡(9) 

1P(A/9) j(9) de 

" (2) 

This is the basic equation for the 
Bayesian approach to reliability dem- 

onstration tests. Such reliability dem- 
onstration tests, as delineated in 
MIL -STD -781B, are based on two as- 

sumptions 

1) An equipment with a specified low 
reliability level has a low probability 
of acceptance, and 

2) High reliability equipment will pass 
the test with high probability. 

Application of the procedure 

The first step is to determine the prior 
distribution as related to the MTBF 
for the proposed equipment. The prior 
distribution should then be used to 
develop the posterior distribution by 
means of the conjugate. If the pos- 
terior distribution of 8 is based on an 
estimate, O will be of the same form as 
the prior distribution: such distribu- 
tions are called conjugate. 

Raiffa and Schlaifer"" have worked 
out the theory of such distributions as 
follows 

1) If sample test data are known to be 
normally distributed, a normal distri- 
bution is most conveniently selected 
as a prior. A normal distribution will 
be obtained as the posterior distribu- 
tion. 

2) If sample test data is known to be 
exponentially (or Poisson) distributed, 
a Gamma distribution is most conven- 
iently selected as a prior. A Gamma 
distribution will also be obtained as 
the posterior distribution. 

3) If sample test data is known to be 
binomially distributed, a Beta distribu- 
tion is most conveniently selected as a 
prior. A Beta distribution will then be 
obtained as the posterior distribution. 

The main difficulty in applying the 
Bayesian approach is determining the 
operating characteristic (o.c.) of the 
test procedure and how it is related 
to the posterior distribution. The o.c. 
curve of a life -test sampling plan 
shows the probability that a submitted 
lot with given mean life would meet 
the acceptability criterion on the basis 
of that sampling plan. The o.c. curve 
or equivalent test parameters can be 
determined to fulfill the conditions on 
0,, and still assure high acceptance 
probability of On for a given prior 
density. 

Using the conditions stated previ- 
ously: 

00 -predicted = 15,000 hours 
(expected) MTBF 

e, -acceptable MTBF = 10,000 hours 
13 -consumer's risk =10% 
a -producer's risk =10% 
e0/9,- discrimination ratio =1.5 
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As outlined in MIL- STD -781B, the ex- 
pected total test time is 259,500 hours 
for these conditions. 

Prior and posterior probability 

Since space does not permit the devel- 
opment of the complete set of prior 
distributions, the following prior prob- 
abilities for each corresponding MTBF 
are merely stated to illustrate the 
example. 

MTBF (hours) (0;) Prior probability (Pi) 
I. 8,000 
2. 10,000 
3. 12,000 
4. 14,000 
5. 16,000 
6. 18,000 
7. 20,000 

0.05 
0.10 
0.20 
0.25 
0.25 
0.10 
0.05 

It should be emphasized, however, 
that the development of prior distri- 
butions is the key to successful appli- 
cation of the Bayesian approach. 

Once the prior and posterior distribu- 
tions have been determined, an ex- 
pression for ß can be developed: 

exp(- x,) ;T] 
,-, ß= 
(IP,), exp[-(`' xi) ;11 

, i-, ,_, 

(3) 

where T is the total test time required; 
HP, = P; represents the prior probabil- 
ities; and `'A, =0, represents the stated 
MTBF. Eq. 3 is based on the zero fail- 
ure acceptance criteria developed by 
H. Balaban."" It also assumes an ex- 
ponential component -failure -time dis- 
tribution. 

Expanding Eq. 3 to the extent of our 
present example, we can solve for T 
as follows: 

ß P,exp (-T/ei) +. . .+P; exp(-T/er) 
P,exp (-T/01) +P_ exp(-T/82) 

By substituting the values of P, and 8; 

tabulated above and using ß =0.10, we 
can produce a numerical solution. 

Since analytical solutions do not exist 
for this equation, a computer program 
can be developed to calculate T. In 
this example, T was calculated to 
equal 11,600 hours. 

To provide both the producer and the 
customer a high probability of passing 
equipment which has an MTBF of 

15,000 hours the following modifica- 
tions are made: 

1) The component equipment Beta risks 
for a zero -failure -acceptance criterion 
are determined. 

8',(x,)= exp( -x; /T) 

The zero -failure for T= 11,600 hour 
test for acceptance is equivalent to a 
beta risk for a 10,000 -hour MTBF of 

1 1,660 l exp 10,0001" 0.31 

2) This beta risk for 0= 10,000 hrs, in con- 
junction with a 10% a -risk associated 
with a 15,000 -hour MTBF, provides the 
following test conditions: 

e0=15,000 
01=10,000 

a=0.10 
fl' =0.31 

3) For the test plan conditions as speci- 
fied in 2) above and by using the 
sequential theory formulas for the 
exponential case, the expected total test 
time is approximately 122,750 hours. 

If the predicted MTBF is 20,000 hours 
and the discrimination ratio is 2,0, 
the expected total test time before a 
decision is reached is approximated to 
be 40,100 hours compared to 102,000 
hours for the same plan using MIL - 
STD -78I B. 

Test time savings 

From the preceding examples it is 

shown that the use of prior infor- 
mation has resulted in a potential 
time savings of (259,500 - 122,750) = 
136,750 test hours. By reducing the 
test time by approximately 136,750 
hours, the cost to perform the Reli- 
ability Demonstration Test has been 
reduced quite considerably over the 
test plan by using MIL -STD -781B. 

Table I shows the corresponding total 
expected test time with the different 
original Beta requirement for a pre- 
dicted MTBF of 15,000 hours. 

Table I- Expected test times versus original 
beta risk requirement. 

Original 
Beta risk 

0.100 
0.105 
0.110 
0.115 
0.120 
0.125 
0.130 

Revised 
Bela risk 

0.317 
0.368 
0.411 
0.463 
0.522 
0.589 
0.657 

Expected 
test time 
122,750 
101,550 
84,280 
67,600 
54,850 
37,850 
25,150 

From the Table I, it is seen that if the 
customer is willing to take a risk of 
12% of the outgoing equipment to 
have an MTBF of 10,000 hours or less, 
the total expected test time can be re- 

duced to 54,850 hours, which is a sig- 
nificant savings over 10% beta re- 
quirement. 
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Apollo 15 and 16 ground 
commanded television assembly 
B. M. Soltoff 

The Ground Commanded Television Assembly, developed by Astro- Electronics Divi- 
sion for NASA, represents a new level of performance for space application television 
equipment. Functioning as the heart of the television system during the Apollo 15 

and 16 missions, the camera provided the scientific community and the home viewer 
with real -time coverage of the lunar exploration. Quality of the received video was 
better than that of any previous missions. 

Bert M. Sonett, Design Mgr. 
Camera Development 
Astro- Electronics Division 
Princeton, New Jersey 

received the BSEE from Drexel Institute of Technology in 

1956 and the MSEE from the University of Pennsylvania 
in 1964. In 1956, he joined the Research Division of the 

Philco Corporation where he worked on the development 
of the "Apple" color television receiver and other related 

television receiver systems and problems. This ncluded 
the use of analog computer techniques to optimize 
cathode -ray tube design. In 1960. Mr. Soltoff joined the 
Commercial Engineering Section of Philco where he was 
concerned with transistor applications for newly developed 
devices. In 1962. Mr. Soltoff joined RCA and worked in 

system and circuit design for the miniaturized AN /APN -155 
radio altimeter. After transferring to AED in 1963, his initial 
assignment was the development of an automatic shading 
and spectral response calibrator for the AVCS cameras. 
He next was assigned the lead engineer responsibility 
for the APT cameras used on the TIROS -TOS satellites. 
He received the IR -100 award for development of the HAX 
box adapter used to process HRIR data on the Nimbus 
satellites. In 1968, as Manager. Camera Development. he 

initiated the design and development of the high -resolution 
Two -Inch Return Beam Vidicon cameras used for surveil- 
lance on the earth resources satellites. In the fall of 1969, 
he directed atask force which developed a miniature color 
TV camera for potential space applications. This effort was 

extended to development and delivery in 1971 of the 
Ground Commanded Color Television Assembly used on 

the Apollo 15 and 16 missions. During this period, he 

also directed the development of the video multiplexer 
and sequence generator for the RBV system. Mr. Soltoff 
played a key role in the performance of the Video Data 
Quality and Measurement Study for NASA. He also recently 
performed trade -oft analyses and provided recommenda- 
tions for the hardware requirements of the Space Shuttle 
TV System. Mr. Soltoff is a member of the IEEE and the 
Technical Group on Broadcast and Television Receivers, 
and he has published several papers in the Technical 
Group Journal. 

THE OUTSTANDING QUALITY of the 
Tv pictures obtained with the 

Ground Commanded Television 
Assembly (GCTA) on the Apollo 15 and 
16 missions was achieved by applying 
to each area of camera performance the 
latest technical concepts. Addition of 
ground- command capability from the 
Mission Control Center permitted ver- 
satility and optimization of the TV 
coverage, without diverting the astro- 
nauts from their primary role of lunar 
exploration. 

The system signal flow is shown in Fig. 
1. The GCTA consists of a color televi- 
sion camera (cTv) and a television con- 
trol unit (Tcu). The CTV utilizes a field - 
sequential color wheel to generate color 
TV images. During operation on the 
lunar Rover, the CTV video signal is 
routed through the TCU where a vertical 
interval test signal (VIT) is inserted. 
Next the signal is supplied to the Lunar 
Communications Relay Unit (LCRU), 
designed by Communications Systems 
Division, where it modulates a 10 -W, 
S -band transmitter. The transmitter 
output is beamed to earth using a 3 -foot 
collapsible parabolic antenna 
developed by Missile and Surface 
Radar Division. The S -band signal is 
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Fig. 2- Ground Commanded Television Assembly 
(GCTA). 

received at one of the four earth sites 
and relayed to NASA's Manned Space 
Center at Houston, where the field - 
sequential format is converted to stan- 
dard NTSC video and supplied to the 
Tv pool for network transmission. 

Command control signals for the GCTA 
flow in the reverse direction. Generated 
in the mission control centers, the 
encoded signals are relayed to the earth 
sites for transmission via S -band to the 
LCRU. After demodulation in the LCRU, 
the signals are supplied to the TCU, 
where they are decoded to recover the 
original commands. These commands 
then activate the remote function in 
both the Tcu and the CTV. 

General description of the GCTA 

Fig. 2 shows the GCTA configuration as 
mounted on the bumper of the Lunar 
Roving Vehicle (LRV). The camera sys- 
tem can be operated manually on the 
moon by an astronaut or by remote 
commands from earth. The assembly 
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consists of the cry, the rcu, and a short 
staff at the base of the control -unit elec- 
tronics box which mounts the GCTA to 
a fitting on the vehicle chassis. The 
mounting staff has a swing -away capa- 
bility to allow removal of the LCRU with- 
out removing the GCTA. 

The CTV is a small, lightweight unit pro- 
ducing high -quality, field -sequential 
color television at standard line and 
field rates. The camera uses a single 
silicon -intensifier -target (sir) tube and 
a rotating filter wheel to generate color 
video data. A zoom lens is incorporated 
in the CTV with provisions for manual 
or remote control of zoom and iris set- 
tings. A coupled focus system pro- 
vides focus tracking as a function of 
zoom setting. Automatic light control 
(ALc) operating on average or peak 
scene luminance also is incorporated. 
ALc may be selected manually or by 
remote control. 

The TCU provides an azimuth /elevation 
mount for the color Tv camera, and per- 
mits manual or ground- controlled TV 
coverage from the Apollo Lunar Roving 
Vehicle (LRV). The TCU receives a com- 
mand subcarrier from the Lunar Com- 
munications Relay Unit (ECRU) 

mounted on the LRV and provides the 
electronics required for decoding and 
execution of remote commands for: 

LED 

azimuth and elevation movement of the 
TCU camera cradle; CTV zoom, iris, 
automatic light control, and power 
functions; and transmitter /voice sub - 
carrier control within the LCRU. The 
TCU accepts the CTV video signal, adds 
a test signal, and routes the combined 
video to the LCRU for transmission to 
earth. 

The CTV is initially stowed in the Lunar 
Module (LM) and is deployed by the 
astronaut during the first egress. At the 
start of the first extra vehicular activity, 
the astronaut assembles the CTV on a 
tripod to view the LM landing area. Dur- 
ing these phases, video transmission is 
channeled through the LM communica- 
tions system. After deploying the LRV, 
the cry is mounted on the cradle or 
upper portion of the Tcu, as shown in 
Fig. 2, and communication is accom- 
plished by the LCRU transmitter. 

CTV description 
General 

As shown in the block diagram of the 
cry (Fig. 3), the camera employs a sir 
tube as its sensor. This tube provides 
the required high sensitivity and 
immunity to image burn. The color 
wheel interposed between the camera 
lens and the sir tube, contains six 60- 

HIGH 
VOLTAGE 
SUPPLY/ 

COLOR 
FILTER 
WHEEL 

ADD 
DETECTOR 

ALC LOOP 

FET 
PRE AMP 

AGC 
DETECTOR 

degree filter segments, two each of red, 
blue, and green. The wheel is rotated 
by a hysteresis synchronous motor 
driven by signals from the sync gen- 
erator. An optical pick -up provides 
motor -phase information to properly 
phase the segments of the color 
wheel with respect to the camera 
vertical scan. 

The three primary-color video signals 
are sequentially transmitted at a 60 -Hz 
field rate, with red information trans- 
mitted during the first field, blue infor- 
mation during the second field, and 
green during the third field; the se- 
quence is repeated continuously. In 
addition, a special color -flag pulse is 
inserted during line 18 of each green 
field -blanking interval to permit 
automatic color -field phasing at the 
receiving site. The width of this pulse 
is modulated to provide telemetered 
temperature data during camera opera- 
tion. 

The CTV is capable of self -contained 
operation, using only a single power 
input ( +28 VDc) to provide the com- 
posite video output signal. A Dc /Dc 
converter is used to translate the 28 -V 
input to lower and higher voltages 
required for operation of the internal 
circuits. Critical output voltages are 
derived from internal voltage reg- 
ulators. 
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Fig. 3-Color television camera, block diagram. 
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The synchronizer (sync generator) fur- 
nishes digitally derived timing pulses for 
use by the video and deflection circuits, 
and for synchronizing the operation of 
the DC /DC converter. It also provides 
timing signals required for the TCU ope- 
ration. 

The video circuits process the signal 
output of the sensor to present it in the 
required format. The processing 
includes ALC and AGC circuits, aperture 
and gamma correction, sync and blank- 
ing addition, and black and white clip- 
ping. 

Stepping motors mounted on the lens 
assembly permit remote operation of 
the zoom and iris controls through 
astronaut override clutches. These 
motors are actuated by step pulses 
received from the TCU and permit exact 
position prediction based on command 
duration. Limit switches stop the 
remote operation at the end of normal 
ranges. 

Electrical interfaces are routed through 
a 26 -pin, zero -g connector whose pin 
assignments have been configured to 
permit operation through the LM link, 
through the TCU into the LCRU, or into 
the LCRU directly as a contingency 
mode. 

Table I summarizes the performance 
characteristics of the GCTA system. 

Sensor assembly 

The sensor assembly comprises the sit' 
sensor, a printed circuit yoke and focus 
coil assembly, and an electrode divider 
assembly which filters the SIT control 
voltages. These items are secured in a 
magnesium sleeve that provides electri- 
cal shielding, a positive index for 
mounting, and good thermal conduction 
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to the camera baseplate. 

The 16 -mm SIT sensor selected for use 
in the camera is a ruggedized unit that 
features high sensitivity and broad 
spectral response, with a limiting 
resolution of 600 Tv lines. A cross - 
section of the sensor is shown in Fig. 
4. The SIT sensor uses an S -20 photo- 
cathode for conversion of photons to 
electrons, a silicon -diode -array target to 
produce gain by impact of photoelec- 
trons, and a scanning beam to produce 
an output signal at the target. The sili- 
con target can produce electron impact 
gains of 3000 or more. The target con- 
sists of a two- dimensional array of p -n 
junction diodes formed in an n -type 
single- crystal silicon wafer by use of 
planar silicon technology. The p- region 
of each diode faces the electron scan- 
ning beam. An insulator covers the 
regions between diodes to prevent the 
beam from reaching the n -type sub- 
strate. Due to the insulating properties 
of the reversed -biased p -n junction, the 
diodes act as elemental storage 
capacitors and are biased by the low - 
velocity scanning beam. 

Operation of the target is illustrated by 
Fig. 5. Hole- electron pairs are pro- 
duced when an energetic electron is 
incident on the silicon target. The holes 
created in the valence band diffuse 
through the n- region, and pass through 
the depletion layer to contribute to dis- 
charging the storage capacity. The out- 
put signal is generated by capacitive dis- 
placement current during recharging of 
each elemental capacitor by the scan- 
ning beam. 

Current gain in the si-r is determined 
by the average energy required by a 
photoelectron to make a hole -electron 
pair. To provide a greater range of gain 

Table I -GCTA performance summary 

Parameter Characteristics 

Sensor SIT camera tube 

Sensitivity Greater than 32 dB8/Nat3fL 

Resolution 80% response at 200 TV lines 

ALC dynamic range 1000 to 1 (minimum) 

Non -linearity 3% (maximum) 

Gray scale 10 steps 

1.0 volts p-p into 75 fl ohms, 
Video output level full EIA sync 

ALC 

Optics: 
Zoom ratio 
Iris control 

Pan angle 

Tilt angle 

Peak or average detection modes 

6:1 (12.5 mm to 75 mm) 
f/2.2 to f/22 

+ 2141 
degrees from front 

134 f 
+85 

}degrees from horizontal 
45 J 

Power 28V input 
CTV TCU 

14.5 W 5.5 W 

Weight 12.81b 13.5lb 

control, an additional "buffer" layer 
was added to the front surface of the 
target to absorb a portion of the electron 
energy. Good imaging characteristics 
are retained without appreciable loss of 
resolution occurring with low- voltage 
levels in the image section. This buf- 
fered design as used in the CTV camera 
provides gain control in excess of 300:1 
by varying the accelerating voltage from 
3 to 9 kV. The SIT camera tube com- 
bines traditional photocathode and 
electron -gun technology with the new 
solid -state technology, and provides 
high performance and resistance to very 
high light overloads in a compact and 
rugged package. 

Sync generator 

The sync generator comprises a master 
crystal oscillator and related counting 
and decoding circuits. All counting and 
decoding functions are accomplished 
with synchronous techniques, and are 
implemented with high- speed, low - 
power, TTL integrated- circuits. 

A simplified block diagram of the sync 
generator is shown in Fig. 6. The sync 
generator supplies vertical and horizon- 
tal rate signals for deflection generation, 
for SIT blanking, for Dc restoration in 
the video amplifier, and for insertion 
of mixed sync and blanking into the 
composite output video signals. It also 
provides timing pulses to synchronize 
the Dc /DC converter to one -half the line 
rate, and a split -phase drive signal to 
operate the synchronously driven color - 
wheel motor. 

The method of establishing and main- 
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Fig. 5- Operation of silicon target in SIT tube. 

taining the proper phase relationship 
between the color wheel and the scan- 
ning beam after power application is 
such that the coherence of the horizon- 
tal and vertical synchronizing pulses 
remain undisturbed and independent of 
the color wheel synchronizing opera- 
tion. This permits the camera sync 
rates to be locked to a rubidium stan- 
dard at the ground site to provide con- 
tinuous information to the TV network 
pool. A wheel pulse is generated by an 
optical pickup for each one -half revo- 
lution of the color wheel. 

This color wheel pulse is routed to a 
phase comparator that compares its tim- 
ing to the vertical sync pulse. If the 
wheel pulse and vertical sync pulse are 
not in proper phase, the inhibit gate will 
cause the 420 -Hz split -phase counter to 
drop one count. The result is one 420 - 
Hz cycle which terminates 90 degrees 
later than normal, causing the wheel 
motor to change phase by 90 electrical 
degrees. One count is dropped for each 
wheel pulse that is not in proper phase 
with the vertical sync. Since this occurs 
twice for each revolution of the color 
wheel, the motor speed is decreased 
(although still running synchronously) 
until the flag pulses and vertical sync 
pulses are in proper phase. At this time, 
the inhibit gate allows the split -phase 
counter to count normally, the motor 
rotates the color wheel at the proper 
speed, and the "dead zones" between 
segments of the color wheel track the 
scanning beam. During the period when 
the proper phase relationship is being 
established between the color wheel 
and vertical sync. the horizontal and 
vertical synchronizing pulses are trans- 
mitted uninterrupted and without timing 
errors. 

The initiating signal for the green =flag 

pulse is formed in the sync generator, 
and it is then processed further in the 
video amplifier. Additionally, certain 

MASTER 
OSCILLATOR 
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- 8 -- INHIBIT 

cnrE 

28 
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TO ACTOR 
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Hz 

RA 

VERTICAL 
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PHASE 
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PHASE 
COMPARATOR 

HORIZONTAL 
SYNC, 
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4 

11.5 kHz 
2 

HORIZONTAL 
RATE 

HORIZONTAL TIMING 

fÿ DECODER SIGNALS 

Fig. 6 -Sync generator, simplified block diagram. 

signals required by the rcu are gener- 
ated by the sync generator. These are: 

-Line 17 tag: Used to initiate inser- 
tion of a vertical interval test signal 
(vIT) into the composite video output. 

-Vertical rate: A 60 -Hz signal, used 
to provide the rate clock for the step- 
ping motor drivers. 
-Horizontal rate: Used to provide 
synchronizing information for the 
TCU Dc /DC converter. 

Color wheel drive 

A 6300 -r /min, size 11, two -phase, hys- 
teresis synchronous motor, with provi- 
sion for reduced power consumption 
while running, is used to drive the color 
wheel through a speed- reducing gear 
train. Each of the motor phase windings 
is provided with a centertap to permit 
changing the motor power input from 
"start" to "run" levels. A relay is used 
to switch the motor windings from 
"start" mode to "run" mode after 
synchronous speed is reached, which 
minimizes power requirements. The 
motor is driven by a saturated transistor 
bridge. Total motor and electronics 
power drain in the "run" mode is a 
nominal 1.8 W. 

Video circuits 

The video circuits accept the signal 
from the sir sensor and process it into 
the composite video format required at 
the camera output. To accomplish these 
functions, a number of circuit refine- 
ments have been developed and incor- 
porated into the GcFA design. These 
include an aperture corrector which 
contains a "coring" circuit to slice out 
excess noise in the high- frequency, low - 
amplitude areas of the video signal, and 
a gamma corrector which modifies the 
overall gamma of the sensor /video 
amplifier to approximately 0.7. Both of 
these circuits serve to improve the 
signal -to -noise ratio of the output video 

VERTICAL 
DECODER 

VERTICAL SYNC 

BLANKING, 
RETRACE 

signal. 

As shown in Fig. 3, the signal from the 
SIT target is first amplified in a low - 
noise, FET preamplifier. The pream- 
plifier delivers two outputs: A signal to 
the ALC control loop and an output to 
a video amplifier stage which contains 
a feedback Acc loop. 

ALC loop 

Automatic light control is accomplished 
by a closed feedback loop from the out- 
put to the input (intensifier portion) of 
the sir sensor. The loop, which com- 
prises the sir sensor, the preamplifier. 
the ALC video amplifier, the Aix detec- 
tor, and the high- voltage power supply, 
maintains the video output constant 
over a range of 300:1 in the scene lumi- 
nance. 

The signal output of the preamplifier 
is fed to a fixed -gain ALC video 
amplifier, whose output is clamped to 
provide the Dc reference, then detected 
to generate a Dc control signal. The 
mode of detection is switched from 
"peak" to 'average" by an external 
switch accessible to the astronaut, or 
by ground command. To prevent 
blooming on picture highlights, the peak 
mode is designed to operate on as little 
as 0.5% of the picture area. The Dc con- 
trol signal is amplified, then applied as 
the programming input to the high - 
voltage power supply. The high -voltage 
output, in turn, is applied to the photo- 
cathode of the sir sensor. 

As the high -voltage varies, the photo- 
electron energy is changed, resulting in 
a change in the gain of the image section 
of the Sir. Thus, with the feedback loop 
closed, the system functions to maintain 
a fixed output at the preamplifier out- 
put. The loop response time is designed 
to be slow enough to prevent color con- 
tamination by field -to -field gain 
changes. 

65 

www.americanradiohistory.com

www.americanradiohistory.com


VIDEO SIGNAL OUTPUT 

'TOLN.SUOCARRIER 

OLE.r SUBCARRIER 

28V POWER 

/II 
BANC/PASS 

R 

PRE 
REGULA TLIR 

OL 
B 

RIEB 
DEMODULATOR 

22 

y 

POWER 
C NVE RTER 

AND 
REGULATORS 

FILTER 

. sv 
100 

.i-1Ov 

v 

SYNC 

LIMI 

PLLASIF C 

LU(IPtiD 
I L. CLOCK 

01 PL ASE 

OF MOO 1 AI 
AND 

CELL 
pyIER 

COMMAND 
CODE 

S1 TR 

i 
VIT 

GENERATOR 

v.DFURIU,AL 

LINE 17 .P7/7 

RD - RELAV DRIVER 

POWER ON POWER ON 

EINATION MOTOR 

LIMITS 

BRIDGE DRIVE 

Î 
RS 

WPIMUTH 
NICITOR 

-r IVE 
LOGT 

r-- 
i 

DOWN I 

20 

ELEVATION 

L 

Fig. 7- Television control unit (TCU), block diagram. 

AGC loop 

An AGC range of 4:1 is achieved by 
detecting the output of the video 
amplifier and applying the detected 
level as a control signal to an FET con- 
nected as a voltage -controlled resistor 
in a voltage- divider circuit at the input 
to the video amplifier. The detection 
mode of the AGC circuit is switched 
simultaneously with the ALC. 

Video processing 

The video amplifier output is clamped 
to restore the dc component of the 
signal, and is routed to the gamma cor- 
rector. The gamma corrector is 
implemented with an integrated- circuit 
transistor array which provides a linear 
piecewise approximation to a transfer 
curve with a gamma of 0.7. 

Gamma correction provides the follow- 
ing advantages to the overall Apollo TV 
system performance: 

-Increased definition of shadowed 
areas of scenes. This advantage is 
particularly important when operat- 
ing in ALC /AGC "peak" mode and 
viewing high -contrast scenes on 
the moon. 

-Picture appearance is improved in 
the presence of noise expected in the 
overall system communications net- 
work. 

-Color -hue tracking over the system 
dynamic range is more accurate. 

Noise, both random and coherent, is 
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increased in the black region in 
accordance with the gamma gain. For 
a gamma of 0.7, the increase is 6 dB. 
The random noise in the system, which 
is predominantly photoelectron noise in 
the image section of the SIT tube, varies 
as the square root of the light level. 
Assuming the dynamic range is 32 :1, 
the noise in the black region is x/32, 
or 15 dB below the white -level noise. 
Thus, the gamma correction serves to 
redistribute the random noise more 
uniformly over the dynamic range. The 
gamma corrector generates three line 
segments to produce the proper curve. 
Gamma gain is 2.0 minimum in the 
black region and nominally 0.8 at white 
level. 

The aperture corrector, located in a 
parallel path with the gamma corrector, 
utilizes a differential amplifier which 
takes the difference signal which 
appears at either end of a delay line to 
separate the high- frequency component 
of the video signal. The amplified high - 
frequency components then pass 
through a "coring" threshold circuit 
that clips the low- amplitude elements 
(noise) from the signal. Use of the cor- 

Fig. 8-Command simulator panel. 
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ing circuit permits the SIT resolution 
response to be effectively doubled with- 
out increasing the noise in the low - 
frequency or broad areas of the scene. 
After coring, the aperture- correction 
signal is summed with the gamma - 
corrected low- frequency signal at the 
white clipper input. The white clipper 
removes signals and transients which 
exceed the specified composite video 
white level. Insertion of blanking and 
black clipping at the signal porch level 
are accomplisned in the following stage. 

Sync insertion is performed with an FET 

switch. A parallel FET switch inserts the 
color flag pulse into the composite video 
format during line 18. 

The composite signal is then routed to 
a line driver with a current source out- 
put that delivers a 0- to l -V video signal 
of proper format into a 75 -f2 load. 

TCU description 
The Tcu electronics functions are 
shown in the block diagram of Fig. 7. 
These include command subcarrier 
decoding, relay drivers, bridge -drive 
circuits for the four motorized func- 
tions, and the VIT pulse generation and 
insertion. The Tcu cradle, driven in 
azimuth and elevation, holds the CTV 

for remote pointing in response to 
ground commands. The azimuth and 
elevation drives are coupled through 
override clutches, permitting the 
astronaut to assume control when 
desired. 
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The up -link command signal relayed 
from the LCRU to the TCU is a 70 -kHz 
subcarrier, frequency -modulated by a 
composite command signal which con- 
sists of the linear sum of a 2 -kHz mes- 
sage subcarrier and a 1 -kHz coherent 
synchronization tone. The message 
subcarrier and the synchronization tone 
have equal carrier- frequency deviation. 
Total peak deviation is -*5 kHz. 

The commands are initiated in the Mis- 
sion Control Center by means of 
individual function switches on the 
command simulator panel, as illustrated 
in Fig. 8. 

Digital command information is carried 
by the 2 -kHz message subcarrier and 
is phase- shift -keyed at a rate exactly 
one -half the rate of the subcarrier fre- 
quency. The message subcarrier is 
modulated by a train of binary "ones" 
and "zeros" (referred to as sub -bits) 
at a rate of 1000 per second. The train 
is in two-level , non -return -to -zero 
binary code. 

A 1 -kHz clock is regenerated from the 
demodulated subcarrier signal, and 
used to detect the proper sub -bit format 
for each of the permissible commands. 
Twenty -four unique commands are pos- 
sible with the format used; eighteen of 
these are utilized in the GCTA operation. 

The stepper- motor -bridge drive circuits 
utilize a 60 -Hz clock signal supplied by 
the cry vertical sync to restrain motor 
switching transients to the vertical 
blanking interval. Horizontal sync from 
the cry is used to synchronize the DC/ 

DC converter so that converter tran- 
sientsare contained within the horizontal 
blanking interval. 

The VIT signal is generated within the 
TCU, and inserted in line 17 of each field 
during operation of the complete GCTA 

configuration. The test signal format in 

Fig. 9 contains: 

PEAK WHITE LEVEL 

O 14 ¡.ISEC 

i INE 17 

II f 20.ISEC -0I 

STEP 

24USEC 
RAMP 

1) a fast -rise leading edge to determine 
system bandwidth and transient perfor- 
mance, 
2) a peak -white reference level for gain 
adjustment and measurement, 
3) and a controlled ramp for checking sys- 
tem linearity. A small step also is provided 
at the end of the peak -white signal level 
and prior to the ramp to verify that the 
white signal has not been compressed. The 
step also permits oscilloscope triggering 
at the start of the negative -going ramp. 

The rise time of the signal, T has 
been chosen to be consistent with the 
bandwidth requirements of the CTV 

video signal at 200 -line transmission. 
The corresponding cutoff frequency, 
Fc , with a linear phase -type filter is: 

-0'35 - 0.35 

F` T, 0.14x10 -s -2.5 MHz 

The block diagram in Fig. 10 shows the 
method by which the test signal is gener- 
ated. A timing signal from the CTV sync 
generator (line 17 tag) identifies the start 
of each test signal. The test signal 
generator acts as a controlled- current 
source and is Ac- coupled to the paral- 
leled CTV source and LCRU terminating 
impedance. The generator floats on the 
video line, except during insertion of 
the test pulse. 

Thermal control 

Thermal control of the CTV is achieved 
by the interaction of a second -surface 
mirror radiator on the top of the camera 
with the lunar surface and with deep 
space. The CTV rejects heat through 
radiation and receives heat by: 

I) internal heat dissipation, 
2) solar radiation incident on the mirror 
radiator, and 
3) lunar -surface radiation when the 
radiator is tilted toward the lunar surface. 
A thermal insulating blanket covers the 
remaining surfaces of the camera to 
insulate against radiation from the lunar 
surface. The camera is cooled by orienting 
the second -surface mirror radiator level 
(horizontal) with the lunar surface. The 

Fig. 9 (above)- Format of vertical interval test signal. 
Fig. 10 (right)- Generation of vertical interval test signal. 
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camera can be heated by activating the 
cry electronics and by tilting the radiator 
toward the lunar surface. 

Thermal control of the rcu is achieved 
through the use of side radiators on the 
lower housing (electronics compart- 
ment). At low sun angles, the radiators 
absorb sufficient solar and lunar heat 
in any azimuth position to prevent the 
unit from experiencing less than the 
minimum temperature limits for the 
assembly. The radiators also are large 
enough to prevent the rcu from exceed- 
ing the maximum temperature limits 
when the unit is operating under worst - 
case hot conditions. The worst -case hot 
condition occurs when maximum heat 
inputs are present due to lunar dust 
degradation of the rcu radiators and the 
rcu presents maximum projected area 
for solar irradiation. All other surfaces 
of the TCU (other surfaces of the elec- 
tronics box and the entire azimuth /ele- 
vation drive unit) are thermally blan- 
keted. 
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Thermal steady -state 
spacecraft simulation 
R. A. Lauer M. K. Theus 

Analytical prediction of the thermal characteristics of a spacecraft has been acceler- 
ated and refined in the past decade, with improved computer programs playing a 

dominant role. A program developed at AED uses a series of matrix manipulations 
of fourth order equations to directly calculate orbit average temperatures. 

ORBITING SPACECRAFT (i.e., satel- 
lites) are subject to extreme tem- 

perature environments as they move 
from direct exposure to the sun into the 
shadow of the planet concerned. The 
heating inequity is further aggravated 
in more recent satellites, which no 
longer spin while orbiting, but maintain 
the same sector or side facing the 
planet continuously. Tests in a simu- 
lated environment to verify that the 
thermal design of the spacecraft main- 
tains the temperatures of its constituent 
parts within the prescribed limits are 
time -consuming and expensive. 
Computer -aided analytical methods 
have been developed and refined to a 
point where accurate temperature pre- 
dictions for many locations in a com- 
plex, modern satellite are possible. 

Authors Theus (left) and Lauer. 

Program development 

The thermal steady -state computer 
program developed at AED is used to 
simulate a system of isothermal nodes. 
The system represents a satellite or 
specific components of a satellite in 
steady -state equilibrium from which 
orbit average temperatures are deter- 
mined. Before transient and steady - 
state thermal programs were de- 
veloped, the satellite was described 
by as few as three nodes. As the mis- 
sions of spacecraft became more 
advanced, the components increased in 
number and complexity, so that the 
temperature variation of individual 
boxes became critical. It was no longer 
sufficient to describe a satellite system 
with a small number of nodes. As an 
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alternate, actual environmental simula- 
tion was utilized to determine if the 
operating temperatures of certain com- 
ponents would be exceeded during 
flight. 

The advantages of analytical prediction 
were again made available by the 
development of a "transient" program 
that described the variation in tempera- 
ture until steady -state conditions were 
achieved. Orbit average temperatures 
could be derived by running the pro- 
gram through a steady -state orbit. 
Since orbit average temperature satis- 
fied most of the requirements of the 
engineering analysis, it appeared inef- 
ficient to run an entire transient analysis 
to derive the orbit average tempera- 
tures. The steady -state computer pro- 
gram was developed to calculate these 
orbit average values directly from the 
mathematical equations for steady -state 
temperatures. 

Specific problems which occur in ther- 
mal analysis of satellites in space dic- 
tated the method which was used to 
solve the system of equations. The 
three principal advantages of this 
approach are: 

-A direct fourth solution is per- 
formed, avoiding inaccuracies in the 
linearization of the radiative coup- 
ling. 

-The variable coupling coefficients 
required in active thermal control can 
be accomodated. 

-A special interpolation routine is 
employed to insure convergence of 
the solution. 

Statement of problem 
The system is defined by a network of 
isothermal nodes, or bodies, coupled 
radiatively and conductively to one 
another and radiatively to external 
sinks. In this analysis, a sink is con- 
sidered an isothermal node which, re- 
gardless of the amount of heat added 
or removed, remains at a constant 
temperature. One sink is usually used 
to represent space (considered 0 K). 
Other sinks can be defined to represent 
heat impinging on the spacecraft. If 
the incident heat is combined with the 
internally generated heat, Q;, the 
same temperature predictions are ob- 
tained as when using external sinks. 
The analysis begins with the basic 
first order differential equation for 
temperature with nonzero capacitance 
(i.e., mCp). 

m;Co;dT./dB=Q;+ ER¡¡(0-Ti4-T14) 
i=t iti 

+E K¡¡(Ti-T;) 

i=t 

k 

+ER;s (T4-T;4)(1) 
=t 

where n is the number of bodies, k is 

the number of sinks, i is the ith body, 
j is the jth body, m is the mass, C, is 
the specific heat, Q is the internal heat 
generated, is the Stefan Boltzmann 
constant, T is the temperature, O is 
the time, R. is the radiative coupling 
from body i to body j, R. is the radia- 
tive coupling from body i to sink s, and 
Ku is the conductive coupling from 
body i to body j. 

The steady -state solution is obtained 
when dT;ldO =O, reducing Eq. 1 to: 

n n k 

IKüT; +E RüTi4 +ER;sT;4= 
it i =t s =t 

n n K 

Q. E RuTi4+ E KuTi+ E Ris QTs4 

=t s=t 
ixi 

(2) 

This system of equations can be solved 
by a matrix solution of first order simul- 
taneous equations, or by a series of ma- 
trix manipulations of fourth order 
equations (which will be referred to as 
the T4 solution). 

Method of solution 

Since the principal application of this 
program involves satellites in space, 
the radiative couplings have a greater 
effect on the system than the con- 
ductive couplings, with the radiative 
couplings to space dominating over 
all. To solve for Ti by simultaneous 
first order equations would require 
the linearization of the radiative coup- 
ling terms. There are two major dis- 
advantages to the linearization ap- 
proach. First, because of the predomi- 
nant effect of the radiative couplings 
to space, their values must be accu- 
rately calculated. The linearization 
would decrease the accuracy of these 
couplings, thus degrading the system 
solution. Second the radiative coup- 
lings between bodies are described in 

greater detail and with more accuracy 
than the conductive couplings. Lineari- 
zation would introduce additional error 
into the system as well as being labor- 
ious since, in general, more radiative 
couplings are present than conductive 
couplings. 

On the other hand, the conductive 
couplings are generally approximations 
and their transformation to fourth 
order equivalents will not significantly 
affect the solution. The T4 solution 
allows the precise radiative couplings, 
calculated in other computer programs, 
to be used together with transformed 
conductive couplings which yield a 
more accurate solution than the lineari- 
zation. In addition, the solution of first 
order simultaneous equations limits 
the solution to a unique value. As will 
be shown later, it is necessary to vary 
couplings as a function of temperature 
to accurately describe the physical 
system. The T4 iterative solution 
allows the couplings to vary with the 
temperature as it converges toward 
the solution. 

The program calculates the orbit aver- 
age solution for Ti in an iterative loop 
which is terminated when the tempera- 
ture tolerance criteria is achieved. In 
the initial steps of the iterative loop, 
the conductive coupling terms, KÙ, 

are transformed to fourth power 
equivalents using the expression 
1 /[(T; +Ti) (T;2 +Ti2)]. The tempera- 
tures used for the Ku transformation 
were stored as the solution to the 
previous iteration. The principal sec- 
tion of the iterative loop uses program 
calls to standard matrix multiplication 
and inversion subroutines. The radia- 
tive and conductive couplings are 
summed for all bodies and the radia- 
tive couplings to sinks are combined. 
After this matrix is inverted, it is mul- 
tiplied by the Ris matrix. The inverted 
matrix is also multiplied by the inter- 
nal heat matrix, Q, which, in turn is 
multiplied by a column matrix describ- 
ing the effective radiance of the sinks. 
Summing these last two matrices 
yields the T4 solution. In the final 
sections of the iterative loop, the fourth 
root of T4 is taken, defining the tem- 
perature. These temperatures are 
compared to the previous iteration 
temperatures to determine if the 
specified temperature tolerance has 
been achieved. If the difference of any 
node is greater than the tolerance, the 
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Fig. 1- Solution divergence. 

present iteration temperatures are 
stored, and the program returns to the 
beginning of the iterative loop where 
couplings are updated and the entire 
iteration repeated. 

As indicated above, the principal goal 
of this program is to calculate two suc- 
cessive iteration temperatures within 
a small temperature difference (nomi- 
nally less than 0.05 degree). This is 
accomplished easily by the matrix 
solution for crT4, unless variable 
couplings must be introduced into the 
system. Active thermal control of a 
spacecraft causes variable radiative 
couplings between bodies. The heat 
inputs may also vary due to an active 
thermal control system. Some com- 
ponents, due to nature, have a varying 
heat dissipation as a function of their 
temperature. Thus the physical system 
is more realistically described by allow- 
ing some of the "constants" to vary and 
thus enhance the solution accuracy. 
However, these variable couplings may 
cause the mathematical solution to 
diverge, although this is physically 
impossible. Moreover, while in certain 
circumstances variable couplings will 
not cause the solution to diverge, they 
will make the convergence prohibitively 
slow. Therefore, to insure that con- 
vergence occurs and to minimize com- 
putation time, a temperature interpola- 
tion routine has been devised which 
forces the temperatures to converge 
rapidly. 

The temperature interpolation is done 
for the bodies with variable couplings, 
if after any two successive iterations 
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the temperatures are not within toler- 
ance. The temperature interpolation 
method is used only on Rd and R;, 
curves. Curves which vary internal 
heat dissipation, Q., as a function of 
temperature were not included for two 
reasons. First, since many Q curves 
are double valued, there may not be a 
unique solution to the interpolation. 
Second, in general the ratio of change 
in Q due to the change in tempera- 
ture in two successive iterations to the 
total heat generated in the spacecraft 
is sufficiently small that there is no 
divergence problem. In the event there 
is more than one dependent variable 
as a function of the temperature of a 
single body, the interpolation sub- 
routine is called only for the first coup- 
ling encountered in the program input. 
Multiple calls to the same body may 
create divergence, since the slope for 
each coupling curve is used to deter- 
mine the interpolated temperature. If 
the temperature of the independent 
body is changed after the slope is cal- 
culated, the next iteration will be using 
an inconsistent temperature value to 
calculate the new slope. If the tem- 
perature is determined only once and 
used for all successive couplings de- 
pendent on this body, no inconsistency 
occurs. The single call also eliminates 
the redundant calculation of the tem- 
perature for a single body, which would 
increase computation time. 

Temperature divergence is caused by 
an instantaneous mathematical re- 
sponse to a change in coupling value. 
In the physical system the damping 
caused by the mass of the bodies 

12 r3 

TEMPERATURE l °C) 

Fig. 2- Typical Ris curve. 

would inhibit the rapid change and thus 
not allow divergence. An example of 
divergence through successive itera- 
tions is seen in Fig. 1. Even mathe- 
matically this problem only occurs 
when the change in the coupling value 
from one iteration to the next repre- 
sents a significant change in the total 
system coupling value. Since the tem- 
perature of every body is dependent 
on the temperature of every other body 
in the system, a small change in the 
coupling value of one body will not 
force other nodes far from their solu- 
tion temperature. Therefore; if the 
temperature of the body with the vary- 
ing coupling is never allowed to change 
greatly, divergence will not occur. This 
may cause slow convergence but not 
divergence. 

The following representation of a 
varying coupling was used to deter- 
mine the appropriate method to use 
for the temperature interpolation. A 
set of steady -state solutions for a one 
body problem using different R;5 

couplings was generated. This solu- 
tion curve was then compared with 
typical R.5 curves to determine useful 
relationships. It was determined that 
the solution curve was a high order 
curve which had a unique intersection 
with the R;, curve. This inter- 
section represents the steady -state 
solution. Since the solution curve is 
relatively linear over the defined region 
of the R;, curve, a straight line ap- 
proximation may be used to deter- 
mine the approximate intersection for 
expedience in computation. A typical 
R.5 curve is shown in Fig. 2. 
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The interpolation subroutine is called 
as the last step of the iterative loop in 
the program. Two successive iteration 
temperatures are required to deter- 
mine an intersection with the coup- 
ling curve. The subroutine first 
checks the difference of the successive 
temperatures; for a difference of less 
than 0.01 °K, the interpolation for 
that temperature is discontinued, as the 
temperature is considered to have 
reached its solution. The radiative 
couplings calculated in the two pre- 
vious iterations are stored for use when 
the slope must be calculated. The dif- 
ference between these couplings 
divided by the difference of the corre- 
sponding temperatures will define 
the slope of the solution curve. If the 
slope derived has a positive value, the 
interpolation is abandoned for the pres- 
ent iteration, as a positive slope may 
force the interpolated temperature to 
diverge from the true solution. More 
frequently, a solution curve with a 
positive slope may not intersect the 
coupling curve in a single point. In 
either case, no interpolation tempera- 
ture is defined. The present tempera- 
ture is not stored so that in the next 
iteration, the slope of the solution curve 
will be determined by temperatures 
and coupling values two iterations 
apart. Once the slope of the solution 
curve is determined, the coupling 
intercept is also calculated. These two 
values, of course, define the solution 
line. The slope of the solution line is 
compared with the slope of each 
straight line section of the coupling 
curve. If both slopes have a zero value, 
the temperature will not change as the 
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Fig. 3- Solution using interpolation 

coupling value lies on a constant seg- 
ment of the curve. Assuming the solu- 
tion slope has a non -zero value, the 
intersection of the solution line and 
the coupling curve is calculated. The 
temperature at this point replaces the 
temperature determined in the matrix 
solution. This updated temperature is 
then used in the next iteration to define 
all couplings which are dependent on 
the temperature of the body for which 
the interpolation was done. This inter- 
polation will force the temperature to 
converge rapidly. It eliminates the 
possibility of the temperature oscillating 
around the true solution, taking many 
iterations to actually reach this point. 
After the interpolation of temperatures 
associated with variablecouples ,the new 
temperature values are returned to the 
main program. 

An example of the interpolation 
method is shown in Fig. 3. The initial 
temperature values are not used in the 
interpolation as these input values may 
not resemble the solution. Frequently, 
all temperatures are input at zero de- 
grees. Since most couplings are defined 
for positive temperature values, 
considering the zero point would cause 
a positive slope and, thus, no tempera- 
ture would be calculated. After the 
second iteration through the program 
loop, the first and second iteration tem- 
peratures and corresponding coupling 
values are stored, assuming the tem- 
peratures exceed the tolerance. (These 
are T1 and T2 in Fig. 3). The solu- 
tion slope is defined and, if negative, 
the solution curve intercept (T2') is 
determined and used to determine the 

coupling values during the next itera- 
tion. The graph in Fig. 3 shows that, 
through succeeding iterations, the 
intersections approach a solution. The 
graph illustrates the inherent problems 
caused by a positive slope of the solu- 
tion curve. 

Applications 

The orbit average program is used in 

most thermal analyses. It was used 
for the Ground Commanded Tele- 
vision Assembly on Apollo 15, although 
the interpolation routine was not used 
as no variable couplings were required. 
The interpolation routine has been used 
for the ITOS B, C, D, and E satellite 
simulations and the Viking design. The 
interpolation routine appears to halve 
the number of iterations required to 
reach the solutions, according to 
the ITOS D &E simulations. 

Summary 

The simulation describes the thermal 
design of a spacecraft by defining a 
system of isothermal nodes. These 
bodies are coupled both radiatively to 
each other and to sinks, and con- 
ductively to each other. The radiative 
couplings may vary with respect to 
temperature. To insure that these 
variable coupling curves do not 
cause a divergent temperature, an 
interpolation routine is used to drive 
the temperature to its true solution 
rapidly. The orbit average tempera- 
tures for each of these nodes is then 
determined by solving the fourth order, 
steady- state, heat -transfer equation 
for T4. 
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Simulation of nuclear blast 
effects on communication 
cables 
E. Van Keuren 

Communications cables which will survive in close proximity to a nuclear blast and 
at very high overpressures are necessary components of many military systems. 
High explosives can be used in various forms for simulation of blast effects on cables 
as well as other equipment. This article describes some of the tests which have 
been conducted, presents the results of testing various cables, and discusses some 
of the ramifications with regard to use of these cables. 

WITH THE ADVENT OF STRATEGIC 

WEAPON SYSTEMS that are re- 
quired to survive in proximity to a 

nuclear blast, the need arose for highly 
survivable communications networks 
to interconnect weapon sites and other 
survivable (hardened) facilities. The 
Minuteman system, which uses cables 
for both pre- and post- attack commu- 
nications in five of its six wings, is 
one of the best known examples. A 
major effort was devoted to the study 
of advanced system nuclear -hardening 
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Fig. 1- Armored cable configuration. 
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approaches which were ultimately con- 
solidated into the Hard Rock Silo pro- 
gram. Hard Rock has since been can- 
celled; however, the technology on 
which it was based and the results of 
the tests are applicable to future sys- 
tems such as SANGUINE, Safeguard, 
Minuteman Defense, and others yet to 
be conceived. 

Armored cable designs 

In October 1967, Anaconda Wire and 
Cable Co., which was a member of the 
RCA Hard Rock team, introduced a 

new armored cable intended to survive 
extremely high nuclear overpressure 
pulses. In this cable, tension and com- 
pression strength is provided by two 
layers of counterwrapped steel armor, 
which also provides shear and impact 
protection. The core of the cable was 
completely filled with a polyethylene 
compatible wax to furnish internal and 
external pressure balancing and to 
improve the overpressure resistance. In 
later configurations, the steel armor was 
copper plated to minimize corrosion 
and improve EMP shielding; an outer 
protective jacket also was added. This 
configuration is shown in Fig. 1. 

The original design was based on a com- 
pletely filled, twisted -pair core, but it 
soon became apparent that coaxial con- 
figurations would be desirable for trans- 
mission of RF and wideband data. 
Although it was originally felt that a 

completely filled cable would be 
required for high overpressure surviva- 
bility, subsequent preliminary analysis 
indicated that the steel armor alone 
might have adequate strength to protect 
an air -core or foam -filled cable. Based 
on this analysis, coreless samples were 
constructed to simulate an air dielectric 
cable. These samples were exposed to 
overpressures up to 4200 lbf/in2 during 
Blast On Structures (BOSS) tests con- 
ducted by Physics International at their 
Tracy, Calif. explosive test site. These 
tests, as described later in the article, 
demonstrated that a hollow cable could 
survive. 

High explosive simulation testing 

As used here, the term high explosive 
simulation testing (HEST) refers to a 

specific series of blast effect tests con- 
ducted by the Air Force to evaluate the 
survivability of various constitutents of 
the Minuteman and other weapon sys- 
tems. The series began with small -scale 
"sand box" types of tests on short sec- 
tions of cable and various types of splice 
cases used in the Minuteman system. 
These tests demonstrated that, with 
moderate physical damage which did 
not impair electrical performance, the 
cable system would survive a first shot 
at design overpressure. As the size of 
the tests increased, other components 
such as hardened antennas and some 
actual Minuteman facilities were 
included. 

More recent HEST tests, such as Rock 
Test I which was used to evaluate a 

variety of equipments and facilities 
destined -for the Hard Rock program, 
cover an area of approximately a city 
block, i.e., in the order of 300 feet on 
a side. The samples are installed within 
the boundaries of this area and a steel 
supporting structure is erected as 
shown in Fig. 2. A platform is laid over 
this structure with the explosive charge 
in the form of primacord covering the 
platform. The entire installation is then 
covered with a large mound of earth 
to provide momentary containment of 
the blast pressure. 

When ignited, the primacord burns 
across the test area, thereby providing 
an approximation of a blast wave pass- 
ing across the surface. The photo in Fig. 
3, taken a short time after ignition and 
just after the earthen cover has been 

breached, illustrates this phenomenon. 
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Fig. 2 -HEST structure. 

Rock Test I 

Samples of the armored cable and the 
Minuteman type currently in use were 
tested in Rock Test I. This test was 
fired near Albuquerque, N.M., and was 
the first attempt to measure blast effects 
on cables and other facilities installed 
in competent granite rock rather than 
in soil. The cable samples were installed 
in trenches which were precut into the 
rock. Cable burial depths ranged from 
a few inches to a foot, and the samples 
were covered with a concrete cap. 
Some of the samples included splice 
cases which had been pre -installed at 
the Anaconda plant; all sections of the 
cable were rigidly restrained. The 
measured peak overpressure that was 
achieved in the vicinity of the cable 
samples was somewhat over 3000 
lbf/in2. 

Fig. 4 shows a comparison between the 
pre- and post -test condition of the 
armored cable. The salient point to note 
is that there is essentially no compres- 
sion in the sample which was tested at 
the 3000 lbf/in2 value. 

Fig. 4 -Pre -and Post -test condition of armored 
cable. 

Fig. 5 -Pre -and Post -test condition of Minuteman 
cable. 

Fig. 5 shows a comparison between the 
pre- and post -test condition of the 
Minuteman cable. The key point to note 

Fig. 3 -HEST explosion. 

in this picture is the amount of compres- 
sion at the measured overpressure since 
this is used as a check point for other 
measured overpressures discussed 
later. In this test, overpressure far 
exceeded Minuteman criteria and, 
although the Minuteman cable was 
severely compressed, no electrical 
failures resulted. Thus, the probability 
of survival at and even well above 
Minuteman -specified overpressure 
would be extremely high. 

Rock Test II 

Rock Test I I was fired at Cedar City, 
Utah. This test included the first 
attempt to simulate the combined effect 
of overpressure and direct- blast- 
induced earth and rock motion. Pre- 
viously, all large -scale high -explosive 
simulation testing had been limited to 
over pressure only. In Rock Test II, bur- 
ied charges were included with the 
overhead charges. Detonation of the 
buried charges was time phased with 
respect to the overhead charge, so as 
to cause the resultant earth motion to 
occur at the samples in the proper 
relationship with the overpressure 
pulse. 

To achieve competency, soil and 
weathered rock were scraped away 
until a layer was reached that was rela- 
tively hard and had a minimum of faults 
in the test area. The cable smaples were 
installed in trenches cut into the rock, 
at depths down to a foot, and covered 
with a concrete cap. This test was fired 

Fig. 6- Armored cables and "Y" splice case. 

Fig. 7 -BOSS test configuration showing contain- 
ment duct. 

in March 1970 and the samples exca- 
vated in May. The picture in Fig., 6 

taken when the cables were uncovered, 
shows the generally undamaged condi- 
tion of the cables and "Y" splice cases. 
Damage to the armored cable in both 
Rock Tests I and II was so slight that 
a relative comparison is difficult. 

Presumably, one of the worst effects 
on a cable installed in rock would be 
the shearing effect produced by the 
relative displacement in adjacent rock 
strata caused by direct induced 
motion. However, no effects of this 
type were apparent, either in the rock 
itself or in damage to the cable. 

Blast on structures simulation 
testing 

Blast on structures (BOSS) testing is 
a technique for overpressure testing 
developed by Physics International of 
San Leandro, California. In this con- 
cept, the blast wave is generated by an 
explosively driven flyer plate and trans- 
mitted down a long duct. The overpres- 
sure pulse characteristics, amplitude, 
duration, etc., are determined by the 
size of the charge and the configuration 
of the duct. 

BOSS test configuration 

Due to RCA's involvement in various 
programs which require the use of sur- 
vivable cables, RCA arranged for sam- 
ples of three types of cables to be con- 
structed and delivered to Physics Inter- 
national for testing. These samples 
included the filled armored cable, the 
air -core armored cable, and the Minute- 
man cable. With the permission of the 
Navy, the cables were included by 
Physics International in a test of other 
devices. The long duct technique used 
by Physics International was ideal for 
testing of a blast wave propagating 
along the cable. 

Fig. 7 shows the duct in the process 
installation. The duct has been enclosed 
in a large wooden trough filled with wet 
(saturated) sand to help in momentarily 
containing the pressure. The entire 
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Fig. 8 -Cable compression at 3000 lbf/in2. 

structure is ultimately covered with 
additional sand as shown at the right 
half of the picture. The explosive 
chamber and filling port are located at 
the extreme right. The filling port is left 
uncovered so that the explosive can be 
added at the last possible moment, thus 
providing a high degree of safety during 
construction of the test. 

The cable samples were eventually 
installed under and in close proximity 
to the duct, at roughly the mid point. 
Fifteen -foot samples of each type were 
located along the duct, longitudinal to 
the blast wave; and two -foot samples 
were located across the duct, transverse 
to the blast wave. The ends of all sam- 
ples were tightly capped to prevent the 
pressure pulse from entering the cable 
and creating a pressure -balanced condi- 
tion. This was particularly important in 

the case of the hollow cable. The low - 
pressure end of the longitudinal samples 
was located at what was calculated by 
Physics International to be the 3000 
lbf/in2 point. This calculation sub- 
sequently proved to be highly accurate. 
Measurements showed that the high - 
pressure end of the longitudinal samples 
and the transverse samples were 
located at the 4200 lbf/in2 point. 

In this BOSS test, the explosive charge 
consisted of 1000 pounds of liquid nitro 
methane. The combination of the duct 
configuration, the sand enclosure, and 
this explosive charge, produced an 
overpressure pulse which, in the 3000 
to 4000 lbf /in2 region, had a dura- 
tion and shape similar to that which 
would result from a blast of roughly 
20- kilotons. 

Test results 

Fig. 8 shows a cross section of the three 
samples that were placed at the 3000 
lbf/in2 point. Note the similarity 
between the compression of the 
Minuteman cable shown at the left in 

Fig. 11- Severe dent due to impact of duct. 

Fig. 9-Cable compression at 4200 lbf/in2. 

this picture and that shown by the 
HEST test sample in Fig. 5. It was origi- 
nally felt that variations in pulse width 
between Rock Test I and the BOSS test 
might produce totally different results; 
however, the high degree of similarity 
between the effects on the Rock Test 
I and BOSS samples of Minuteman 
tends to indicate one of two things: 
either the pulse widths were similar, 
which is the most likely -or the cable 
is not pulse width sensitive, which is 
rather unlikely. Based on this, the con- 
clusions drawn from the BOSS test 
results are assumed to be valid and 
relateable to Rock Test I. 

The key point in Fig. 8 is the absence 
of damage to the hollow sample shown 
on the right. Prior to this test, it was 
thought that the armored cable's com- 
pletely filled core provided the over- 
pressure resistance. This presumably 
provided pressure balancing and pre- 
vented flattening. Pre -design analysis of 
the cable indicated the possibility that 
the bridging capability of the armor 
might provide adequate overpressure 
resistance; hence, a sample constructed 
with the same armor but with a hollow 
core, was included in the BOSS test. 
As noted previously, the hollow sample 
retained equal integrity with the filled 
sample, thus showing the capacity of 
an air or soft -core dielectric wideband 
cable to withstand severe overpres- 
sures. 

Fig. 9 shows a cross section of the three 
cables taken from the longitudinal sam- 
ples near the 4200 lbf/in2 end. Again, 
the samples of the armored cable were 
essentially undamaged. At this over- 
pressure, the Minuteman cable dis- 
played a teardrop shape, with most of 
the compression on one side, rather 
than an overall flattening. Fig. 10 is a 
cross- section view of the transverse 
samples which were exposed to a force 
of 4200 lbf/in2. These samples were too 

Fig. 12- Demonstration sample, wide /narrow band 
cable. 

Fig. 10 -Cross section of transverse samples at 
4200 lbf/in2. 

short to support a broad conclusion; 
however, the tendency to resist damage 
is evident. 

Fig. 11 depicts the result of a severe 
dent in the cable. This dent was located 
close to the 3000 lbf/in2 end but was 
not a result of overpressure. The dent 
appeared to result from buckling of the 
duct. The force at this point, although 
unmeasured, was probably well over 
10,000 pounds. Again, the similarity in 

the effects on the filled and hollow cable 
should be noted since they reinforce the 
conclusion that the bulk of the strength 
is in the armor. If an inner conductor 
had been present and insulated enough 
to prevent a direct short, the cable 
would have retained usable transmis- 
sion characteristics even though its per- 
formance would have been altered. 

With Hard Rock in abeyance at the time 
that the tests discussed in this article 
were concluded, the most likely pro- 
gram for application of hardened cables 
appeared to be the Safeguard Communi- 
cations Agency (SAFCA) which had a 
wide -band data transmission require- 
ment. The author constructed several 
samples containing a combination of 
three wideband coaxial tubes and nine 
twisted pairs as shown in Fig. 12 and 
presented these for SAFCA considera- 
tion. This cable construction technique 
was well received, and the program 
turned over to Anaconda to pursue 
further. A subsequent sample, as shown 
in Fig. 13, was constructed by 
Anaconda to meet specific Safeguard 
requirements. 

This cable has subsequently been sub- 
jected to rigorous evaluation by 
SAFCA and an order placed for the 
quantity required for the first Safeguard 
wing. Evaluations are also being per- 
formed by other agencies for future uses 
such as the Minuteman Defense (Hard 
Site) Program. 

Fig. 13- Safeguard cable. 
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Propulsion for Geostationary 
Spacecraft 
Y. Brill R. Lake J. Mavrogenis 

A dual- thrust -level hydrazine propulsion system offers significant, cost. weight, and 
simplicity advantages for geostationary spacecraft missions lasting up to ten years. 
A flight -weight dual- thrust -level hydrazine system was fabricated and tested at Astro- 
Electronics Division. A nominal 4.1-lbf-thrust-level hydrazine Shell 405 thruster was 
coupled with a 0.030-lbf hydrazine electrothermal decomposition thruster. System 
performance was characterized in steady -state and pulsed operation representative 
of synchronous mission requirements. Testing of the model propulsion system has 
provided the confidence that such systems are ready for flight application. 

AN EARTH SYNCHRONOUS or geo- 
stationary orbit is a circular orbit 

in the equatorial plane with an orbital 
period of one sidereal day. Satellites in 
a synchronous orbit typically perform 
missions as communication relays. 
navigation aids. and meteorological 
observers. Use of a geostationary orbit 
provides unique operational advantages 
to a spacecraft because highly direc- 
tional and continuous coverage of a 

given theatre becomes possible with 
only a limited number of spacecraft -in 
the limit one -provided it has eclipse 
capability. 

This paper examines the on -board pro- 
pulsion requirements of typical geo- 
stationary spacecraft, compares pro- 
pulsion system weights for orbit main- 
tenance and attitude control, and iden- 
tifies a dual- thrust -level hydrazine 
propulsion system which has distinct 

Authors (left to right) Mavrogenis. Lake. and Brill. 

advantages for geostationary mission 
application. Also, the fabrication and 
testing of a flight- weight model dual - 
thrust -level hydrazine system is 
described. 

Mission analysis and 
propulsion system comparison 

The propulsion subsystem for a typical 
geostationary spacecraft consists of a 

solid -propellant apogee kick motor and 
an on -hoard reaction control system. 
The kick motor is used to transfer the 
spacecraft from the booster low -altitude 
parking orbit to the desired synchron- 
ous altitude. The on -board reaction 
control system is integral with the 
spacecraft and used to control the 
spacecraft during the transfer. to trim 
the resultant injection orbit, and to pro- 
vide on -orbit station keeping and 
momentum control. 

Table I- Velocity increment requirements. 
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Velocity correction requirements 
which must be provided by the on -board 
propulsion system are summarized in 
Table I for 1-. 5.- and 7 -year orbital 
lifetime. Maintenance of orbital posi- 
tion to within 0.1 degree in both latitude 
and longitude is assumed. In addition 
to these requirements. propulsive capa- 
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Fig. 1- Hydrazine /Shell 405 spacecraft propulsion system. 

bility is necessary for spacecraft 
attitude stabilization. For the mission 
discussed, requirements for this func- 
tion are based on assuming active 
three -axis stabilization such as pro- 
vided by an Astro- Electronics Division 
"Stabilite "' attitude control system 
which employs a single -axis flywheel or 
momentum wheel to provide two -axis 
control (roll and yaw) by utilizing the 
gyroscopic stiffness property of spin- 
ning bodies. Control of the third axis 
(pitch) is obtained by modulation of the 
wheel speed. Propellant requirements 
for attitude control, therefore, are mod- 
est relative to a pure jet system or reac- 
tion wheel types of attitude stabiliza- 
tion. 

Propulsion systems were sized and 
weights determined for spacecraft 
weights of 700, 1500. 3000, and 4500 
lb for I -, 5 -, and 7 -year orbital life. Table 
I I lists the pertinent propulsion system 
types analyzed. Selection and limitation 
of types for study is based on results 
of a previous broad -based propulsion 
system tradeoff analysis for a two -year 
geostationary mission.' The referenced 
study indicated that although electro- 
static (ion) engines are characterized by 
high specific impulses, (Isp >3000 s), 
which make them attractive for station 
keeping on long -term missions, they are 
extremely complex and, of necessity, 
are constrained to low thrust levels. 
This makes them impractical for use in 
the satellite orbit acquisition phase or 
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Fig. 2 -Dual- thrust -level hydrazine spacecraft propulsion system. 

any maneuver in which a relatively large 
impulse bit is required in a short period 
of time. Thus, use of an ion engine for 
station keeping additionally requires a 

chemical system for the other functions. 
Optimization of propulsion system 
weight for synchronous missions. there- 
fore, is bounded by the weight penalty 
due to acceptance of either the higher 
propellant weight associated with use 
of total chemical system or the higher 
hardware weight and greater complex- 
ity associated with the use of a higher 
performance chemical / ion system. 

SOLAR 
PANEL 

i ARRAY 

FILL & DRAIN 
VALVE 

GN2 /N2H4 
SUPPLY 
TANK 

In addition to typical catalytic hy- 
drazine systems and hydrazine /ion 
systems, Table II identifies a dual - 
thrust -level propulsion system which is 
capable of satisfying both the high - 
and -low- impulse bit rate demands of 
synchronous missions. This system 
combines the moderate thrust capabil- 
ity of a catalytic hydrazine thruster 
(typically 1.0 to 5.0 IN) to provide the 
initial velocity demand of station 
acquisition, with efficient low -level 
thrusting of a hydrazine resistojet to 
provide long -term station -keeping and 
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Fig. 3- Chemical /ion spacecraft propulsion system. 
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attitude control. Choice of hydrazine as 
the propellant enables utilization of a 
single propellant storage and feed sys- 
tem and offers a steady -state vacuum 
Isp of 230 s for the higher thrust portions 
of the mission and a potential Isp of 
340 s for the low thrust portions. (This 
value is predicted by Marquardt based 
on 8000 hour life test data for 100 mil- 

, lipound resistojet thrusters operated at 
2200 K gas temperatures.6) The greater 
Isp is achieved by augmenting the 
enthalpy of hydrazine decomposition 
products by application of electrically 
supplied heat. The distinct advantage 
that hydrazine enjoys over other resis- 
tojet propellants is that it yields a high 
specific impulse as a monopropellant, 
while as a resistojet propellant it 
requires less power input than other 
common working fluids to achieve the 
same final operating temperature. This 
is because part of the necessary thermal 
input is supplied by its exothermic 
chemical decomposition. 

Propulsion system schematics for each 
of the systems studied are presented in 
Figs. 1, 2, and 3. Each propulsion sys- 
tem type is configured to provide two 
completely redundant half systems with 
thrusters arranged to accomplish all 
required maneuvers with either system. 
An outline of a typical three -axis 
stabilized spacecraft showing the loca- 
tions of the thrusters for a hydrazine 
system is shown in Fig. 4. Hydrazine 
(chemical) system weights assume high - 
pressure storage, regulated nitrogen gas 
pressurization, and positive expulsion 
tankage. The hydrazine systems are 

EARTH 
SENSOR 

TELEMETRY 
MOMENTUM ANTENNA 

WHEEL 

SECONDARY 
PROPULSION 

JETS 

APOGEE 
KICK MOTOR 

Fig. 4- Typical geostationary communications 
satellite showing thruster locations. 

Table II- Weight comparison of propulsion systems 

A. Characteristics 

Type of propulsion Function 
Steady -state Isp 

(s) 

System A Catalytic hydrazine 
Station acquisition 
and stationkeeping 

230 

System B 
(I) Hydrazine 
(2) Hydrazine Resistojet 

Station acquisition 230 
stationkeeping 340 

System C 
(I) Hydrazine 
(2) Ion 

Station acquisition 230 

stationkeeping 3000 

B. Total system weight for different orbit lifetimes 

Spacecraft 
weight 
(lbs) 

System 
type 

2 

Orbit lifetime 
(yrs) 

7 

Spacecraft 
weight 
(lbs) 

System 
type 

2 

Orbit lifetime 
(yrs) 

7 5 5 

700 
A 
B 

C 

87 

78 
99 

139 

105 

105 

168 

130 

110 

3000 
A 
B 

C 

255 
213 
269 

491 

372 

291 

654 
480 
306 

1500 
A 
B 

C 

155 

126 

168 

285 
218 
187 

368 
280 
200 

4500 
A 
B 

C 
299 
364 

360 
531 

417 
684 
450 

configured from existing flight hard- 
ware. For the hydrazine resistojet sys- 
tem weights, power sharing is assumed 
for thruster operation because thruster 
duration for even the longest maneuvers 
(N -S station keeping) is relatively short. 
For example, at 10 millipounds thrust, 
firing times required twice daily at the 
nodes to null the solar -lunar perturba- 
tions at spacecraft masses of 1500, 3000, 
and 4500 lb are on the order of 17, 35, 
and 51 min, respectively. At this thrust 
level it is calculated that 75 W of addi- 
tional power are required to achieve an 
Isp of 340 s. 

Ion engine system weights are based 
on existing, state -of- the -art cesium or 
mercury bombardment thrusters" 
sized for the minimum thrust level to 
null mean station perturbations3.s 
in order to minimize power require- 
ments. At these thrust levels, however, 
thrusting is required 20 to 22 hours 
daily. Since this is beyond the capability 
of power sharing, power source weight 
has been charged to ion propulsion sys- 
tem weight. 

Table II gives calculated propulsion 
system weights for 700, 1500, 3000, and 
4500 Ibm spacecraft for 1 -, 5 -, and 7- 
year orbital life. Fig. 5 compares total 
propulsion system weight as a function 
of years in orbit for 700 and 1500 Ibm 
spacecraft. Similar graphs for 3000 and 
4500 Ibm spacecraft exhibit correspond- 
ing weight -orbital life crossover points. 
An interesting result of the comparisons 
is that although the hydrazine resistojet 
specific impulse is an order of mag- 
nitude below that obtainable from ion 

engines (Isp of 340 s vs 3000 s) the dual - 
thrust -level hydrazine combination is 
highly competitive in overall propulsion 
system weight. For lifetimes of 5 years, 
a requirement for many synchronous 
missions, the hydrazine /hydrazine 
resistojet system is lighter than, or 
weight competitive with a hydrazine /ion 
system. For longer mission life, say 7 

years, the hydrazine/hydrazine resis- 
tojet is approximately 30% heavier than 
a hydrazine/ion system. For the 7 -year 
life requirement with a 1500 -lb space- 
craft and 10 millipounds thrust, the 
hydrazine resistojet requires a total 
steady -state burn time of approxi- 
mately 1450 hours to satisfy the mis- 
sion demands. Six 10- millipound -force- 
level hydrogen fueled and ammonia 
fueled resistojets have completed 8000 - 
hour endurance tests at 50% duty 
cycles with no degradation in any units 
at test termination.6 Ammonia, hydro- 
gen, and nitrogen comprise the working 
fluids in a hydrazine resistojet. How- 
ever, to satisfy a 7 -year mission life, 

HYDRAZINE N2144 
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HYDRAZINE ION 

300 1- 
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200 - IN2H41 
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t AIAF VIIC 
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2 3 4 
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Fig. 5-Spacecraft propulsion system weight com- 
parison for typical geostationary mission. 
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an ion engine at 350 micropounds 
thrust, which represents the minimum 
thrust required to null mean station 
perturbations, requires a cumulative 
burn time of approximately 51,000 
hours, which is considerably beyond 
the demonstrated state -of- the -art. 

In addition to the reliability inherent in 
a monopropellant system, the hydra- 
zine /hydrazine resistojet combination 
provides several unique advantages not 
available in hydrazine /ion propulsion 
systems. Any propellant not required 
in the initial phases of the mission to 
cancel booster dispersions or acquire 
station is available to the resistojet to 
extend orbital lifetime. Should the 
heaters which provide enhancement of 
the propulsive performance fail, a por- 
tion of the long -term station- keeping 
function can still be provided by the 
catalytic or thermal decomposition 
of hydrazine remaining in the propellant 
tanks. 

The foregoing mission analysis estab- 
lishes the utility of a dual -thrust -level 
hydrazine propulsion system. Catalytic 
hydrazine thrusters to fulfill mission 
high -impulse bit capability require- 
ments are state -of- the -art and many 
nominal 5.0 -Ibf thrusters are opera- 
tional in space. To satisfy the total mis- 
sion requirement, then, what is the 
status of the hydrazine resistojet? 

Status of hydrazine 
resistojet 

Avco Corporation and TRW are pres- 
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Fig. 6 (left) -Schematic of dual- thrust -level hydrazine propulsion subsystem. Fig. 7 
(above) -Flight -type dual- thrust -level hydrazine propulsion system mounted on test stand. 

ently engaged in research and advanced 
development of electrothermal hydra- 
zine thrusters in the 5- to 55- millipound 
thrust range. These engines use 
thermal rather than catalytic decom- 
position of hydrazine with less than 5 

W of power required to initiate thermal 
decomposition. For steady -state or duty 
cycles down to about 10 %, the elec- 
tric power need not be maintained as 
the engine is capable of self -sustaining 
operation. Current development empha- 
sis is on improved pulse performance 
and characteristics for millipound- 
thrust -level hydrazine attitude con- 
trol thrusters. The engines do not feature 
propulsive performance enhancement 
by supplemental resistojet type heating; 
however, Avco and TRW have demon - 
strated that the latter approach isfeasible 
and Isp's above 300 s have been meas- 
ured to date. 

TRW is conducting additional design, 
development, and testing of a 20- 
millipound thruster under NASA God- 
dard Space Flight Center Contract No. 
NASS -1 1477. Additional performance 
data on the Avco engine may be found 
in Refs. 7 and 8. An Avco engine was 
flown on the Navy SOL -RAD space- 
craft in July 1971. A flight -type engine 
similar to that flown by the Navy is used 
in the model spacecraft propulsion sys- 
tem tests described next. 

Model spacecraft propulsion 
system testing 

development on electrothermal hydra- 
zine thrusters substantiate the poten- 
tial of this powerplant. To further 
characterize the performance of a 

developed electrothermal hydrazine 
thruster and experimentally demon- 
strate the adaptability of the resistojet 
to standard high thrust catalytic hy- 
drazine systems. a test program on 
dual- thrust -level systems is in progress 
at Astro- Electronics Division. 

Hardware description -The model 
spacecraft propulsion system, shown 
schematically in Fig. 6 and mounted on 
the test stand in Fig. 7, consists of a 
propellant feed system manifolded to a 

nominal 4.1 lbf- thrust -level catalytic 
hydrazine rocket engine assembly and 
a 30- millipound electrothermal decom- 
position hydrazine engine (resistojet). 

The 11.5 -in diameter, 803 -in3 volume 
tank used to supply hydrazine to the 
thrusters was manufactured by ARDE, 
Inc. The tank is 304L stainless which 
is stretched to its final size at cryogenic 
temperatures (Ardéform process) to 
achieve a strength -to- weight ratio 
similar to that of a titanium vessel. 
Integral with the tank shell is a light- 
weight surface tension device. designed 
by Astro- Electronics Division, which 
provides propellant management con- 
trol in a low -g orbital environment and 
during adverse disturbances from 
engine firings. 

The high -thrust leg of the model system 
Current research and advanced is a nominal 4.I -Ibf- thrust catalytic hy- 
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Table III -Typical engine firing sequences 

Test 
Suppll 

no. 
pressure 

(psia) 

Thrust 
Engine level 

(Ibfl 

Duty cycle 
onloff 

1 300 TRW 2.8 I min 
(Steady state) 

2 200 TRW 1.8 1 min 
(Steady state) 

3 75 TRW 0.75 30 min 
(Steady state) 

Engines run simultaneously 
4 150 TRW 

5 150 Avco 

6 100 Avco 

7 75 Avco 

1.4 5 min 
(Steady state) 

29x 10-s 0.20 s/0.80 s 

(Puke 5 min) 

21x 10-s 

I7x 10-' 

8 s/20 s 

(6 pulses) 

8 s/20 s 

(6 pulses) 

drazine engine manufactured by TRW 
Systems Group. Identical engines are 
in operation on Intelsat III and several 
classified spacecraft. Nominal fuel flow 
at the 4.1 -lb thrust -level is 0.02 Ibm /s 
at a chamber pressure, Pc , of 250 psia. 
The thruster is capable of operation 
over a blowdown ratio of approximately 
6:1 with a maximum inlet pressure of 
550 psia. 

The low -thrust leg of the model system 
is a nominal 30- millipound thruster 
manufactured by Avco, Lowell, Mas- 
sachusetts. The thruster is capable of 
operation over a supply pressure range 
of 40 to 175psia. The engine, pictured 
in Fig. 8, basically consists of a propel- 
lant injection system and thruster sup- 
port, a heater section, a reaction 
chamber, and an exit nozzle. 

Facilities and test equipment -All hot 
firings were done at the Sea Level 
Rocket Test Site which is located at the 
RCA Space Center, Princeton, New 
Jersey. Test operation was controlled 
from the blockhouse and monitored by 
simultaneous oscillograph display of 
chamber pressure, valve inlet pressure, 
fuel flow, and by TV observation of the 
rocket operations. 

Fig. 8 -Avco electrothermal hydrazine thruster. 

AVCO 30 MILLIPOUND THRUSTER 
SUPPLY PRESSURE. 150 PSIA 

DUTY CYCLE 0.20 SEC ON, 0.80 SEC OFF 

TIME -.I. 
Fig. 9- Typical test trace for Avco electrothermal 
hydrazine engine. 

Performance parameters recorded 
included propellant tank pressure, 
TRW and Avco engine valve inlet and 
chamber pressures, and TRW and 
Avco engine temperatures and propel- 
lant flows. 

Test firings -Basepoint system per- 
formance was established for each 
thruster operating steady state and in 
pulse modes typical of synchronous 
propulsion system requirements. The 
thrusters were then fired sequentially 
and simultaneously to determine their 
compatability with a common tankage 
propellant supply. 

Test results -Table III lists the test 
sequences run. Typical pulse traces for 
the engines are shown in Figs. 9 and 
10. Operation of the system proved 
stable and reproducible for all tests con- 
ducted. Results of firing both engines 
simultaneously indicated no feed sys- 
tem coupling and no discernable change 
in performance or pulse shape from the 
resistojet basepoint data. 

Conciusions 

The hydrazine /hydrazine resistojet 
propulsion system offers a relatively 
high -performance, simplified approach 
to meeting the propulsion requirements 
for geostationary missions. For long - 
life missions, the system weight is com- 
petitive with other techniques and has 
an inherent redundancy capability in its 
operating mode. 

Advanced development electrothermal 
hydrazine engines indicate that near 
ideal performance at millipound thrust 
levels can be achieved without a cata- 
lyst and, depending on the duty cycle, 
without electric power after propellant 
ignition. Enhancement of propulsive 
performance of hydrazine by supple- 

AVCO ENGINE PULSED AT RATE OF 1 CPS, 0.20 SEC ON, 0.80 SEC OFF 

DURING STEADY STATE OPERATION OF TRW ENGINE 

SUPPLY PRESSURE = 150 PSIA 

1. 

AVCO TRW AVCO TANK AVCO AVCO VALVE 
FUEL FLOW PC TEMP PRESSURE Pc CUR RFNT 

Fig. 10- Typical test traces. 

mental resistojet type heating has been 
demonstrated and operating regimes are 
currently being defined. 

Compatability of millipound hydrazine 
thrusters with standard higher thrust 
catalytic hydrazine systems has been 
demonstrated. Testing of the model 
dual- thrust -level spacecraft propulsion 
system uncovered no significant prob- 
lems and provides the confidence that 
such systems are ready for flight appli- 
cation. 
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An experiment performed and demon- 
strated some years ago indicates the 
high degree of performance possible 
with a television receiver for both 
monochrome and color, while still being 
compatible with present color transmis- 
sion methods. The three basic 
techniques of synchronous detection, 
sound cancellation, and comb filters 
were combined in the laboratory setup 
to obtain the desired performance. It was 
possible to remove the usual bandwidth 
restrictions in the receiving decoder and 
the resulting picture was free of cross - 
modulation components, free of color 
signal "dots ", maintained full 400 -line 
luminance -channel resolution, and had 
2 -MHz double -sideband color resolution 
without quadrature color edge distortion. 
Direct comparisons were made with the 
conventional methods as well as with 
direct simultaneous presentation. The 
results were such that the encoded, 
"high performance ", pictures were sub- 
jectively comparable to those obtained 
by the direct simultaneous method. The 
advent of cablecasting has brought 
about renewed interest in the pos- 
sibilities for new and improved perfor- 
mance in color TV systems and the 
techniques described fall into this categ- 
ory. 

CABLECASTING has brought about 
renewed interest in the possibili- 

ties for new and improved performance 
in color television systems. The closed - 
circuit environment, new technology 
for wide -bandwidths, new large -area 
displays. and better signal transmission 
systems make it desirable to obtain the 
best possible performance from the 
NTSC system that is now serving very 
well for broadcast over- the -air trans- 
missions. 

This paper describes an experiment that 
has been performed indicating an 

approach to an improved, high perform- 
ance, color -Tv receiver which is com- 
pletely compatible with broadcast stand - 

ards. The original work was conducted 
some years ago and served at that time 
to prove the validity of the principles 
involved: however, the cost /perform- 
ance tradeoffs at this early period dis- 
couraged development in the consumer 
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TV receiver product environment. The 
interim developments of integrated cir- 
cuit technology and the growing avail- 
ability of lower cost signal processing 
components may make the develop- 
ment of such a receiver both desir- 
able and practical. This background, 
coupled with the growing interest in 

cable TV and high performance color 
television systems, make a review of 
the fundamentals worthwhile. 

A properly operated color receiver of 
conventional design provides commer- 
cially satisfactory reproduction by 
excluding some picture detail that 
would otherwise give rise to undesirable 
color subcarrier dot patterns. Et is possi- 
ble to make improvements in the overall 
performance of a complete receiver by 
using techniques not normally em- 
ployed in conventional design. The 
three basic techniques required are 
synchronous detection, sound cancella- 
tion, and comb filters. The results are 
such that the encoded high- perform- 
ance pictures are essentially the same 
quality as those obtained by direct simul- 
taneous viewing. The only bandwidth 
limitations imposed upon the receiver 
and decoder is the 6 -MHz channel - 
spacing standards. The resulting pic- 
ture is free of sound- versus -video and 
sound -versus -color cross- modulation 
components, free of color signal 
"dots ", maintains full 400 -line lumin- 
ance- channel resolution, and allows 
the possibility of full -2 MHz double - 
sideband color -channel resolution 
without quadrature color -edge distor- 
tion. At the same time, such a system is 

somewhat susceptible to the effects of 
incidental phase modulation in the 
transmitted signal. The performance of 
the synchronizing functions is improved 
in the presence of impulse noise, 
although the visibility of white specks 
appearing in the picture may require 
special handling. 

Conventional receiver limitations 

In conventional television receiver 
design, there are several limitations on 
the quality of the reproduced image: 

Composite video bandwidth is limited to 
approximately 4 MHz due to the presence 
of the sound carrier at 4.5 MHz. The 
removal of the sound carrier by means of 
rejection traps may introduce additional 
high frequency transients; this limits the 
double -sideband color -channel response 
to about 500 or 600 kHz. The necessity 
for operating the color channel as vestigial 
sideband above about 600 kHz introduces 
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Fig. 1-Experimental receiver block diagram. 

quadrature color distortion on edges that 
I -Q operation is intended to minimize; this 
limits the color resolution to 1.5 MHz in 
one channel and 600 kHz in the other chan- 
nel. 

Cross -modulation products between 
sound, video and color signal components 
become a problem, when a conventional 
envelope detector is used in a receiver. 
The sound -vs -color channel beats (920 
kHz) are removed only by adequate rejec- 
tion of the sound carrier by traps or by 
loss of high- frequency channel bandwidth. 

Luminance channel bandwidth in a color 
receiver must be limited to 3.58 MHz or 
less to remove the color signal components 
to prevent rectification in the kinescope 
and the resulting luminance signal compo- 
nent errors. 

Color signal sideband components still 
remain in the luminance signal and appear 
as "dot crawl" on edges. If the luminance 
signal response is not sufficiently reduced 
at 3.58 MHz the "dot" pattern exists in 
large color areas as well as on edges of 
colored objects. 

High frequency luminance signal compo- 
nents, as well as high frequency noise in 
the region around 3.58 MHz, are fed to 
the color demodulators and are "beat 
down" to low frequency random color 
noise and edge beats which are added back 
to the composite color signal along with 
the desired color components. 

In spite of the above limitations, a prop- 
erly designed color receiver will provide 
commercially satisfactory picture 
reproduction. 

High performance experiment 

A composite color signal was supplied 
from a transmit encoder operating in 
accordance with broadcast standards 
except that the "1" and "Q" color band- 
width restrictions had been removed. 
The receiver is compatible with stan- 
dard broadcast signals; but in the cable - 
cast type of closed circuit situation, the 

COMB 

FILTER 

LUMINANCE 

.CHROMINANCE 

color bandwidth limitations were 
removed to demonstrate the maximum 
performance capability of the system. 

The composite color signal was fed to 
an RF modulator, such as a Megapix, 
and then at RF level (channel 4), was 
fed to the antenna input of the experi- 
mental receiver. The RF portion of the 
receiver consists ofawideband amplifier 
containing the vestigial slope charac- 
teristic around the picture carrier and 
a synchronous detector operating at the 
RF level. The wideband (6 MHz) video 
output from the detector was fed to a 

sound cancellation circuit. This circuit 
selects the 4.5 -MHz sound signals, 
passes it first through a limiter, then 
a circuit with the proper envelope delay 
characteristic over the FM deviation fre- 
quency range, and then adds the signal 
back to the composite video channel 
180° out of phase and at the proper 
amplitude to provide cancellation of the 
sound signal in the video signal. The 
resulting video output signal is flat to 
5 or 6 MHz with no "trap" at the sound 
frequency and is free of 4.5 -MHz sound 
as well as the cross -modulation pro- 
ducts between sound, video, and the 
color subcarrier. The synchronous 
detection process provides the freedom 
from intermodulation products, and the 
cancellation circuit removes the 4.5- 
MHz sound signal. 

The resulting composite, wideband, 
video signal was fed to the input of a 

"comb" filter made possible by the use 

of a l -H (one horizontal scanning line) 
delay line. One of the two outputs from 
the comb filter consists of the wideband 
(5 to 6 MHz) luminance signal from 
which the chrominance signal has been 
removed. No bandwidth limitations are 
imposed in the horizontal direction 
since the comb filter removes the color 
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signal "dots" by virtue of the frequency 
interleaving of the chrominance signal 
with the luminance signal. In the stan- 
dard color signal this interlace condition 
is obtained by causing the color subcar- 
rier frequency to be an odd multiple of 
one -half line frequency. This luminance 
signal was then fed to the luminance 
channel of a color decoder from which 
all passband restrictions had been 
removed (flat to at least 5 to 6 MHz). 

The second output from the comb filter 
consists of a wideband chrominance 
signal from which the high frequency 
luminance components have been 
removed. Under these conditions the 
chrominance signal may be wideband, 
and double sideband, because the com- 
posite signal bandwidth was not 
restricted to frequencies below the 
sound carrier (4.5 MHz) by virtue of 
the synchronous detector and sound - 
cancellation process. This wideband 
chrominance signal was fed to the 
chrominance input of the color decoder 
from which all color bandpass limita- 
tions had been removed. The resulting 
red, green, and blue output signals from 
the wideband decoder were fed to a 21- 
inch color viewer and the results 
observed and compared with direct 
simultaneous signals as well as signals 

.X" 

1.8 mc. 

356 me 

- 6OOkc. 

Fig. 2a- Conventional receiver passbands. 
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Fig. 2b- Experimental receiver passbands. 
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Fig. 3 -RF and synchronous detector circuit. 

passing through a conventional receiver 
and decoder. The results indicated that 
the "high performance" method pro- 
vides color picture reproductions that 
are essentially the same as the simul- 
taneous presentation even though the 
signal had passed through the encoding, 
RF transmission, and decoding proces- 
ses. 

Fig. I is a block diagram of the experi- 
mental receiver setup. Fig. 2 indicates 
the RF, IF, and color passbands in a con- 
ventional color receiver using I. Q color 
demodulation. Fig. 2 indicates the wide - 
band characteristics of the experimental 
high -performance receiver. 

Details of experimental apparatus 

Since the primary purpose of the experi- 
ment was to investigate and observe the 
degree of improvement in performance 
possible with the techniques described, 
a semi- detailed description of the par- 
ticular apparatus involved is included 
as an example rather than an indication 
of possible practical circuitry. 

Synchronous detector 

Any properly operating synchronous 
detector, such as the integrated circuit 
units including bridge- circuit balanced 
diodes with an associated AFC loop, will 
meet the requirements.' However. the 
particular unit available for test con- 
sisted of 6J6, injection locked, product 
detector operating at the RF level on 
Channel 4 frequency. Fig. 3 is a diagram 
of the RF and detector portion of the 
complete receiver. 

The passband characteristic of the RF 

amplifier was adjusted to provide the 

+250 

CATH 

FOLLOWER 

OUTPUT 

VIDEO 

6.0 mc. 

desired vestigial slope at the picture car- 
rier frequency. The video output was 
adjusted to maintain flat response to at 
least 5 MHz. 

The basic properties of synchronous 
detection are such that no cross - 
modulation products are contained in 
the video output. The sound carrier 
exists as a 4.5 -MHz signal without the 
usal "herringbone" beats between 
sound and picture, and without the 920 - 
kHz beat between sound and the 
chrominance signal. It is therefore not 
necessary to provide rejection at the 
sound frequency, and the overall pass- 
band is limited only by the adjacent 
picture signal (6 MHz) spacing in the 
standard broadcast situation. Also, the 
chrominance signal passband is not 
limited to 600 kHz, but may retain the 
double sideband characteristic to at 
least 1.8 MHz on either side of the 3.58 - 
MHz subcarrier. If the sound signal is 
then removed by cancellation rather 
than by rejection traps, the conven- 
tional 1 and Q color bandwidth restric- 
tions may be removed and color signals 
maintain at least I.8 -MHz bandwidth 
with no quadrature color -edge distor- 
tions. 

Sound cancellation 

Fig. 4 is a diagram of the sound - 
cancellation circuit available for the 
test. Since no cross modulation pro- 
ducts exist in the synchronous- detector 
video output, it is possible to cancel the 
4.5 -MHz sound signal to a satisfactory 
degree without introducing bandwidth 
restrictions in the composite video 
channel. The sound signal is first 
amplified and then fed to a limiter which 
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Fig. 4 -Sound cancellation circuit. 

removes the amplitude -modulated 
video components. Since the sound 
channel suffers time delay, an approp- 
riate amount of delay must be 
introduced in the composite signal 
channel, prior to cancellation, so that 
the envelope delay characteristics 
match at 4.5 -MHz over a bandwidth at 
least equivalent to that of the sound fre- 
quency deviation range. A simple 
method for obtaining this envelope 
delay match is to introduce a network 
in the sound channel that has a suf- 
ficiently "negative slope" characteris- 
tic. This may be accomplished, as in 
Fig. 4, by means of a two terminal, over - 
coupled, transformer adjusted to have 
a negative slope phase characteristic 
over the deviation frequency range. The 
sound signal is then added to the com- 
posite signal in the proper phase rela- 
tionship (180 °) and amplitude to obtain 
cancellation. In the test setup, a vari- 
able delay line was used to adjust the 
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180° relationship. Thus, the output from 
the linear adder consists of a wideband 
video signal from which the sound has 
been removed without introducing band- 
width restrictions. The 4.5 -MHz sig- 
nal from the limiter was also fed to a 

conventional ratio detector and audio - 
output circuit. 

Comb filter 

Comb filter techniques using 1 -H delay 
lines for separation of interleaved signal 
components are well -known in the art 
and are being employed in practical cir- 
cuitry, for example, color -Tv receivers 
in Europe operating in accordance with 
PAL standards, vertical aperture cor- 
rector circuits in color cameras, etc.2i 3 

The comb filter used for the tests is 

made in two parts (see Fig. 5). These 
two delay units supply three signals dif- 
fering in time delay by 1H (one horizon- 
tal scanning line). The matrix circuit 
manipulates these three signals so as 
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INTERLACED 
FREQUENCIES 

Tr 

MATRIX 

H.P. L.P. 
FILTER FILTER 

CHROM NANCE 
OUTPUT 

ADDER 

NON -INTERLACED 
FREQUENCIES 

DELAY 

LUMIN ANCE 
OUTPUT 

Fig. 5 -Comb filter block diagram. 

I H DELAY UNIT 

COMB FILTER 

AMP. 

AMP 

to produce the frequency responses as 
shown in Fig. 6. Comb filters may be 
and have been constructed employing 
only one 1 -H delay line that operate 
satisfactorily. 

The formation of the comb filter charac- 
teristic can be explained briefly as fol- 
lows: non -interlaced frequencies are 
those that have the same phase on suc- 
ceeding lines and interlaced frequencies 
are those that are exactly 180° out of 
phase on succeeding lines. Non - 
interlaced frequencies are integral mul- 
tiples of line frequency, and interlaced 
frequencies are integral plus th multi- 
ples of line frequency and, in the stan- 
dard color system, are those fre- 
quencies that contain the color subcar- 
rier and its sidebands (odd multiple of 
t/z line frequency). In a comb -filter cir- 
cuit employing I -H delay elements to 
compare one line with the adjacent 
lines, the addition of the signals from 
one line to the signals from the two adja- 
cent lines results in the cancellation of 
the interlaced frequencies while the 
non -interlaced frequencies reinforce 
each other. Subtracting the signals from 
the two adjacent lines, the non - 
interlaced frequencies cancel and the 
interlaced frequencies remain. This is 
the basic function of the matrix in Fig. 
5. The interlaced frequencies from the 
matrix are split into two paths by con- 
ventional filters since the "comb" 
effect is desired only in the upper half 
of the frequency band (the color compo- 
nents do not extend appreciably into the 
lower half of the frequency band and 
these lower frequencies are necessary 
for vertical detail). Thus, one output 
contains the luminance signal informa- 
tion free of interference (dots) from the 

LUMINANCE 

ENVELOPE 
DEPENDENT UPON 
L P BHP FILTERS 
OF FIG 5 

r 
IS.7Ske. 
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Fig. 6 -Comb filter frequency characteristics. 
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color signals, and the other output con- 
sists of the wideband chrominance 
signal free of cross- modulation from 
high frequency luminance detail. 
This discussion of comb filters has 
ignored the use of field -delay lines, 
effects of motion, resolution effects of 
45 °. etc., since a complete review of 
comb filter techniques is not the inten- 
tion of this paper. 

Decoder and viewing unit 

The two outputs from the comb filter 
unit (luminance signal and chrominance 
signal) are fed to the appropriate inputs 
of a color decoder. The decoder is a 

laboratory unit in which it is possible 
to remove all passband filter limitations 
from both the luminance and chromi- 
nance channels. The overall bandwidth 
of the system is flat to at least 5 MHz. 
The red, green, and blue output signals 
are fed to a three -channel simultaneous 
color viewer employing a 21 -inch 
shadow -mask color kinescope. Provi- 
sions were made for switching the view- 
ing unit from direct simultaneous sig- 
nals, to signals from a standard 1. Q 
decoder and receiver, and to signals 
from the high- performance receiver and 
decoder. 

Conclusions 
The results possible are illustrated in 
Figs. 7 through 12. The experiment 
indicates the improvements possible in 
the performance of a color -Tv receiver 
that makes use of synchronous detec- 
tion, sound cancellation, and comb fil- 
ters. The overall results, after encoding, 
RF transmission, and decoding provides 
picture reproductions that are subjec- 
tively the same as those obtained by 
a direct simultaneous method. There- 
fore, a high performance receiver could 
be developed which would make 
optimum use of the present method of 
color -Tv transmission while still being 
compatible with it. or be extended into 
even higher performance levels in cab - 
lecasting or special closed- circuit envi- 
ronments 
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Fig. 7- Close -up portion of the color -bar signal 
after passing through the conventional system 
indicating the visible 3.58 -MHz dot pattern. 

Fig. 9- Critical portion of the RMA test pattern 
after passing through the conventional system. 
The beats, cross -modulation products, moiré 
pattern, and limited resolution of the luminance 
channel are shown. 

Fig. 11 -A conventional receiver off -the -air 
signal using an envelope detector with severe 
adjacent -channel TV interference. 

Fig. 8 -Same portion of the color bar signal 
as in Fig. 7 after passing through the experimen- 
tal receiver. Note the removal of the dota pattern 
from the luminance channel. 

Fig. 10 -Same test pattern as in Fig. 9 after 
being passed through the experimental system. 
The reduction of edge beats, moiré effects, 
noise, and increase in luminance channel 
resolution are evident. 

Fig. 12 -Same receiver under the same condi- 
tions of excessive adjacent -channel signal as 
in Fig. 11, but using a synchronous detector 
indicating the excellent rejection of cross - 
modulation effects afforded by a synchronous 
detector. 
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Scribing and dicing of processed 
silicon -on- sapphire wafers 

R. L. Loper 
Advanced Technology Laboratories -West 
Van Nuys, California 

\ I 

Difficulties encountered in successfully scribing and dicing pro- 
cessed silicon -on- sapphire wafers have led to the consideration 
of sophisticated laser -scribing techniques. For nonproduction appli- 
cations, this level of sophistication is unnecessary. Although crystal- 
line in nature, sapphire behaves as a glass during scribing. Experi- 
ments at Advanced Technology Laboratories -West have demon- 
strated that careful glass- cutting techniques applied to the scribing 
and dicing of silicon -on- sapphire wafers produce an acceptably 
high yield of cleanly diced chips. 

First, and most obviously, the scribe must be harder than the material 
to be scribed. A number of materials are available; however, the 
experiments performed at ATL -W were accomplished using a 
diamond scribe. 

The angle between the scribe and the work surface should be approx- 
imately 10 to 15° as shown in Fig. 1. The pressure applied to the 
scribe is most important and difficult to describe quantitatively. The 
most convenient method for determining the correct pressure is to 
observe the amount of residue produced by the scribing process. 
A binocular Bausch and Lomb microscope, with a half -power lens 
added to the bottom, is useful for viewing this. The microscope 
should be mounted at an angle of about 20° to the plane of the 
wafer at any convenient position around it, as shown in Fig. 2. 

APPLY PRESSURE HERE 

APPROX 6 OZ 

which is white and clearly visible indicates too much pressure (see 
Figure 3). Start and finish the scribe as close to the edges as possible 
without running over the edge. The line should be scribed in one 
stroke on only one side of the wafer. 

If the lines are properly scribed, nearly any dicing technique will 
work. Placing scribed -side down between two pieces of thick felt 
and rolling back and forth and from side to side with a 1- inch -diameter 
roller works well. In fact, it is not uncommon for the wafer to 
start falling apart before the scribing is completed. 
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Magnetic tweezers 

Warren A. Mulle 
Missile and Surface Radar Division 
Moorestown, New Jersey 

Ordinary tweezers or long -nose pliers are often used to position 
or insert small parts in optical. electrical. or mechanical assemblies 
having restricted openings. A high degree of manual dexterity is 
required and, in the case of small flat washers and round -head screws, 
it is often almost impossible to pick the part up from a flat surface 
with the proper orientation for the next operation. Magnetic Tweezers 
provide a convenient means for controlling a magnetic field with 
one finger while using the force of the field to hold small magnetic 
parts during transfer and positioning operations. 

A magnetic field is established with a slight finger motion and holds 
the part in position against the tool until the magnetic field is disabled. 
Slight finger pressure will open the magnetic field produced by the 
tweezers releasing the part. thus providing minimum fatigue in repeti- 
tive operations. In these tweezers there are no power supplies. wires. 
or switches. 

2e 20 24 , 22 

Fig. 1 -Angle between scribe and work 
surface must be 10 to 15 °. 

Fig. 2- Microscope arrangement for 
observing the scribing process. 

Unfortunately, the pressure required (6 to 8 oz.) is beyond the 
capabilities of many of the automated scribing machines, which also 
advance the scribe too quickly across the wafer. One quarter inch 
per second is approximately the correct speed. With pressure applied 
manually to the scribe, start to scribe in the direction of the 10° 

angle. If there is no crystalline residue in, or adjacent to. the cut, 
increase the pressure slightly. The proper pressure will scribe a 
line which is barely visible, with small amounts of residue. A line 

JUST ENOUGH RESIDUE 
TO INDICATE SURFACE 
DISRUPTION. 

\\ 

TOO MUCH RESIDUE 
APPEARS AS WHITE 
GROUND GLASS 

Fig. 3- Proper amount of pressure is critical in the scribing process. 

24 ie 

Fig..1- Tweezer construction. 

Tweezer construction 

Fig. 1 shows that the magnetic tweezers consist of rigidly mounted 
elongated finger -like magnetic member (I0) and a pivotally mounted 
finger -like magnetic member (12) which are press -fitted in a corres- 
ponding recess (14) of a plastic handle or other holding device (16). 
The finger (12) is pivotally mounted to finger (I0) by way of pivot 
pin (18). The ends (20) and (20') are suitably shaped as in conventional 
tweezers. Preferably, the end of finger (20) may be bent as shown 
to provide a positive electrical connection with end (20') as will 
be described. Spring (22) biases fingers (12) and (10) away from 
one another maintaining a gap between ends (20) and (20'). Handle 
(16) serves as a stop against which spring (22) biases fingers (I0) 
and (12). Fingers (10) and (12) are preferably made of an iron alloy 
that readily is permanently magnetized with a relatively weak field. 
Adjacent to finger (12) is a resiliently mounted button (24) which, 
when forced against finger (12). closes the fingers [Button (24) may 
be conveniently formed from and be part of handle 16 by slotting 
the handle 16 at areas 26 as shown in Fig. 2] 

12 

10 

2 12' 0 
- -_-- 

S- 

211 
20' 10 

18' ,--4 24' 

Fig. 2 -(left) Integral control button and handle. Fig. 3- (right) Alternative 
construction. 

Suitable fastening means, such as screw (32), may be provided to 
positively lock the assembled fingers (I0) and (12) in recess (14). 

When ends (20) and (20') are separated, a magnetic field (28) is 
present between and around the ends of fingers 12 and 10. When 
button 24 is depressed. the magnetic field is offered a low reluctance 
path through the electrically contacting fingers and the field in the 

85 

www.americanradiohistory.com

www.americanradiohistory.com


space around the fingers is effectively reduced to a very low value. 
Thus a steel part, such as a screw (30). will be readily picked up 
and held to the tweezers, the operator holding the tweezers in one 
hand. For the operator to release the part, button (24) is merely 
depressed so that the ends are connected. At this time, the magnetic 
field is reduced and the part is released. 

An alternative construction is shown in Fig. 3. Spring (22) may 
be provided so as to resiliently bias fingers (I0) and (12) against 
each other so that ends (20) and (20') are always in contact with 
each other. 

In Fig. 3, fingers (12') and (I0') each have an overhanging extending 
rear portion (13) and III). respectively. In this case. spring (22') 
biases end portions ( I I) and (13) away from each other and end 
portions (20) and (20') against each other. Resiliently mounted button 
(24') when depressed against portion 13 opens up ends 20 and 20' 
providing a gap therebetween and producing a magnetic field. In 
this case, there is no gap between ends (20) and (20)' and thus 
no effective magnetic field except when button (24') is depressed 
and thus momentary grasping action for the part is provided by 
the tweezers of Fig. 3. By contrast, the tweezers of Fig. I provide 
momentary release of the part. 
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The meaning of crosscorrelation functions 

Murlan S. Corrington 
Computer Applications 
Applied Computer Systems 
Advanced Technology Laboratories 
Camden, N.J. 

Suppose two single -valued functions f(x) and g(x) are given, as shown 
by Fig. 1, and one wants to find out how much of the waveform 
g(x) is contained in ix), over the range To answer this 
question it is necessary to find a "best fit" of g(x) to f(x). 

Fig. 1- Difference between two functions. 

Best -fit criterion 

There are many ways to define best fit, but a common way is to 
minimize the integral of the square of the difference of the two 
functions. The shaded area of Fig. 1 is the difference, and the best 
fit is obtained for that value of a which gives the minimum value 
for 

1(a)= f 
0 

[.f(x)ag(x)]2 dx 

= 
fOT[f(x)J2 dx-2a f(x) g(x) dx 

+a2 dx. (1) 

To find the best value for a, differentiate the integral for 1(a) with 
respect to a, and set the derivative equal to zero. This gives 

so 

dl 
r 

=-2 fo f(x) g(x) dx+2a 
dci 

[f f(x) g(x) dx]I 

T 

o 
[g(x)]2 dx=0 

[ f oT[g(x)]2 dx] 

(2) 

(3) 
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Meaning of crosscorrelation 

The integral in the numerator of Eq. 3 is the crosscorrelation function 
of f(x) and g(x) over the range 0 to T. The integral in the denominator 
is a normalizing factor that makes a =1, iffix)=g(x). The crosscorrela- 
tion of f(x) and g(x) determines how much of the waveform g(x) 
is infix), using the integral- square -error criterion for best fit. 

Fourier series 

Example: The function f(x) of Fig. 2 is periodic with period T =2ar. 
Find how much of the sinewave, sin (nx), is contained in f(x), using 
the integral- square -error criterion. 

x 

Fig. 2- Finding best fit of two waveforms by crosscorrelation 

Solution: Let the amplitude of g(x) =sin (nx) in f(x) be a,,. Then 
by Eq. 3: 

zr 

Jp .f(x) sin (nx) dx 12'7 
as = 

2a 
= 

¡' a 
sin2 (nx) dx 

0 

since 
?T 

0 

f(x) sin (nx) dx 

sinn (nx) dx= [il. x 4sn (2nx) 

2n 

=a (n=1, 2, 3, .) ° 

(4) 

(5) 

This is the usual integral for the Fourier coefficient of the nth har- 
monic sine component off(x). A similar result is obtained if g(x) =cos 
(nx). 

This shows that when one expands a function in a Fourier series, 
using the integrals for the Fourier coefficients, it is really a crosscor- 
relation operation using the least -square -error criterion to find the 
best fit. 

Any frequency can be found 

The solution (Eq. 3) is a general one and can be used to determine 
the amplitude of any desired frequency in f(x). It is not necessary 
that the frequencies be harmonically related, as in a Fourier series, 
if the range of integration covers the entire period of the waveform. 
The range of integration may be infinite, as in a Fourier integral, 
if the integrals exist. 

Time shift in correiator 

It may be that one is not sure about the relative time delay between 
f(x) and g(x) that gives the best match. In this case, it is often 
useful to try different relative delays. The normalized crosscorrela- 
tion function is then defined as 

(T)= pT[g(x)]2 dx] (6) 

where r is the amount f(x) is shifted with respect to g(x). Often 
a specific value of r will give the largest value of the crosscorrelation 
function, «(r). This value of r tells how much lead or lag has occurred 
in f(x) with respect to g(x), and is useful in determining arrival times 
of incoming waveforms. 

Conclusions 
The crosscorrelation function of two waveforms is a measure of 
how much of one waveform is contained in the other, using a least - 
square -error criterion for the best fit. Any two waveforms may be 
compared, so long as the functions are single valued and the integrals 
exist. 
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Dates and Deadlines 

As an industry leader, RCA must be well represented in major professional conferences . . . to 
display its skills and abilities to both commercial and government interes's. 

How can you and your manager. leader, or chief -engineer do this for RCA? 

Plan ahead! Watch these columns every issue for advance notices of upcoming meetings and 'calls 
for papers ". Formulate plans at staff meetings -and select pertinent topics to represent you and 
your group professionally. Every engineer and scientist is urged to scan these columns; call attention 
of important meetings to your Technical Publications Administrator (TPA) or your manager. Always 
work closely with your TPA who can help with scheduling and supplement contacts between engineers 
and professional societies. Inform your TPA whenever you present or publish a paper. These profes- 
sional accomplishments will be cited in the "Pen and Podium" section of the RCA Engineer, as 
reported by your TPA. 

Calls for papers -be sure deadlines are met 

Date Conference Location Sponsors 
Deadline 
Date Submit To 

APR. 30- 
MAY 2, 1973 

IEEE Region III Conference Galt House 
Louisville, Ky. 

IEEE 10/1/72 prei. 
papers 

R. D. Shelton, 
Dept. of Electrical 
Engineering, Speed 

2/1/73 final 
paper 

Scientific School 
University of Louisville 
Louisville, KY 40208 

MAY 15 -17. 1973 1973 Electrical & Electronic Skyline Hotel Ottawa 12/31/72 abst Chairman of the 
Measurement & Test 
instrument 

Ottawa, Canada Section 
Group on 

Technical Program 
Committee, Dr. Pieter 

I & M G. Cath, Keithley 
Instruments, Inc., 
28775 Aurora Road, 
Cleveland, Ohio 44139 

MAY 21 -23, 1973 Joint Life Sciences and International ASMA/ 11/24/72 abet General Program 
Systems Specialist Meeting Hotel AIAA Chairman! Col. Carl 

Las Vegas, 
Nev. 

Weinberg (USAF) HO - 

USAF (RDPS) Dept. of 
the Air Force, 
Washington, DC 20330 
Technical Program 
Chairman: James A. 
Green, Life Sciences 
(FA45), Space Div., 
North American Rockwell 
Corp., Downey, Calif. 
90241 

JUNE 25 -29, 1973 1973 IEEE International 
Symposium on Information 
Theory 

Ashkelon, 
Israel 

Group 
on 
IT 

2/1/73 papera Dr. N. J. A. Sloane, 
Room 2C -363, 
Bell Laboratories 
Murray Hill, NJ 07974 

SEPT. 16 -20, 1973 Jt. Power Generation Mariott S -PE. 5/4/73 ms L. C. Grundmann, New 
Technical Conference Hotel, 

New Orleans. 
La. 

ASME Orleans Public Service 
Inc., 317 Baronne St., 
New Orleans, La 70160 

SEPT. 30- Electrical /Electronics Palmer House G -EI, 9/1/72 abst NEMA, 155 E. 44th St., 
OCT. 4, 1973 Insulation Conference Chicago, 

Illinois 
NEMA 2/1/73 ms New York, NY 10017 

10/1/72 abet IEEE Headquarters 
OCT. 2-5, 1973 Automatic Control in Glass 

Manufacturing Conference 
Purdue Univ., 
Lafayette, 
Ind. 

S -IA, IFAC, 
AACC, ISA, 
Purdue Univ. 

2/1/73 ms 345 E. 47th St., 
New York, NY 10017 

APRIL 1 -5, 1974 1974 IEEE Power Engineering Convention Power (IEEE) 5/1/73 abst Program Chairman: 
Society Underground Center Engineering N. E. Piccione 
Transmission and 
Distribution Conference 

Dallas, 
Texas 

Society Long Island Lighting 
Company, 175 Old 
Country Road, Hicksville, 
NY 11801 

Dates of upcoming meetings -plan ahead. 

Date Conference Location Sponsors Program Chairman 

NOV. 1-3, 1972 

NOV. 9-10, 1972 

NOV. 13-15, 1972 

NOV. 26-30, 1972 

Northeast Electronics Research 
& Engineering Meeting 
(NEREM) 

Canadian Communications & 
EHV Conference 

Conf. on Automatic Support 
Systems for Advanced Maintain- 
ability 

1972 Winter Annual Meeting and 
Energy Crises Forum 

Boston, Mass. New England 

Queen Elizabeth Hotel 
Montreal, Ouebec, 
Canada 

Section 

Cavad ian 
Region. 
Montreal 
Section 

Holiday Inn, G -AES, 
Phila., Penna. Phila. Section 

Statler Hilton Hotel ASME 
New York City 

IEEE Boston Office, 
31 Channing St., 
Newton, Mass. 02158 

Dinkar Mukhedkar, 
Ecole Polytechnique, 
2500 Marie Guyard, 
Montreal 250 PO 
Canada 

Fred Liguori, Naval 
Air Engrg. Ctr., 
Phila., Penna. 19112 

Maurice Jones, Mgr. 
Information Services, 
ASME, United Engineer- 
ing Center, 345 E. 47th 
St., New York, NY 10017 
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Dates of upcoming meetings -plan ahead. 

Date Conference Location Sponsors Program Chairman 

NOV. 29- 
DEC. 1, 1972 

NOV. 28- 
DEC. 1, 1972 

DEC. 4 -5, 1972 

DEC. 4 -6, 1972 

DEC. 4 -6, 1972 

DEC. 5 -7, 1972 

DEC. 6 -8, 1972 

AIAA /SAE 8th Joint Propulsion 
Specialist Conference 

Conference on Magnetism and 
Magnetic Materials 

Chicago Fall Conference on 
Broadcast 8 Television Receivers 

Intl. Electron Devices Meeting 

Nat'l. Telecommunications 
Conference 

Fall Joint Computer Conference 

Nuclear Science Symposium 

New Orleans, La. 

Denver Hilton Hotel 
Denver, Colorado 

Sheraton O'Hare 
Motor Hotel 
Rosemont, Ill. 

Washington Hilton 
Hotel, 
Washington, D.C. 

Astroworld Hotel, 
Houston, Texas 

Convention Ctr., 
Anaheim, Calif. 

Deauville Hotel 
Miami Beach, Florida 

DEC. 6-8, 1972 Vehicular Technology Conference Dallas, Texas 

DEC. 8 -9, 1972 AIAA /NABE Seminar- Orienting 
the Aerospace Industry to 
Changing Priorities 

DEC. 11 -15, 1972 G -AP Int'l. Symposium 8 Fall 
USNC /URSI Meeting 

DEC. 13 -15, 1972 

JAN. 8 -10, 1973 

JAN. 10 -12, 1973 

JAN. 23 -25, 1973 

JAN. 28- 
FEB. 2, 1973 

FEB. 1 -2, 1973 

FEB. 13 -15, 1973 

FEB. 14 -16, 1973 

MARCH 5 -7, 1973 

MARCH 6-8, 1973 

MARCH 7 -9. 1973 

Coni. on Decision and Control 
(Inc. 11th Symp. on Adaptive 
Processes) 

AIAA 9th Annual Meeting and 
Technical Display 

AIAA 11th Aerospace Sciences 
Meeting 

1973 Annual Reliability and 
Maintainability Symposium 

IEEE Power Engineering Society 
Winter Meeting 

1973 Micrographic Science 
Seminar 

Aerospace 8 Electronic Systems 
Winter Convention (WINCON) 

Int'l. Solid State Circuits 
Conference 

Particle Accelerator Conference 

Diagnostic Testing of High 
Power Apparatus in Service 

3rd Sounding Rocket Technology 
Conference 

MARCH 20 -22, 1973 14th Structures, Structural 
Dynamics and Materials 
Conference 

MARCH 26 -29, 1973 IEEE International Convention 
(INTERCON) 

Los Angeles, 
Calif. 

William & Mary 
College, Williams- 
burg, Virginia 

Fontainebleau Motor 
Hotel, New Orleans, 
La. 

Washington, D.C. 

Washington, D.C. 

Philadelphia, Pa. 

Statler Hilton Hotel 
New York, New York 

New Orleans, La. 

Biltmore Hotel, 
Los Angeles, Calif. 

Univ. of Penna. 
Sheraton Hotel, 
Phila., Penna. 

Sheraton Palace 
Hotel, San 
Francisco, Calif. 

London, England 

Albuquerque, 
N. Mex 

Williamsburg. Va. 

Coliseum & N.Y. 
Hilton Hotel, 
New York, NY 

MARCH 28 -30, 1973 Tactical Missile Meeting Orlando, Fla. 

AIAA 
SAE 

S-MAG. 
AIP 

G-BTR 

G-ED 

G -AES, 
S- Comm., 
3 -GE 

S -C, AFIPS 

G -NS, NASA, 
AEC 

G -VT 

AIAA 
NABE 

G -AP, USNC/ 
URSI 

S -CS, G -IT, 
S -SMC 

AIAA 

AIAA 

G-R, ASOC, 
IES et al 

SPSE 

G -AES, L.A. 
Council 

SSC Council 
Phila. 
Section, 
Univ. of 
Penna. 

G-NS, NBS 
et al 

IEE, IEEE 
UKRI Section 

AIAA 

AIAA /ASME/ 
SAE 

IEEE 

AIAA/ 
AOA 

AIAA, 1290 Ave. of the 
Americas, New York, 
NY 10019 

A. E. Berkowitz, Gen'I 
Elec. Co., POB 8, 
Schenectady, NY 123.01 

W. C. Luplow, Zenith 
Radio Corp., 1851 Arthur 
Ave., Elk Grove, 
Ill. 60007 

R. W. Haitz, 
Hewlett- Packard, 
620 Page Mill Road, 
Palo Alto, Calif. 
94309 

R. S. Simpson. Dept. 
of EE, Univ. of Houston, 
Houston, Texas 77004 

D. A. Meier. P. 0. 
Box 835, Hawthome, 
Calif. 90250 

J. H. Trainor, Code 663, 
NASA/Goddard Space 
Flight Ctr., Greenbelt, 
Maryland 20771 

Nick Gorham, Motorola, 
Inc. POB 34290, 
Dallas, Texas 75234 

AIAA, 1290 Ave. of 
the Americas, New York, 
NY 10019 

C. T. Swift, NASA, 
168 Deane Dr., 
Newport News, 
Virginia 23602 

Y. C. Ho, Pierce Hall, 
Harvard Univ., 
Cambridge, Mass. 02138 

AIAA, 1290 Ave. of 
the Americas, New York, 
NY 10019 

AIAA, 1290 Ave. of the 
Americas, New York, 
NY 10019 

AIAA, 1290 Ave. of 
the Americas, New York, 
NY 10019 

L. R. Webster, 
Radiation Inc. 
POB 37, Melbourne, 
Fla. 32901 

Mr. Russell P. Cook 
Polaroid Corporation 
730 Main Street 
Cambridge. Mass. 02139 

IEEE L A. Council 
Office, 3600 Wilshire 
Blvd., Los Angeles, 
Calif. 90010 

Sol Triebwasser, 
T. J. Watson Res. 
Ctr., IBM Corp., 
Yorktown Heights, 
NY 10598 

R. B. Neal, Stanford 
Linear Accelerator Ctr., 
Stanford, Calif. 94305 

IEE, Savoy Place, 
London, W. C. 2R OBL, 
England 

AIAA, 1290 Ave. of the 
Americas, New York, 
NY 10019 

AIAA, 1290 Ave. of the 
Americas, New York, 
NY 10019 

J. H. Schumacher. 
IEEE, 345 E. 47th St., 
New York, NY 10017 

AIAA, 1290 Ave. of the 
Americas, New York, 
NY 10019 
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Patents 

Granted 
to RCA Engineers 

As reported by RCA Domestic Patents. 
Princeton 

Aerospace Systems Division 

Low Level DC Amplifier with Automatic Zero 
Offset Adjustment -D. A. Johnson (ASD, 
Burl.) U.S. Pat. 3681703, August 1, 1972 

Electromagnetic and Aviation 
Systems Division 

Servo System with Noise Cancellation -M. 
S. Masse, J. P. McDowell (Aviation Equip., Los 
Angeles) U.S. Pat. 3683254, August 8, 1972 

High Voltage Pulse Generator -R. N. 
Guadagnolo (EASD, Van Nuys) U.S. Pat. 
3686516, August 22, 1972 

Astro- Electronics Division 

Bookbinding -E. W. Schlieben (AED, Hstn.) 
U.S. Pat. 3685857, August 22, 1972 

Missile & Surface Radar 
Division 

COS /MOS Phase Comparator for Monolithic 
Integration -W. J. Donoghue (M &SR, Mrstn.) 
U.S. Pat. 3673430, June 27, 1972; Assigned 
to U.S. Government 

Advanced Technology 

High Speed Tunable Maser for Use in Radar 
and Communication Receivers -L. C. Morris 
(ATL. Cam.) U.S. Pat. 3688207, August 29, 1972 

Waveform Generator -J. G. Butler (ATL, 
Cam.) U.S. Pat. 3689914, September 5, 1972 

Communications Systems 
Division 

Measurement of Maximum Dynamic Skew 
in Parallel Channels -C. Y. Hsueh (CSD, 
Cam.) U.S. Pat. 3681693, August 1, 1972 

Sheet Metal Wavegulde Constructed of a 

Pair of Interlocking Sheet Metal Channels 
-W. A. Dischert (CSD, Cam.) U.S. Pat. 
3686590, August 22, 1972 

Conversion to a Digital Code Which is Self - 
clocking and Absolute Phasing -G. S. New- 
comb (CSD, Cam.) U.S. Pat. 3689913, Sep- 
tember 5, 1972 

System for Record Medium Control and 
Editing -R. N. Hurst (CSD, Cam.) U.S. Pat. 
3684826, August 15, 1972 

Special Effects Generator -L. J. Thorpe 
(CSD, Cam.) U.S. Pat. 3689694, September 5, 

1972 

Contrast Compression Circuits -R. A. 
Dischert, J. F. Monahan (CSD. Cam.) U.S. Pat. 

3684825, August 15. 1972 

Laboratories 

Method of Pressure Treating Electrophoto- 
graphic Recording ElementstoChangeTheir 
Sensitivity to Ught-P. J. Donald (Labs., Pr.) 
U.S. Pat. 3681071, August 1, 1972 

Method of Producing a Luminescent- Screen 
Structure including Light -Emitting and 
Light -Absorbing Areas -N. Feldstein (Labs., 
Pr.) U.S. Pat. 3681110, August 1, 1972 

Bucket Brigade Scanning of Sensor Array 
-P. K. Weimer (Labs., Pr.) U.S. Pat 3683193. 
August 8, 1972 

Ferro -Electric Transformers with Means to 
Suppress or Limit Resonant Vibrations -S. 
S. Perlman, J. H. McCusker (Labs., Pr.) U.S 
Pat. 3683211, August 8, 1972 

Electroluminescent Semiconductor Device 
of GaN-J. I. Pankove (Labs., Pr.) U.S. Pat. 
3683240, August 8, 1972 

GaS Laser Discharge Tube -K. G. Hernqvist 
(Labs., Pr.) U.S. Pat 3683295, August 8, 1972 

Microwave Apparatus Using Multiple 
Avalanche Diodes Operating in the Anomal- 
ous Mode -H. Kawmoto (Labs., Pr.) U.S. Pat. 
3683298, August 8, 1972 

Doped Calcium Fluoride and Strontium 
Fluoride Photochromic Compositions -W. 
Phillips (Labs., Pr.) U.S. Pat. 3684727, August 
15, 1972 

Capacitive Steering Networks -Y. Yao 
(Labs., Pr.) U.S. Pat. 3684899, August 15, 1972 

Coax Line to Strip Line End Launcher -L. 
S. Napoli, J. J. Hughes ),,abs., Pr.) U.S. Pat. 
3686624, August 22, 1972 

Method of Coating Selective Areas of the 
Surface of a Body -A. N. Saxena (Labs., Pr.) 
U.S. Pat. 3687722, August 29, 1972 

Synchronizing System -A. C. Ipri (Labs., Pr.) 
U.S. Pat. 3688037, August 29, 1972 

Time Delay Device -C. J. Hirsch (Labs., Pr.) 
U.S. Pat. 3688131, August 29, 1972 

High Resolution, Redundant Coherent Wave 
Imaging Apparatus Employing Pinhole 
Array -M. J. Lurie (Labs., Pr.) U.S. Pat. 
3689129, September 5, 1972 

Sound Records and Reproducing Apparatus 
-C. C. Ih (Lab. Pr.) U.S. Pat. 3689692, Sep- 
tember 5, 1972 

Electronic Components 

Electron Tube Having Tamper -Detectable 
Label Attached Thereto -S. B. Deal, D. W. 
Bartch (EC, Lanc.) U.S. Pat. 3680236, August 
1, 1972 

Photographic Method for Printing a Screen 
Structure for a Cathode -Ray Tube -H. R. 
Frey (EC, Lanc.) U.S. Pat. 3685994, August 22, 
1972 

Angled Array Semiconductor Ught Sources 
-P. Nyul (EC, Lanc.) U.S. Pat. 3686543, Au- 
gust 22, 1972 

Stabilized Transferred Electron Amplifier 
-C. L. Upadhyayula, B. S. Perlman (EC, Pr.) 
U.S. Pat. 3686578, August 22, 1972 

Spray Method for Producing a Glare - 
Reducing Coating -G E. Long, Ill, D. W. 
Bartch (EC, Lanc.) U.S. Pat. 3689312, Sep- 
tember 5, 1972 

Solid State Division 

Method of Fabrication of Semiconductor 
Devices -J. H. Banfield, S. Y. Husni, W. J. Greìg 
(SSD, Som.) U.S. Pat. 3686080, August 22, 
1972 

Gallium Arsenide Semiconductor Device 
with Improved Ohmic Electrode -S. 
Shwartzman (SSD, Som.) U.S. Pat. 3686539, 
August 22, 1972 

Deflection Circuit -C. F. Wheatley, Jr. (SSD, 
Som.) U.S. Pat. 3688153, August 29, 1972 

Operation of Fleld -Effect Transistor Circuits 
Having Substantial Distributed Capacitance 
-A. G. F. Dingwall (SSD, Som.) U.S. Pat. 
3688264, August 29, 1972 

Liquid Crystal Display Device -R. I. Klein, S. 

Caplan, R. T. Hansen (SSD, Som.) U.S. Pat. 
3689131, September 5, 1972 

Integrated Circuit Biasing Arrangements 
-L. A. Harwood (SSD, Som.) U.S. Pat. 
RE27454, August 1, 1972 

Method for Manu /acturing Wire Bonded 
Integrated Circuit Devices -A. N. Gardiner 
(SSD, Som.) U.S. Pat. 3685137, August 22, 
1972 

Consumer Electronics 

High O Circuits on Ceramic Substrates -R. 
S. Degenkolb, E. R- Skaw (CE, Indpls.) U.S. 
Pat. 3681713, August 1, 1972 

Process for Forming a Conductive Coating 
on a Substrate -R. J. Ryan, S. F. Burtis, J. 
T. Grogan (CE, Indpls.) U.S. Pat. 3682784, Au- 
gust 8, 1972 

Process for Forming an Isoidated Circuit 
Pattern on a Conductive Substrate -R, R. 

Russo (CE, Indpls.) U.S. Pat. 3682785, August 
8, 1972 

Transistorized Vertical Deflection Circuit 
-L. E. Smith (CE. 'Indpls.) U.S. Pat. 3684920, 
August 15, 1972 

Horizontal Oscillator Disabling -W. V. Fitz- 
gerald, Jr., P. C. Willmarth (CE, Indpls.) U.S. 
Pat. 3688025, August 29, 1972 

VHF and UHF Automatic Gain Control Cir- 
cuitry Derived from a Single Control Voltage 
-J. B. George (CE. Indpls.) U.S. Pat. 3688198, 
August 29, 1972 

Astable Multivibrator Circuit with Means for 
Ensuring Proper Starting of Oscillations -T. 
J. Christopher (CE. Indpls.) U.S. Pat. 3688154, 
August 29, 1972 

RCA Records 

Recorder and Playback Apparatus for Pulse 
Width Modulated Record -M. J. Whittemore, 
Jr. (Rec., Indpls.) U.S. Pat. 3688025. August 
29, 1972 

Parts and Accessories 

Antenna System for Television Reception 
within Both the UHF and VHF Television 
Band of Frequencies -J. D. Callaghan (P &A, 
Deptford) U.S. Pat. 3683391, August 8, 1972 
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Engineering 

Rosenthal named Staff V.P. 

Dr. James Hillier, Executive Vice Presi- 
dent, Research and Engineering has ap- 
pointed Howard Rosenthal Staff Vice 
President, Engineering. Mr. Rosenthal 
had been Director of Engineering. In his 
new position he will continue his respon- 
sibility for coordinating the engineering 
activities of RCA's product divisions. In 
addition, he will assume responsibility for 
Corporate Engineering Services, which 
includes the RCA Frequency Bureau, 
Corporate Standards Engineering, and 
Engineering Education and Technical 
Publication groups. 

Mr. Rosenthal received the BSCE from 
the City College of New York in 1944. 
After two years in the Navy as a Radar 
Technician during World War II, he did 
graduate work at New York University, 
receiving the MS in Chemical Engineer- 
ing in 1949. During the same year, he 
joined RCA Laboratories as a Member of 
the Technical Staff. He has received three 
RCA Laboratories Achievement Awards 
for his research on the application of 
phosphors in color TV display tubes. In 
1959, he was appointed to the first of a 
series of Technical Administration posi- 
tions at the Laboratories that led to his 
appointment in 1968 as Administrator, 
Staff Services, RCA Research and Engi- 
neering. He was named Director of Engi- 
neering in 1970. Mr. Rosenthal is a Mem- 
ber of the American Chemical Society, 
Phi Lambda Upsilon and the IEEE. 

Degree granted 

John E. Schoen, of Commercial Engineer- 
ing Department, Solid State Division, has 
received the MA in English Literature 
from Fairleigh Dickinson University in 
May 1972. 
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News and Highlights 

Biewener named Staff V.P. 

Dr. James Hillier, Executive Vice Presi- 
dent, Research and Engineering has ap- 
pointed John F. Biewener, Staff Vice 
President. Finance and Administrative 
Services. Formerly Director, Finance and 
Administrative Services, Research and 
Engineering, Mr. Biewener in his new po- 
sition is responsible for the business and 
administrative functions of RCA's David 
Sarnoff Research Center in Princeton, 
N.J. 

Since joining RCA in 1950, Mr. Biewener 
has held positions of increasing responsi- 
bility in engineering, adminstration, and 
finance at RCA activities in Moores- 
town, Camden, and Princeton, N.J., and 
Cambridge, Ohio. He also served on the 
RCA Corporate Staff in New York City 
from 1967 to 1970. He was appointed 
Controller at the David Sarnoff Research 
Center in 1970 and Director, Finance and 
Administrative Services in 1971. Mr. Bie- 
wener received the BSEE from Carnegie - 
Mellon University in 1950. In 1963, as an 
RCA employee, he attended the four - 
month Program for Management Devel- 
opment at the Harvard Business School. 

Licensed engineers 

When you receive a professional license, 
send your name, PE number (and state 
in which registered), RCA division, loca- 
tion and telephone number to: RCA Engi- 
neer, Bldg. 2 -8, RCA, Camden, N. J. As 
new inputs are received they will be pub- 
lished. 

Missile and Surface Radar Division 

A. P. Moll, M &SR, Moorestown, PE- 
19338, New Jersey. 

RCA Records 

G. Nelson, Records Div., Rockaway, PE 
-19613, New Jersey. 

Staff announcements 

Cushman and Wakefield, Inc. 

Anthony L. Conrad, President and Chief 
Operating Officer has announced that the 
Real Estate and Architecture and Con- 
struction activities in the RCA Staff Man- 
ufacturing Services and Materials organi- 
zation are transferred to Cushman & 
Wakefield, Inc. Leone J. Peters, Chairman 
and Chief Executive Officer of Cushman 
& Wakefield, has advised that Herbert A. 
Semler, Senior Vice President, Finance 
and Administration, will assume responsi- 
bility for these activities. 

Research and Engineering 

fames Hillier, Executive Vice President, 
Research and Engineering has appointed 
John F. Biewener, Staff Vice President, 
Finance and Administrative Services and 
Howard Rosenthal, Staff Vice President, 
Engineeri ng. 

James Hillier announced the Research 
and Engineering organization as follows: 
John F. Biewener, Staff Vice President, 
Finance and Administrative Services; Ed- 
ward W. Herold, Director, Technology; 
Howard Rosenthal, Staff Vice President, 
Engineering; A. Robert Trudel, Director, 
Special Projects; and William M. Web- 
ster, Vice President, Laboratories. 

Laboratories 

an Rajchman, Staff Vice President, In- 
formation Sciences, has appointed Ber- 
nard Hershenov as Director of Research 
of RCA Research Laboratories, Inc. 
(Tokyo) . 

Kerns H. Powers, Director of the Com- 
munications Research Laboratory, has ap- 
pointed Herold Sobol as Head of Com- 
munications Technology Research. 

Solid State Division 

William C. Hittinger, Vice President and 
General Manager, Solid State Division 
has announced the following appoint- 
ments: Daniel P. Del Frate, Division Vice 
President, Solid State Marketing; Joseph 
W. Karoly, Division Vice President, Fi- 
nance; Donald W. Ponturo, Division Vice 
President, Industrial Relations; and Wil- 
liam E. Wagner, Manager, Marketing. 

Electronic Components 

John B. Farese, Executive Vice President, 
Electronic Components has appointed 
Thomas I. Peters, Director, Materials. 

Joseph H. Colgrove, Division Vice Presi- 
dent and General Manager, Entertainment 
Tube Division, has announced his organi- 
zation as follows: Donald R. Bronson, 
Director, International Operations; Gor- 
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don W. Farmer, Director, Receiving Tube 
Operations Department; Leonard Gillon, 
Division Vice President; and William G. 
Hartzell, Director, Television Picture 
Tube Operations Department. 

Carlos E. Burnett, Division Vice President 
and General Manager, Industrial Tube 
Division, has appointed C. Price Smith, 
Director, Industrial Tube Operations De- 
partment. 

Gene W. Duckworth, Division Vice Presi- 
dent. Equipment Marketing and Distrib- 
uting, has announced the following ap- 
pointments: joseph M. Cleary, Director, 
Tube Equipment Sales and Robert B. 
Means, Division Vice President, Market 
Planning. 

Government and Commercial Systems 

Irving K. Kessler, Executive Vice Presi- 
dent, Government and Commercial Sys- 
tems has announced the appointment of 
James H. Walker as Division Vice Presi- 
dent, Finance. 

David Shore, Division Vice President, 
Government Plans and Systems Develop- 
ment, has appointed F. P. Henderson as 
Manager, Requirements Planning. 

David A. Wilkinson, Manager, Marketing - 
Systems Development has appointed Rob- 
ert E. Coleman as Manager, Systems 
Marketing. 

Vernon H. Catron, Manager, Air Force 
and DCA Affairs has appointed Leslie R. 
Long, Administrator, Air Force Products. 

M. L. Ribe, Manager, Eastern Field Office 
Operations has announced the appoint- 
ment of Irvin Guttman as Manager, Rome 
(N.Y.) Region. 

Warren E. Edwall, Manager, Navy and 
Marine Corps Affairs has announced the 
appointment of Eugene C. Looney as Ad- 
ministrator. Navy Products. 

Palm Beach Division 

lames Vollmer, Division General Man- 
ager, Palm Beach Division has appointed 
William J. Hannan, Chief Engineer. 

Aerospace Systems Division 

Melvin E. Lowe, Acting Director, Market- 
ing, Aerospace Systems Division has an- 
nounced the appointment of Claude M. 
Jones, Manager, Air Force Affairs. 

Patent Operations 

John V. Regan, Staff Vice President, Pat- 
ent Operations, has announced his organ- 
ization as follows: Glenn H. Burestle, 
Director, Patents- Electronic Compo- 
nents; Harold Christoffersen, Director, 
Patents -Information Systems; Philip G. 
Cooper, Staff Patent Counsel; Edward J. 
Norton, Director, Patents -Engineering 
Products; Albert Russinoff, Staff Patent 
Counsel; Eugene M. Whitacre, Director, 
Patents -Consumer Electronics; and Mil- 
ton S. Winters, Director, Patent Plans and 
Services. 

Hannan is Chief Engineer for 
Palm Beach Division 

Dr. James Vollmer, General Manager, 
Palm Beach Division, has appointed Wil- 
liam J. Hannan, Chief Engineer. Mr. Han- 
nan will direct the engineering organiza- 
tion at Palm Beach and its activities in 
connection with the Division's current 
and future product lines. 

Mr. Hannan received the BSEE from 
Drexel University in 1954 and the MSEE 
from Brooklyn Polytechnic Institute in 
1956. He has been with RCA since 1951 
and previously was Head, Electro -optic 
Systems Research, RCA Laboratories, 
Princeton, N.J. Earlier, he held a number 
of engineering and engineering manage - 
men positions at RCA's Princeton and 
Camden facilities. For nine years, Mr. 
Hannan was Engineering Project Leader 
in the development of magnetic tape, la- 
ser communications, and special televi- 
sion systems. He is noted for his work in 
the development of the holographic pre- 
recorded video system and the GT -7 laser 
transmitter, the first laser in space. He 
also developed the first laser cane for the 
blind. Mr. Hannan was a recipient of the 
David Sarnoff Fellowship in 1955 and the 
RCA Achievement Award in 1969 for his 
work in holography. Recently, he received 
the 1972 RCA David Sarnoff Outstanding 
Achievement Award for scientific re- 
search. Mr. Hannan holds membership in 
the Optical Society of America and is a 
Senior Member of the Institute of Elec- 
trical and Electronics Engineers where he 
has headed various committees on circuit 
theory. 

Promotions 
Electromagnetic and Aviation 
Systems Division 

J. R. Hall from Staff Engrg. Scientist, 
Electronic Warfare Engrg. to Mgr., SE- 
CANT Engrg. (F. C. Corey, Gov. Engrg. 
Dept., Van Nuys) 

R. W. McKelvy from Pr. Mbr. Design & 
Develop. Engrg., Electronic Warfare Pro- 

grams to Mgr.. Design & Develop. Engrg. 
(E. A. Cornwall, Electronic Warfare 
Engrg., Van Nuys) 

Communications Systems Division 

1. 1. Davaro from Ldr., Engrg. Staff to 
Adm., Sys. Prod. Assurance (E. J. West - 
cott, Product Assurance, Camden) 

A. C. Thompson from Ldr., Engrg. Staff 
to Mgr., Sales (F. H. Stelter, Studio 
Equipment, Camden) 

Electronic Components 

R. D. McLaughlin from Sr. Engr., Prod. 
Develop. Thermoelectric Products to En- 
grg. Ldr., Product Develop. (G. Silver- 
man. Harrison) 

Solid State Diviision 

G. Waas from Ldr., Technical Staff to 
Mgr., MOS Integrated Circuit Design 
(D. R. Carley, Somerville) 

Global Communications, Inc. 

A. W. Brook from Staff Engr. to Mgr. 
Satellite Sys. Develop. (P. Schneider, 
Leased Facilities and Engrg.. New York) 

M. ChaFong from Group Ldr. to Mgr., 
Message Switching Engrg. (A. A. Avanes- 
sians, Computer Engrg. Projects, New 
York) 

L. Correard from Group Ldr., to Mgr., 
Computer Switching Engrg. (A. A. Ava- 
nessians, Computer Engrg. Projects, New 
York) 

J. W. Cuddihy from Group Ldr., Mgr., 
Satellite Engrg. (j. M. Walsh, Satellite 
Engrg., New York) 

E. F. Doherty from Group Ldr., to Mgr., 
Radio Engrg. (J. M. Walsh. Engrg., New 
York) 

M. Fruchter from Group Ldr. to Ldr., 
Tech. Control and Transmission Engrg. 
(A. A. Avanessians, Computer Engrg. 
Projects, New York) 

S. Latargia from Sr. Engrg. to Mgr., Fa- 
cilities Engrg. (J. M. Walsh, Engrg, New 
York) 

J. H. Muller from Group Ldr. to Mgr., 
Videovoice Engrg. (G. A. Shawy, New 
York) 

E. Murphy from Group Ldr. to Ldr., 
Telephone Switching Engrg. (A.A. Ava- 
nessians, Computer Engrg., New York) 

S. Nahum from Adm., Construction to 
Mgr., Construction (J. M. Walsh, Engrg., . 
New York) 

S. Solomon from Group Ldr. to Ldr., Hot 
Line and Advanced Planning (S. Scha- 
doff, Commercial Leased Channels, New 
York) 

L. Spann from Group Ldr. to Mgr., Ad- 
vanced Design and Development (J. M_ 

Walsh, Engrg., New York) 
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SoboI appointed research head 

Dr. Kerns H. Powers, Director of the 
Communications Research Laboratory at 
RCA Laboratories in Princeton, N. J., re- 
cently appointed Dr. Harold Sobol as 

Head of Communications Technology Re- 
search. Formerly a Corporate Staff Engi- 
neer, Dr. Sobol now directs a research 
group concerned with the development of 
new microwave devices and technology 
for communication systems. 

Dr. Sobol received the BSEE from the 
City College of New York in 1952. He 
then attended the University of Michigan, 
receiving the MS and his PhD in Electri- 
cal Engineering in 1955 and 1959, respec- 
tively. From 1952 to 1959, he did research 

ill the radar, weapon guidance, and mi- 
crowave fields at the Willow Run and 
Electron Physics Laboratories of the Uni- 
versity of Michigan. From 1960 to 1962, 
Dr. Sobol investigated superconducting 
films at the IBM Watson Research Cen- 
ter. He joined the Microwave Research 
Laboratory, RCA Laboratories, in Prince- 
ton, in 1962. A year later he was named 
Head of Power Generation Research and 
in 1965, Head, Microwave Integrated Cir- 
cuits Research. In the latter position, he 
directed the research and development of 
microwave integrated circuits in RCA's 
corporate -wide Blue Chip Program. 

He was Manager, Microwave Microelec- 
tronics, at the Solid State Division in 
Somerville, N. J., from 1968 to 1970. Un- 
der his direction. the basic technology for 
fabricating microwave integrated circuits 
was advanced from laboratory status to a 

pilot production. He then served as a 

Corporate Staff Engineer from 1970 until 
his present appointment. 

Dr. Sobol is a Senior Member of the IEEE 
and a Member of the American Physical 
Society. He is also a Member of Eta 
Kappa Nu, Tau Beta Pi, Sigma Xi and 
Phi Kappa Phi. He held a Sperry Fellow- 
ship in Electron Physics during 1955 -1956 
and was the IEEE 1970 National Lecturer 
in Microwaves. Dr. Sobol is listed in 
Who's Who in the East and American 
Mc- -n of Science. He is author or co- author 
of 28 papers in technical journals and has 
presented more than 35 papers at tech- 
nical meetings. He was an Adjunct Lec- 
turer in the Graduate School at Drexel 
University during 1963 and 1964. He has 
lectured for several University of Mich- 
igan Summer Courses. 

Corey named Chief Engineer at EASD 

Frederick H. Krantz, Division Vice Pres- 
ident and General Manager, Electromag- 
netic and Aviation Systems Division, has 
appointed Frederick C. Corey, Chief En- 
gineer, Government Engineering Depart- 
ment, In his new post, Mr. Corey heads 
an engineering organization working in 
the areas of electronic warfare and ord- 
nance systems and in data systems, in- 
cluding video displays, special purpose 
data terminals, memories and other 
devices. 

Mr. Corey joined RCA recently after 
serving for two years as Chief Engineer, 
Avionics and Sensors in the Autonetics 
Division. North American Rockwell. 

Awards 
Aerospace Systems Division 

The team of D. W. Fogg, H. Honda, 
R. J. Kampf, M. J. Kurina, P. A. Michit- 
son, and L. B. Wooten led by Bob Daly 
and Paul Seeley received the Technical 
Excellence Engineering Award for Sep- 
tember 1972 for their work on the design 
concept of the Missile Warning Radar 
System and presentation of its superior 
approach. The features developed by the 
team that sold the contract are: (1) A 
novel technique for reducing false alarms 
in clutter while providing broad azimuth 
coverage: (2) Maximum utilization of 
RCA's previously developed ALQ -127 
system components; (3) Single antenna 
multi- function approach; (4) A cost ef- 
fective design for future production; (5) 
A detailed program plan that provided a 

high degree of confidence in contract 
performance. 

The team of B. J. DiPalermo, J. L. Hall, 
R. E. Shupe, and J. C. Tranfaglia of the 
Drafting Department was recognized for 
its work in implementing the PC and 
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Design Automation System. The team 
learned how to prepare input coding 
from logic designs and schematic inter- 
connection data, mechanical limitations 
and component placement. In addition, 
it had to become familiar with an inter- 
active computer /display installation util- 
ized in displaying the computer routed 
hoard. They had to manually place wires 
not routed by the computer. 

Communication Systems Division 

Engineers Bob Ernst and Ben Hitch and 
technician Arnis Mikelsons of the Ad- 
vanced Communication Laboratory lo- 
cated at Somerville, N.J., have been se- 

lected for a technical excellence team 
award. The team was cited for its out- 
standing accomplishment in successfully 
developing and integrating seven SHF 
microelectronic integrated circuit mod- 
ules applicable to the SHF satellite com- 
munication product line. The modules 
are: 7500 -to- 700 -MHz downconverter; 
700 -to- 8150 -MHz upconverter; 700- to -70- 
MHz downconverter; 70 -to- 700 -MHz up- 

converter; X -band frequency synthesizer 
mixer- coupler; 630 -MHz power amplifier - 
power divider; and SHF power divider 
with monitoring detectors. These mod- 
ules had more difficult performance re- 
quirements than the state -of- the -art dis- 
crete component versions. 

Missile and Surface Radar Division 

Six engineers have been cited for thei 
second -quarter 1972 performance: 

K. Berkowitz for his outstanding perfor 
mance on the development of the preci- 
sion guidance subsystem of the AN/ 
TPA -27 system and his special contribu- 
tion in a quick turnaround rework of 
guidance loops to accommodate un- 
scheduled changes in aircraft perfor- 
mance. 

E. Dixon for a unique personal contribu- 
tion to the completion of the AN /SPY -1 

radar beamformer waveguide assembly, 
in terms of both technical performance 
and timely completion. 
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lnc. He succeeds Ramon H. Aires who 
has been assigned full responsibility 
For t wo major programs in the RCA 
Division. 

With Autonetics Mr. Corey was respon- 
sible for providing technical direction in 
such areas as navigation. communica- 
tions, electronic warfare, systems avion- 
ics, digital computers, electro- optical. 
radar and sonar systems. Previously lie 
was B -1 Proposal Program Manager. 
Deputy Program Manager for the F -15 
Program. and F -111 Avionics Systems 
Program Manager, among other assign- 
ments with Autonetics. During 1957 -64. 
Mr. Corey was with Nortronics, includ- 
ing two years as Director of Engineering 
at Nortronics Electronic Systems and 
Equipment Division. In addition he 
held engineering management positions 
on various space, missile and aircraft 
programs in which the company was in- 
volved. Mr. Corey was with Chance 
Vought for the five preceding years 
where he worked as an engineer and en- 
gineering supervisor in several missile 
and fighter aircraft programs. 

Mr. Corey received the BSEE from Car- 
negie institute of Technology and has 
completed course work for a master's 
degree at Southern Methodist University. 
During World War ii he was with the 
Army Signal Corps and became a rated 
Army Aviator in 1951 when recalled to 
active duty during the Korean conflict. 
Mr. Corey is a member of the IEEE, 
American Association for the Advance- 
ment of Science, the Army Ordnance 
Association and Eta Kappa Nu. 

I. Grabowski for outstanding technical 
contributions in the redesign of the 
TRADEX dual frequency LIS band an- 
tenna feed system. 

D. Olivieri for his continuing contribu- 
tions in the arca of mechanical design 
studies related to solid -state transmit - 
receive module development. 

D. V. Wylde for his demonstrated sys- 
tems engineering excellence and ingenuity 
in helping M &SR develop a level of 
expertise required for a competitive po- 
sition in the field of high energy laser 
devices. 

L. O. Upton, Jr. for creativity and re- 
sourcefulness in developing high -density 
digital memory techniques employing 
MOS and PMOS devices, as well as an 
adaptive clutter -lock MTI cancellation 
system utilizing these techniques. 

First Pratt Award presented to Goldsmith 

The IEEE's first Haraden Pratt Award 
has been presented to Alfred N. Gold- 
smith in recognition of the more than 60 
years he has devoted to the Institute and 
die electrical engineering profession. The 
new award. established in honor of Hara- 
den Pratt, Director Emeritus of die Insti- 
tute, will be given each year to a person 
performing an "outstanding service to the 
Institute." 

Commenting on this year's presentation. 
IEEE President Robert H. Tanner said, 
"I know of no individual in our profes- 
sion who better exemplifies the meaning 
and spirit of this award." He added that 
Dr. Goldsmith's service to IEEE "is 
matched by no other individual." 

Dr. Goldsmith, a consulting engineer with 
a private practice, is an honorary vice 
president and senior technical consultant 
for RCA. From 1919 to 1931 he rose to 
vice president at RCA after holding such 
positions as Chief Broadcast Engineer and 
Director of Research. His career is 
studded with many technical contribu- 
tions in the fields of radio. television, and 
motion pictures. He has also been active 
in biomedical engineering. 

Dr. Goldsmith received the BS from the 
College of the City of Ncw York in 1907 
and the PhD from Columbia University 
in 1911. He has been associated with 

C.C.N.Y. ever since his college days and 
holds life tenure as an associate professor 
of electrical engineering. 

Dr, Goldsmith, who is 83, is a co- founder, 
Fellow, and Life Member of the iRE. He 
served as a Director ever since IRE's 
inception in 1912 and was President for 
one terni and Secretary for ten years. in 
1954 he was named Editor Emeritus, cli- 
maxing 41 years as the institute's Editor. 
When IEEE was formed he was named 
Editor and Director Emeritus and the new 
Society and holds these appointments 
today. 

A member or fellow in numerous engi- 
neering and scientific societies, Dr. Gold- 
smith is a former president of the Society 
of Motion Picture and Television Engi- 
neers and a former chairman of the board 
of the National Television Filni Council. 

He is the first holder of I RE's highest 
awards: the Founders Award and the 
Medal of Honor. His other honors include 
the Modern Pioneers Award from the Na- 
tional Association of Manufacturers, the 
Townsend Harris Medal from C.C.N.Y., 
and the Medal Award of the Television 
Broadcasters Association. 

He is an honorary member of the New 
York Medico -Surgical Society and an hon- 
orary fellow of the international College 
of Surgeons. 

President Tanner (left) presents Alfred N. Goldsmith with Haraden Pratt Award. 
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Higgs is TPA for Missile and 
Surface Radar 

Donald R. Higgs has been appointed 
Technical Publications Administrator for 
the Missile and Surface Radar Division at 
Moorestown, New Jersey. In this capacity, 
Mr. Higgs is responsible for the review 
and approval of technical papers; for 
coordinating the technical reporting pro- 
gram; and for promoting the preparation 
of papers for the RCA Engineer and 
other journals, both internal and external. 

Mr. Higgs joined RCA in 1960 as an engi- 
neer- writer on the Ballistic Missile Early 
Warning System program and spent three 
years on special assignment in the United 
Kingdom. He has been associated with 
proposals and technical reports since his 
return to Moorestown early in 1964. He 
was appointed Leader of the Contract Re- 
ports and Proposals organization in 1966, 
with overall responsibility for reports and 
proposals as well as publication produc- 
tion support. In September 1972 he as- 
sumed his present position of Manager, 
Technical Communication within the En- 
gineering Department. 

Prior to joining RCA, Mr. Higgs served 
five years as associate editor of a corpor- 
ate technical journal. He received the BS 
from the U.S. Naval Academy in 1951; he 
has taken graduate work at the Polytech- 
nic Institute of Brooklyn and has been 
active as an instructor in Effective Written 
Communications in the M &SR After 
Hours Study Program. He also served two 
years on the M &SR Chief Engineer's 
Technical Excellence Committee, includ- 
ing a one year term as Chairman. 

Harvard and M.I.T. name first David Sar- 
noff professors in management of tech- 
nology 

Grants totaling $2 million to endow two 
professorships -one at the Harvard Busi- 
ness School and one at the Sloan School 
of Management at the Massachusetts In- 
stitute of Technology -will be made by 
RCA as a tribute to David Sarnoff, long- 
time chairman of RCA, who died last 
December. The holders of the David Sar- 
noff professorship will collaborate in a 
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An Experimental Solid -State TV Camera Using 
a 32 x 44 Element Charge- Transfer Bucket - 
Brigade Sensor 

W. S. Pike I M. G. Kovac 
F. V. Shallcross i P. K. Weimer 

The Silicon Return -Beam Vidicon -A High - 

Resolution Camera Tube 
R. W. Engstrom i J. H. Sternberg 

An Experimental Study of High- Efficiency 
GaP:N Green -Light- Emitting Diodes 

I. Ladany i H. Kressel 

Non -Destructive Sheet -Resistivity Measurements 
.vith Two -Point Probes J L. Vossen 

Broad -Band Acousto -Optic Deflectors Using 
Sonic Gratings for First -Order Beam Steering 

G. A. Alphonse 

The RCA Review is published quarterly. Copies 
are available in all RCA libraries, Subscription 
rates are as follows (rates are discounted 20% 
for RCA employees) 

DOMESTIC FOREIGN 
i -year S6.00 $6.40 

2-year 10.50 11.30 
3-year 13.50 14.70 

joint program of teaching and research in 
the management of modern technology. 

Announcement of the joint program was 
made by President Derek C. Bok of Har- 
vard, President Jerome B. Wiesner of 
M.I.T., and Robert W. Sarnoff, Chairman 
and Chief Executive Officer of RCA. Also 
present for the announcement were Dean 
Lawrence E. Fouraker of the Harvard 
Business School, Dean William F. Pounds 
of the M.I.T. Sloan School of Manage- 
ment and the first two professors to be 
named to the David Sarnoff Chairs -Dr. 
Richard S. Rosenbloom of the Harvard 
Business School and Dr. Donald G. Mar- 
quis of M.I.T.'s Sloan School of Man- 
agement. 

The David Sarnoff Program on the Man- 
agement of Technology will be jointly 
conducted by the two professional 
schools. It will include, besides an en- 
dowed chair in each school, a joint sem- 
inar open to students of both schools. 
The seminar will mark the first such co- 
operative teaching venture undertaken by 
the business and management schools. 

Professor Rosenbloom, an authority on 
the management implications of social 
and technological change, is the Director 
of the Doctoral Program of the Harvard 
Business School. He was an active partici- 
pant in Harvard's Program on Technology 
and Society. He is co- author of two re- 
cent books: Technology and Information 
Transfer and New Tools for Urban Man- 
agement. 

Professor Marquis, a noted psychologist 
who has been Professor of Organizational 
Psychology and Management at M.I.T., is 

the former chairman of psychology de- 
partments at Yale and the University of 
Michigan. Since 1961, he has headed 
M.I.T.'s Research Program on Manage- 
ment of Science and Technology. His 

books include Factors in the Transfer of 
Technology (co- editor) and Successful 
Industrial Innovations (co- author). 

The David Sarnoff Program is being 
launched with grants of $100,000 each to 
the Harvard Business School and to the 
Sloan School of Management at M.I.T. 
during the current academic year. There- 
after, annual grants of $100,000 will be 
made to each school until the David Sar- 
noff Professorships arc fully endowed at 
a total of SI million apiece. 

President Wiesner, speaking in behalf of 
M.I.T., paid tribute to the late General 
Sarnoff as a man who had the vision to 
anticipate the practical potentialities in- 
herent in new technology, the strength to 
build and lead a great modern organiza- 
tion without losing the capacity to foster 
continuing scientific and technical inno- 
vation, the skill to combine a variety of 
technical resources to form new systems 
of unprecedented technical competence 
and productivity, and an understanding 
of the larger social role which science 
must play in an advanced society and of 
the special responsibilities thus implied." 

"I was privileged to know David Sar- 
noff," President Wiesner added, "and his 
life and philosophy exemplified the es- 
sential qualities of industrial and profes- 
sional leadership which in three quarters 
of a century have brought technology's 
promise so rapidly into reality." 

"These qualities should provide the basis 
for a program of teaching and research 
on the management of technology. They 
relate to the central educational concerns 
of the assessment of technological pro- 
cesses and transfer, the management of 
innovation. the creation of complex yet 
reliable systems, and the interaction of 
technology, business and society." 

Robert Sarnoff explained why he be- 
lieved the two schools are eminently 
qualified to undertake a broad and in- 
depth look at the management of tech- 
nology. 

"M.I.T.'s expertise in studying the pro- 
cesses involved in change and Harvard's 
in studying organizational patterns can 
be intermeshed to form a unique combi- 
nation of existing skills and interests. 
These qualities have the momentum of 
years of rigorous intellectual exploration 
and on -going research and can focus on 
this topic of interest to the faculties of 
both institutions." 

The program was recommended by 
RCA's Educational Aid Committee after 
studying some twenty different commem- 
orative proposals submitted by leading 
American educational institutions. 

An advisory committee will be appointed 
to provide counsel for the Sarnoff profes- 
sors, who will be joint directors of the 
program. Committee members will be 
charged with keeping the program re- 
lated to critical problems, and for ensur- 
ing that the project's resources, human 
and monetary, are used most effectively. 
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Government and Commercial Systems 

Aerospace Systems Division 

Electromagnetic and 
Aviation Systems Division 

Astro- Electronics Division 

Missile & Surface Radar Division 

Government Engineering 

Government Plans and 
Systems Development 

Communications Systems Division 
Commercial Systems 

Government Communications Systems 

Palm Beach Division 

Research and Engineer'u 
Laboratories 

Editorial Representatives 
The Editorial Representative in your group is the cne you should contact in scheduling 
technical papers and announcements of your professional activities. 

P. P. NESBEDA Engineering, Burlington, Mass. 
J. J. O'DONNELL Industry Systems, Burlington, Mass. 

C. S. METCHETTE Engineering, Van Nuys, Calif. 
J. Mc ONOUGH Engineering, Van Nuys, Calif. 

I. M. SEIDEMAN` Engineering, Princeton, N.J. 
S. WEISBERGER Advanced Development and Research, Princeton, N.J. 

D. R. HIGGS' Engineering, Moorestown, N.J. 

M. G. PIETZ' Advanced Technology Laboratories, Camden, N.J. 
J. E. FRIEDMÄ "- Advanced Technology Laboratories, Camden, N.J. 
J, L. KRAGER Central Engineering, Camden, N.J. 

E. J. PODELL° Engineering Information and Communications, Camden, N.J. 

R. N. HURST- Studio, Recording, & Scientific Equip. Engineering, Camden, N.J. 
A. M. MISSENDA Advanced Development, Meadow Lands, Pa. 
R. E. WlNfï Broadcast Transmitter & Antenna Eng., Gitbsboro, N.J. 

A, LIGUORI Engineering, Camden, N.J. 

P. M. WOOLLEY* Palm Beach Product Laboratory, Pal-n Beach Gardens, Fla. 

C. W. SALL Research, Princeton, N.J. 
I. H. KALISH Solid State Technology Center, Somerville, N.J. 
M. R. SHERM Solid State Technology Center, Somerville, N.J. 

C. A. MEY` ' Chairman, Editorial Bcard, Harrison, N.J. 

Entertainment Tube Division J. KOFF Receiving Tube Operations, 'Noodbridge, N.J. 
J. H. LIPS-,_ Telev sion Picture Tube Operations, Marion, Ind. 
E. K. MADENFORLL Television Picture Tube Operations, Lancaster, Pa. 

Industrial Tube Division J. M. FORMAN Industrial Tube Operations, Lancaster, Pa. 
H. J. WOLKSTE Microwave Tube Operations, Harrison, N.J. 

E. M. McELWEE* Chairman, Editorial Board, Somerville, N.J. 
J. DIMAURO Solid State Division, Mountaintop, Pa. 
S. SILVERSTT Power Transistors, Somerville, N.J. 
E. M. TRI'' Integrated Circuits, Somerville, N.J. 
J, D. YOU Solid State Division, Findlay, Ohio 

C. HOYT' Chairman, Editorial Board, Indianapolis, Ind 
R. Bt. Engineering, Indianapolis, Ind. 
R. C. Audio Products Engireering, Indianapolis, Ind. 
F. HOLT Advanced Development, Ind anapolis, Ind. 
E. JA " Black and White TV Engineering, Indianapolis, Ind. 
W. LiE. Ceramic Circuits Engineering, Rockville, Ind. 
J. STARK: Color TV Engineering, Indianapolis, Ind. 
P. HU ". Engineering, RCA Taiwan Ltd., Taipei, Taiwan 

M. G Consumer Products Administration, Cherry Hill, N.J. 
W. W. COOK Consumer Products Service Dept., Cherry Hill, N.J. 
R. M. DOMBR'" Technical Support, Cherry Hill, N.J. 
R. I. COGHIL Missile Test Project, Cape Kennedy, Fla. 

C. C. REARM; Product Development Engineering, Deptford, N.J. 

W. S. LEI' RCA Globa Communications, Inc., New York, N.Y. 
J. D. SELLL-. RCA Alaska Communications, Inc., Anchorage, Alaska 

Solid State Division 

Consumer Elenfrnnir 

RCA Service Company 

Parts and Accessories 

RCA Global Communications, Inc. 

National Broadcasting Company, inc. 
RCA Records 
RCA international Division 

RCA Ltd. 

Patents and Licensing 

W, A HOWARD Staff Eng., New York, N.Y. 
M. L. WHITEHURS' Record Eng., Irdianapolis, Ind. 
C. A. PASSAVANT New York, N.Y. 

W. A- CHISHOLM' Reseach & Eng., Montreal, Canada 

J. EPSTEI Staff Services, Princeton, N.J. 

Technical Publication Administrators listed above are 
responsible for review and approval of 
papers and presentations. 
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